# Existence of positive solutions for third-order semipositone boundary value problems on time scales* 

Xinguang Zhang ${ }^{\mathrm{a}}{ }^{\bullet}$, Hui Tian ${ }^{\mathrm{a}}{ }^{\bullet}$, Yonghong $\mathbf{W u}{ }^{\mathrm{b}}{ }^{\bullet}$, Benchawan Wiwatanapataphee ${ }^{\text {b }}$ ©<br>${ }^{\text {a }}$ School of Mathematical and Informational Sciences, Yantai University, Yantai 264005, Shandong, China<br>zxg123242@163.com; tianhui17863275782@163.com<br>${ }^{\mathrm{b}}$ Department of Mathematics and Statistics, Curtin University, Perth, WA 6845, Australia<br>y.wu@curtin.edu.au; b.wiwatanapataphee@curtin.edu.au

Received: October 10, 2022 / Revised: December 11, 2022 / Published online: December 23, 2022


#### Abstract

In this paper, we consider the existence of positive solutions for a semipositone thirdorder nonlinear ordinary differential equation on time scales. In suitable growth conditions, by considering the properties on time scales and establishing a special cone, some new results on the existence of positive solutions are established when the nonlinearity is semipositone.
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## 1 Introduction

In this paper, we focus on the existence of positive solutions for the following third-order nonlinear differential equation on time scales:

$$
\begin{align*}
& -\left(x^{\Delta \Delta}\right)^{\nabla}(t)+f(t, x(\sigma(t)))+q(t)=0, \quad t \in[0,1]_{\mathbb{T}}, \\
& x(0)=x^{\Delta}\left(t_{1}\right)=\int_{t_{2}}^{1} p(s) x^{\Delta \Delta}(s) \nabla s=0, \tag{1}
\end{align*}
$$

where $1 / 2<t_{1}<t_{2}<1$ are two constants, $[0,1]_{\mathbb{T}}=:[0,1] \cap \mathbb{T}$ denotes the time-scale interval, $f:(0,1)_{\mathbb{T}} \times[0, \infty) \rightarrow \mathbb{R}$ is continuous, $q \in L(0,1)_{\mathbb{T}}$, and $p:\left[t_{2}, 1\right] \rightarrow[0, \infty)$ is a continuous function.

[^0]Nonlinear differential equations have extensive applications in theory as well as in practice such as in engineering, applied mathematics, gas dynamics, and the physical and biological sciences. Some rich sources of nonlinear differential equations can be found in $[4,5,7,12,13,17,19-21,25-27,29,31,32,34-36]$ and singular semipositone boundary value problems in [6, 15, 28, 33, 37]. In particular, Graef and Yang [7] considered the existence and nonexistence of positive solutions for a nonlocal boundary value problem of third-order differential equation

$$
\begin{aligned}
& u^{\prime \prime \prime}(t)=g(t) f(u(t)), \quad t \in[0,1], \\
& u(0)=u^{\prime}(p)=\int_{q}^{1} \omega(t) u^{\prime \prime}(t) \mathrm{d} t=0,
\end{aligned}
$$

where $1 / 2<p<q<1$ are constants, $g:[0,1] \rightarrow[0, \infty)$ is a continuous function such that $g(t) \not \equiv 0$ on $[0,1], f:[0, \infty) \rightarrow[0, \infty)$ is continuous. By using Guo-Krasnosel'skii fixed point theorem, some sufficient conditions for the existence and nonexistence of positive solutions were established. In [6], Graef and Kong established the existence of positive solutions for the following third-order semipositone boundary value problem:

$$
\begin{aligned}
& u^{\prime \prime \prime}(t)=\lambda f(t, u)+e(t), \quad t \in[0,1] \\
& u(0)=u^{\prime}(p)=\int_{q}^{1} \omega(s) u^{\prime \prime}(s) \mathrm{d} s=0
\end{aligned}
$$

where $\lambda>0$ is a parameter, $1 / 2<p<q<1$ are constants, $f:(0,1) \times[0, \infty) \rightarrow \mathbb{R}$, $e:(0,1) \rightarrow \mathbb{R}$ and $\omega:[q, 1] \rightarrow[0, \infty)$ are continuous functions, and $e \in L(0,1)$. For more details about multiple point boundary value problems and integral boundary value problems, we refer the reader to the survey of $[22,36,38]$ and $[11,23,24,26,30,31]$.

On the other hand, in nature, there exist many time scales such as the Cantor set, the set of harmonic numbers $\left\{\sum_{k=1}^{n} 1 / k, n \in \mathbb{Z}\right\}$ and $h \mathbb{Z}, h>0$, and so on. An example is a population of a species where all of the adults die out before the babies are born, which leads to a union of disjoint closed intervals, i.e., a time scale. In [9], Hao et al. dealt with the following boundary value problem of singular nonlinear dynamic equation on time scales:

$$
\begin{aligned}
& \left(\varphi(t) x^{\Delta}\right)^{\nabla}(t)+\lambda m(t) f(t, x(\sigma(t)))=0, \quad t \in(a, b), \\
& \alpha x(a)-\beta x(a)=0 \\
& \gamma z(\sigma(b))+\delta z^{\Delta}(\sigma(b))=0
\end{aligned}
$$

where $f \in C([a, \sigma(b)] \times[0,+\infty),(0,+\infty))$. By employing the Krasnosel'skii fixed point theorem, an existence theorem of positive solutions was established. For other specific examples and research on related problems, we refer the reader to $[2,3,10,16,18]$.

However, to the best of our knowledge, few results have been reported for semipositone nonlinear dynamic equation on time scales, thus motivated by the above works, in
this paper, we focus on the existence of positive solutions for the third-order nonlinear differential equation on time scales (1) when the nonlinearity is semipositone. By introducing suitable growth conditions and constructing a special cone, some new results on the existence of positive solutions are established under the case where nonlinearity is semipositone.

This paper is organized as follows. In Section 2, we give some preliminaries and lemmas, which will be used to prove our main results. In Section 3, we discuss the existence of positive solutions of the boundary value problems by using the fixed point theorem.

## 2 Preliminaries and lemmas

To understand so-called time scale (measure chain), in this section, we firstly start with some preliminaries of time scales from recent literatures [1,9,14].

Definition 1. Define the forward jump and backward jump operators at $t$ for $t<\sup \mathbb{T}$ and $t>\inf \mathbb{T}$, respectively, by

$$
\begin{aligned}
\sigma(t) & :=\inf \{s \in \mathbb{T}: s>t\} \in \mathbb{T} \\
\rho(t) & :=\sup \{s \in \mathbb{T}: s<t\} \in \mathbb{T}
\end{aligned}
$$

The point $t \in \mathbb{T}$ is left dense, left scattered, right dense, and right scattered if $\rho(t)=t$, $\rho(t)<t, \sigma(t)=t$, and $\sigma(t)>t$, respectively. The set $\mathbb{T}^{k}$ is defined to be $\mathbb{T}$ if $\mathbb{T}$ does not have a left-scattered maximum; otherwise, it is $\mathbb{T}$ without this left-scattered maximum.

Definition 2. Assume that $x: \mathbb{T} \rightarrow \mathbb{R}$ and $t \in \mathbb{T}^{k}$. Then we define $x^{\Delta}(t)$ to be the number with the property that, given any $\varepsilon>0$, there is a neighborhood $U$ of $t$ such that

$$
\left|x(\sigma(t))-x(s)-x^{\Delta}(t)[\sigma(t)-s]\right| \leqslant \varepsilon|\sigma(t)-s|
$$

for all $s \in U, t \in \mathbb{T}$. The second derivative of $x(t)$ is defined by $x^{\Delta \Delta}(t)=\left(x^{\Delta}\right)^{\nabla}(t)$.
In order to obtain our main results, we give some assumptions that will be used in the rest paper.
(G1) $q \in L\left((0,1)_{\mathbb{T}},(-\infty,+\infty)\right)$, and $p:\left[t_{2}, 1\right]_{\mathbb{T}} \rightarrow[0, \infty)$ is a continuous and nondecreasing function.
(G2) There exist functions $M, N \in L\left((0,1)_{\mathbb{T}},(0,+\infty)\right)$ and $g \in C([0,+\infty),(0,+\infty))$ such that $M(t) \leqslant f(t, x) \leqslant N(t) g(x),(t, x) \in(0,1)_{\mathbb{T}} \times[0, \infty)$.
(G3) $\lim _{x \rightarrow+\infty} f(t, x) / x=+\infty$ uniformly on any compact subinterval of $(0,1)_{\mathbb{T}}$.
(G4) $\lim _{x \rightarrow+\infty} g(x) / x=0$.
Let $I \subseteq \mathbb{R}$ be an interval, denote the characteristic function $X$ of $I$ as

$$
X_{I}(t)= \begin{cases}1, & t \in I \\ 0, & t \notin I\end{cases}
$$

Then it follows from [7] that the Green's function for the equation $\left(x^{\Delta \Delta}\right)^{\nabla}=0$ subject to the boundary condition

$$
x(0)=x^{\Delta}\left(t_{1}\right)=\int_{t_{2}}^{1} p(s) x^{\Delta \Delta}(s) \nabla s=0
$$

is

$$
\begin{aligned}
G(t, s)= & -t\left(t_{1}-s\right) X_{\left[0, t_{1}\right]_{\mathbb{T}}}(s)+\frac{(t-s)^{2}}{2} X_{[0, t]_{\mathbb{T}}}(s) \\
& +\frac{t\left(2 t_{1}-t\right)}{2} P(s) X_{\left[t_{2}, 1\right]_{\mathbb{T}}}(s)+\frac{t\left(2 t_{1}-t\right)}{2} X_{\left[0, t_{2}\right]_{\mathbb{T}}}(s),
\end{aligned}
$$

where

$$
P(s)=\left(\int_{t_{2}}^{1} p(v) \nabla v\right)^{-1} \int_{s}^{1} p(v) \nabla v, \quad s \in\left[t_{2}, 1\right]_{\mathbb{T}}
$$

Clearly, $G(t, s)>0, t, s \in(0,1)_{\mathbb{T}}$.
Lemma 1. Assume that (G1) holds, then for any $t, s \in[0,1]_{\mathbb{T}}$, the Green's function satisfies

$$
G(t, s) \leqslant c(t) d(s)
$$

where

$$
c(t)=\frac{2 t}{t_{1}}-\frac{t^{2}}{t_{1}^{2}}, \quad d(s)=\frac{t_{1}^{2}}{2}\left[\frac{2 t_{1}}{2 t_{1}-1}+P(s)\right] .
$$

Proof. Firstly, we consider the case $s \geqslant t_{1}$.

$$
\begin{aligned}
G(t, s) & =\frac{t\left(2 t_{1}-t\right)}{t_{1}^{2}}\left\{\frac{t_{1}^{2}}{2}\left[P(s) X_{\left[t_{2}, 1\right]_{\mathrm{T}}}(s)+X_{\left[0, t_{2}\right]_{\mathbb{T}}}(s)+\frac{(t-s)^{2}}{t\left(2 t_{1}-t\right)} X_{[0, t]_{\mathrm{T}}}(s)\right]\right\} \\
& \leqslant c(t)\left\{\frac{t_{1}^{2}}{2}\left[P(s) X_{\left[t_{2}, 1\right]_{\mathbb{T}}}(s)+X_{\left[0, t_{2}\right]_{\mathbb{T}}}(s)+\frac{1}{2 t_{1}-1} X_{[0, t]_{\mathbb{T}}}(s)\right]\right\} \\
& \leqslant c(t)\left\{\frac{t_{1}^{2}}{2}\left[P(s)+1+\frac{1}{2 t_{1}-1}\right]\right\}=c(t)\left\{\frac{t_{1}^{2}}{2}\left[P(s)+\frac{2 t_{1}}{2 t_{1}-1}\right]\right\} \\
& =c(t) d(s)
\end{aligned}
$$

Next, we consider the case $s \leqslant t_{1}$.
If $s \geqslant t$, we have

$$
G(t, s)=\frac{t(2 s-t)}{2}=\frac{t\left(2 t_{1}-t\right)}{t_{1}^{2}}\left[\frac{t_{1}^{2}(2 s-t)}{2\left(2 t_{1}-t\right)}\right] \leqslant c(t) \frac{t_{1}^{2} s}{2 t_{1}-1} \leqslant c(t) d(s)
$$

If $s \leqslant t$, we still have

$$
G(t, s)=\frac{s^{2}}{2}=\frac{t\left(2 t_{1}-t\right)}{t_{1}^{2}}\left[\frac{t_{1}^{2} s^{2}}{2 t\left(2 t_{1}-t\right)}\right] \leqslant c(t) \frac{t_{1}^{2} s}{2\left(2 t_{1}-1\right)} \leqslant c(t) d(s)
$$

Remark 1. Noticing $1 / 2<t_{1}<t_{2}<1$ and $c(t)=2 t / t_{1}-t^{2} / t_{1}^{2}$, one has $0 \leqslant c(t) \leqslant 1$ for any $t \in[0,1]_{\mathbb{T}}$.

Now let

$$
q_{+}(t):=\max \{q(t), 0\}, \quad q_{-}(t)=\max \{-q(t), 0\}
$$

Consider the following linear equation of third-order boundary value problem on time scales:

$$
\begin{align*}
& \left(x^{\Delta \Delta}\right)^{\nabla}(t)=q_{-}(t)+M(t), \quad t \in[0,1]_{\mathbb{T}}, \\
& x(0)=x^{\Delta}\left(t_{1}\right)=\int_{t_{2}}^{1} p(s) x^{\Delta \Delta}(s) \nabla s=0 . \tag{2}
\end{align*}
$$

Lemma 2. The linear equation of third-order boundary value problem on time scales (2) has a unique solution $\omega(t)$, and there exists a constant $\rho>0$ such that $\omega(t) \leqslant \rho c(t)$, where

$$
\rho=\|d\| \int_{0}^{1}\left[q_{-}(s)+M(s)\right] \nabla s
$$

Proof. Obviously, $\omega(t)=\int_{0}^{1} G(t, s)\left[q_{-}(s)+M(s)\right] \mathrm{d} s$ is a unique solution of the $\mathrm{BVP}(2)$. It follows from Lemma 1 that

$$
\omega(t) \leqslant c(t) \int_{0}^{1} d(s)\left[q_{-}(s)+M(s)\right] \nabla s \leqslant c(t)\|d\| \int_{0}^{1}\left[q_{-}(s)+M(s)\right] \nabla s .
$$

Let $\rho=\|d\| \int_{0}^{1}\left[q_{-}(s)+M(s)\right] \nabla s$, then we have

$$
\omega(t) \leqslant \rho c(t), \quad t \in[0,1]_{\mathbb{T}} .
$$

In particular, it follows from Lemma 2 that the following boundary value problem

$$
\begin{aligned}
& \left(x^{\Delta \Delta}\right)^{\nabla}(t)=M(t), \quad t \in[0,1]_{\mathbb{T}} \\
& x(0)=x^{\Delta}\left(t_{1}\right)=\int_{t_{2}}^{1} p(s) x^{\Delta \Delta}(s) \nabla s=0
\end{aligned}
$$

has a unique solution $\gamma(t)$ in the form

$$
\gamma(t)=\int_{0}^{1} G(t, s) M(s) \nabla s, \quad t, s \in[0,1]_{\mathbb{T}}
$$

Remark 2. Given $\gamma(t) \leqslant \omega(t)$ and Remark 1, we have $\gamma(t) \leqslant \rho$.

Now for any $t \in[0,1]_{\mathbb{T}}$, let us define a star function as follows:

$$
[y]^{*}(t)= \begin{cases}y(t), & y(t) \geqslant 0 \\ 0, & y(t)<0\end{cases}
$$

and then consider the following boundary value problem:

$$
\begin{align*}
& \left(x^{\Delta \Delta}\right)^{\nabla}(t)=f\left(t,\left([x-\omega]^{*}+\gamma\right)(\sigma(t))\right)+q_{+}(t), \quad t \in[0,1]_{\mathbb{T}} \\
& x(0)=x^{\Delta}\left(t_{1}\right)=\int_{t_{2}}^{1} p(s) x^{\Delta \Delta}(s) \nabla s=0 \tag{3}
\end{align*}
$$

The proof is complete.
Lemma 3. Let the nonlinear boundary value problem (3) has a solution $x(t)$ such that $x(t) \geqslant \omega(t)$. Then $y(t)=x(t)-\omega(t)+\gamma(t)$ is a positive solution of equation (1) with $y(t) \geqslant \gamma(t), t \in[0,1]_{\mathbb{T}}$.

Proof. It follows from the fact that $x(t)$ is a positive solution of nonlinear boundary value problem satisfying $x(t) \geqslant \omega(t)$ that

$$
\begin{aligned}
& \left(x^{\Delta \Delta}\right)^{\nabla}(t)=f(t,((x-\omega)+\gamma)(\sigma(t)))+q_{+}(t), \quad t \in[0,1]_{\mathbb{T}} \\
& x(0)=x^{\Delta}\left(t_{1}\right)=\int_{t_{2}}^{1} p(s) x^{\Delta \Delta}(s) \nabla s=0
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\left(y^{\Delta \Delta}\right)^{\nabla}(t) & =\left(x^{\Delta \Delta}\right)^{\nabla}(t)-\left(\omega^{\Delta \Delta}\right)^{\nabla}(t)+\left(\gamma^{\Delta \Delta}\right)^{\nabla}(t) \\
& =f(t,((x-\omega)+\gamma)(\sigma(t)))+q_{+}(t)-q_{-}(t)-M(t)+M(t) \\
& =f(t, y(\sigma(t)))+q(t),
\end{aligned}
$$

and boundary condition $y(0)=y^{\Delta}\left(t_{1}\right)=\int_{t_{2}}^{1} p(s) y^{\Delta \Delta}(s) \nabla s=0$ also holds. Thus, the proof of Lemma 3 is completed.

From Lemma 2 and the strategy of [7] we have the following lemma.
Lemma 4. If $x \in C^{3}[0,1]_{\mathbb{T}}$ satisfies

$$
\begin{align*}
& \left(x^{\Delta \Delta}\right)^{\nabla}(t) \geqslant 0, \quad t \in[0,1]_{\mathbb{T}}, \\
& x(0)=x^{\Delta}\left(t_{1}\right)=\int_{t_{2}}^{1} p(s) x^{\Delta \Delta}(s) \nabla s=0 \tag{4}
\end{align*}
$$

then $x(t) \geqslant c(t)\|x\| \geqslant \min \{t, 1-t\}\|x\| \geqslant 0, t \in[0,1]_{\mathbb{T}}$.

Proof. In order to prove Lemma 4, we firstly show that $x$ attains its maximum at $t_{1}$, i.e., $\|x\|=x\left(t_{1}\right)$. In fact, it follows from (4) that

$$
\int_{t_{2}}^{1} p(s) x^{\Delta \Delta}(s) \nabla s=0
$$

which implies that there exists $t_{0} \in\left(t_{2}, 1\right)_{\mathbb{T}}$ such that $p\left(t_{0}\right) x^{\Delta \Delta}\left(t_{0}\right)=0$. By (G1), we have $x^{\Delta \Delta}\left(t_{0}\right)=0$. Since $\left(x^{\Delta \Delta}\right)^{\nabla}(t) \geqslant 0$, we have that $x^{\Delta \Delta}(t)$ is nondecreasing on $[0,1]_{\mathbb{T}}$, it follows from $x^{\Delta \Delta}\left(t_{0}\right)=0$ that

$$
\begin{equation*}
x^{\Delta \Delta}(t) \leqslant 0, \quad t \in\left[0, t_{0}\right]_{\mathbb{T}} ; \quad x^{\Delta \Delta}(t) \geqslant 0, \quad t \in\left[t_{0}, 1\right]_{\mathbb{T}} \tag{5}
\end{equation*}
$$

which implies that $x^{\Delta}(t)$ is nonincreasing on $\left[0, t_{0}\right]_{\mathbb{T}}$. Notice $\left[t_{1}, t_{2}\right] \subset\left[0, t_{0}\right]_{\mathbb{T}}$ and $x^{\Delta}\left(t_{1}\right)=0$, then one has $x^{\Delta}\left(t_{2}\right) \leqslant 0$ and $x^{\Delta}(0) \geqslant 0$.

On the other hand, by (5) and monotonicity of $p$, for $t \in\left[t_{2}, 1\right]_{\mathbb{T}}$, whether $t \in\left[t_{2}, t_{0},\right]_{\mathbb{T}}$ or $t \in\left[t_{0}, 1\right]_{\mathbb{T}}$, we always have

$$
\left(p(t)-p\left(t_{0}\right)\right) x^{\Delta \Delta}(t) \geqslant 0
$$

Therefore,

$$
\begin{aligned}
0 & =\int_{t_{2}}^{1} p(s) x^{\Delta \Delta}(s) \nabla s \\
& =\int_{t_{2}}^{1} p\left(t_{0}\right) x^{\Delta \Delta}(s) \nabla s+\int_{t_{2}}^{1}\left(p(s)-p\left(t_{0}\right)\right) x^{\Delta \Delta}(s) \nabla s \\
& \geqslant \int_{t_{2}}^{1} p\left(t_{0}\right) x^{\Delta \Delta}(s) \nabla s=p\left(t_{0}\right)\left(x^{\Delta}(1)-x^{\Delta}\left(t_{2}\right)\right)
\end{aligned}
$$

which implies that $x^{\Delta}(1)-x^{\Delta}\left(t_{2}\right) \leqslant 0$. Thus, since $x^{\Delta}(t)$ is concave on $[0,1]_{\mathbb{T}}$,

$$
x^{\Delta}(t) \geqslant 0, \quad t \in\left[0, t_{1}\right]_{\mathbb{T}} ; \quad x^{\Delta}(t) \leqslant 0, \quad t \in\left[t_{1}, 1\right]_{\mathbb{T}}
$$

that is, $x(t)$ attains its maximum at $t_{1}$.
Now let $\|x\|=x\left(t_{1}\right)$ and

$$
y(t)=x(t)-c(t)\|x\|=x(t)-\left(\frac{2 t}{t_{1}}-\frac{t^{2}}{t_{1}^{2}}\right)\|x\|
$$

then

$$
\begin{gathered}
y^{\Delta}(t)=x^{\Delta}(t)-\left(\frac{2}{t_{1}}-\frac{2 t}{t_{1}^{2}}\right)\|x\|, \quad y^{\Delta \Delta}(t)=x^{\Delta \Delta}(t)+\frac{2}{t_{1}^{2}\|x\|}, \\
\left(y^{\Delta \Delta}\right)^{\nabla}(t)=\left(x^{\Delta \Delta}\right)^{\nabla}(t) \geqslant 0
\end{gathered}
$$

Clearly, we have

$$
y(0)=0, \quad y\left(t_{1}\right)=0, \quad y^{\Delta}\left(t_{1}\right)=0
$$

By the mean value theorem, there exists $l_{1} \in\left(0, t_{1}\right)_{\mathbb{T}}$ such that $y^{\Delta}\left(l_{1}\right)=0$. Since $y^{\Delta}(t)$ is concave, we have

$$
\begin{gathered}
y^{\Delta}(t) \geqslant 0, \quad t \in\left[0, l_{1}\right]_{\mathbb{T}} ; \quad y^{\Delta}(t) \leqslant 0, \quad t \in\left[l_{1}, t_{1}\right]_{\mathbb{T}} \\
y^{\Delta}(t) \geqslant 0, \quad t \in\left[t_{1}, 1\right]_{\mathbb{T}} .
\end{gathered}
$$

It follows from $y(0)=y\left(t_{1}\right)=0$ that $y(t) \geqslant 0, t \in[0,1]_{\mathbb{T}}$, i.e.,

$$
x(t) \geqslant c(t)\|x\| \geqslant \min \{t, 1-t\}\|x\| \geqslant 0, \quad t \in[0,1]_{\mathbb{T}} .
$$

In this paper, our working space is the Banach space $E=C[0,1]_{\mathbb{T}}$, which equips the usual maximum normal $\|x(t)\|=\max _{t \in[0,1]_{\mathbb{T}}}|x(t)|$. Now define a cone $K \subset E$ as

$$
K=\left\{x \in E: x\left(t_{1}\right) \geqslant 0, c(t)\|x\| \leqslant x(t) \leqslant x\left(t_{1}\right), t \in[0,1]_{\mathbb{T}}\right\}
$$

where $c(t)$ is given by Lemma 1, and then define an operator $T: K \rightarrow E$ as follows:

$$
(T x)(t)=\int_{0}^{1} G(t, s)\left[f\left(s,\left([x-\omega]^{*}+\gamma\right)(\sigma(s))\right)+q_{+}(s)\right] \nabla s
$$

According to Lemma 3, the solution of equation (1) is equivalent to the fixed point of the operator $T$.

Lemma 5. (See [8].) Let E be a real Banach space, $K$ is a cone of $E$. Assume that $\Omega_{1}, \Omega_{2}$ are bounded open subsets of $E$ with $\theta \in \Omega_{1} \subset \bar{\Omega}_{1} \subset \Omega_{2}$, and $T: K \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right) \rightarrow K$ satisfies one of the following conditions:
(i) $\|T x\| \leqslant\|x\|, x \in K \cap \partial \Omega_{1} ;$ and $\|T x\| \geqslant\|x\|, x \in K \cap \partial \Omega_{2}$, or
(ii) $\|T x\| \geqslant\|x\|, x \in K \cap \partial \Omega_{1}$; and $\|T x\| \leqslant\|x\|, x \in K \cap \partial \Omega_{2}$.

Then $T$ has a fixed point in $K \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right)$.

## 3 Main results

Theorem 1. Suppose that (G1)-(G3) are satisfied, and

$$
\begin{equation*}
\frac{\int_{0}^{1}\left[q_{-}(s)+M(s)\right] \nabla s}{\int_{0}^{1}\left[q_{+}(s)+N(s)\right] \nabla s} \geqslant \max _{x \in[0,2 \rho]} g(x)+1, \tag{6}
\end{equation*}
$$

where $\rho$ is defined by Lemma 2. Then the boundary value problem (1) has at least one positive solution $y(t)$ satisfying $y(t) \geqslant \gamma(t)$ on $[0,1]_{\mathbb{T}}$.

Proof. In view of Lemma 3, it is sufficient to prove that the boundary value problem (3) has a solution $x(t)$ satisfying $x(t) \geqslant \omega(t)$, i.e., we only need to prove that $T$ has a fixed point $x(t) \geqslant \omega(t), t \in[0,1]_{\mathbb{T}}$. To do this, we firstly show that the operator $T$ is well defined and $T(K) \subset K$ is completely continuous.

In fact, for any $x \in K$, there is a positive constant $L$ such that $\|x\| \leqslant L$ and

$$
[x-\omega]^{*}(\sigma(s))+\gamma(\sigma(t)) \leqslant\|x\|+\|\gamma\| \leqslant L+\rho
$$

Thus, for any $t \in[0,1]_{\mathbb{T}}$, let

$$
\bar{N}=\max _{(t, v) \in[0,1]_{\mathbb{T}} \times[0, L+\rho]} f(t, v)
$$

where $\rho$ is defined by Lemma 2. Then it follows from Lemma 2 and (G1)-(G2) that

$$
\begin{aligned}
(T x)(t) & =\int_{0}^{1} G(t, s)\left[f\left(s,\left([x-\omega]^{*}+\gamma\right)(\sigma(s))\right)+q_{+}(s)\right] \nabla s \\
& \leqslant c(t) \int_{0}^{1} d(s)\left[f\left(s,[x-\omega]^{*}(\sigma(s))+\gamma(\sigma(s))\right)+q_{+}(s)\right] \nabla s \\
& \leqslant c(t) \int_{0}^{1} d(s)\left(\bar{N}+q_{+}(s)\right) \nabla s \leqslant \int_{0}^{1} d(s)\left(\bar{N}+q_{+}(s)\right) \nabla s \\
& <+\infty
\end{aligned}
$$

which implies that $T$ is well defined and uniformly bounded on $K$.
Next, we show that the operator $T: K \rightarrow K$. In fact, for any $x \in K, t \in[0,1]_{\mathbb{T}}$, we have

$$
\left((T x)^{\Delta \Delta}\right)^{\nabla}(t)=f\left(s,[x-\omega]^{*}(\sigma(t))+\gamma(\sigma(t))\right)+q_{+}(t) \geqslant 0, \quad t \in[0,1]_{T}
$$

and by simple computation, we also have the corresponding boundary conditions

$$
(T x)(0)=(T x)^{\Delta}\left(t_{1}\right)=\int_{t_{2}}^{1} p(s)(T x)^{\Delta \Delta}(s) \nabla s=0
$$

So the same type of arguments as those used in Lemma 4 shows the operator $T: K \rightarrow K$. Thus, the operator $T: K \rightarrow K$ is well defined, and $T(K) \subset(K)$.

Now we shall prove that $T(K)$ is equicontinuous. For any $\varepsilon>0, m_{1}, m_{2} \in[0,1]_{\mathbb{T}}$, a fixed $s \in[0,1]_{\mathbb{T}}$, there exists $\delta>0$ and $\left|m_{1}-m_{2}\right|<\delta$ such that

$$
\left|G\left(m_{1}, s\right)-G\left(m_{2}, s\right)\right|<\epsilon\left[(N+1)\|d\| \int_{0}^{1}\left(q_{+}(s)+1\right) \nabla s\right]^{-1}
$$

and

$$
\begin{aligned}
& \left|(T x)\left(m_{1}\right)-(T x)\left(m_{2}\right)\right| \\
& \quad \leqslant \int_{0}^{1}\left|G\left(m_{1}, s\right)-G\left(m_{2}, s\right)\right|\left[f\left(s,[x-\omega]^{*}(\sigma(s))+\gamma(\sigma(s))\right)+q_{+}(s)\right] \nabla s \\
& \quad \leqslant\left|G\left(m_{1}, s\right)-G\left(m_{2}, s\right)\right|\left[(N+1)\|d\| \int_{0}^{1}\left[q_{+}(s)+1\right] \nabla s\right]<\epsilon,
\end{aligned}
$$

i.e., $T(K)$ is equicontinuous. According to the Ascoli-Arzela Theorem, $T(K)$ is a relatively compact set, and then $T: K \rightarrow K$ is a completely continuous operator.

Let $\Omega_{1}=\{x \in E:\|x\|<\rho\}$ and $\partial \Omega_{1}=\{x \in E:\|x\|=\rho\}$. We shall show that $\|T x\| \leqslant\|x\|$ for any $x \in K \cap \partial \Omega_{1}$. In fact, for any $x \in K \cap \partial \Omega_{1}$, it follows from Remarks 1 and 2 that

$$
[x-\omega]^{*}(\sigma(s))+\gamma(\sigma(s)) \leqslant x(\sigma(s))+\gamma(\sigma(s)) \leqslant\|x\|+\rho=2 \rho,
$$

thus we have

$$
\begin{aligned}
(T x)(t) & =\int_{0}^{1} G(t, s)\left[f\left(s,\left([x-\omega]^{*}+\gamma\right)(\sigma(s))\right)+q_{+}(s)\right] \nabla s \\
& \leqslant \int_{0}^{1} d(s)\left[f\left(s,[x-\omega]^{*}(\sigma(s))+\gamma(\sigma(s))\right)+q_{+}(s)\right] \nabla s \\
& \leqslant \int_{0}^{1} d(s)\left[N(s) g\left([x-\omega]^{*}(\sigma(s))+\gamma(\sigma(s))\right)+q_{+}(s)\right] \nabla s \\
& \leqslant\|d\|\left(\max _{x \in[0,2 \rho]} g(x)+1\right) \int_{0}^{1}\left[N(s)+q_{+}(s)\right] \nabla s \\
& \leqslant\|d\| \int_{0}^{1}\left[M(s)+q_{-}(s)\right] \nabla s=\rho=\|x\| .
\end{aligned}
$$

Therefore, we have $\|T x\| \leqslant\|x\|$ for any $x \in K \cap \partial \Omega_{1}$.
On the other hand, take $0<\alpha<\beta<t_{1}$ and choose

$$
\begin{equation*}
\lambda=\left\{\frac{2 \alpha t_{1}-\alpha^{2}}{2 t_{1}^{2}} \sup _{t \in[0,1]_{\mathbb{T}}} \int_{\alpha}^{\beta} G(t, s) \nabla s\right\}^{-1} . \tag{7}
\end{equation*}
$$

By (G3), there exists $R_{1}>\rho$ such that for any $x>R_{1}$ and $t \in[\alpha, \beta]_{\mathbb{T}}$,

$$
\begin{equation*}
f(t, x)>\lambda x . \tag{8}
\end{equation*}
$$

Let

$$
R>\frac{2 R_{1} t_{1}^{2}}{2 \alpha t_{1}-\alpha^{2}}+\rho
$$

it follows from $0<\alpha<t_{1}$ that

$$
R>\frac{2 R_{1} t_{1}^{2}}{2 \alpha t_{1}-\alpha^{2}}+\rho>\frac{2 R_{1} t_{1}^{2}}{2 \alpha t_{1}-\alpha^{2}}>2 R_{1}>2 \rho
$$

Thus, let $\Omega_{2}=\{x \in E:\|x\|<R\}$ and $\partial \Omega_{2}=\{x \in E:\|x\|=R\}$. We shall show that $\|T x\| \geqslant\|x\|$ for $x \in K \cap \partial \Omega_{2}$.

Firstly, for any $x \in K \cap \partial \Omega_{2}$ and $t \in[\alpha, \beta]_{\mathbb{T}}$, we have

$$
\begin{align*}
x(t)-\omega(t)+\gamma(t) & \geqslant x(t)-\omega(t) \geqslant x(t)-\rho c(t) \\
& \geqslant x(t)-\frac{\rho x(t)}{\|x\|}=\left(1-\frac{\rho}{R}\right) x(t) \geqslant \frac{1}{2} x(t) \\
& \geqslant \frac{1}{2} R c(t) \geqslant \frac{1}{2} R \cdot \frac{2 \alpha t_{1}-\alpha^{2}}{t_{1}^{2}} \geqslant R_{1}>0 . \tag{9}
\end{align*}
$$

It follows from (7)-(9) that

$$
\begin{aligned}
\|T x\| & =\max _{t \in[0,1]_{\mathbb{T}}}|(T x)(t)| \\
& =\max _{t \in[0,1]_{\mathbb{T}}} \int_{0}^{1} G(t, s)\left[f\left(s,\left([x-\omega]^{*}+\gamma\right)(\sigma(s))\right)+q_{+}(s)\right] \nabla s \\
& \geqslant \max _{t \in[0,1]_{\mathbb{T}}} \int_{\alpha}^{\beta} G(t, s) f\left(s,\left([x-\omega]^{*}+\gamma\right)(\sigma(s))\right) \nabla s \\
& \geqslant \max _{t \in[0,1]_{\mathbb{T}}} \int_{\alpha}^{\beta} G(t, s) \lambda(x(\sigma(s))-\omega(\sigma(s))+\gamma(\sigma(s))) \nabla s \\
& \geqslant \max _{t \in[0,1]_{\mathbb{T}}} \int_{\alpha}^{\beta} G(t, s) \frac{\lambda R}{2} \cdot \frac{2 \alpha t_{1}-\alpha^{2}}{t_{1}^{2}} \nabla s \\
& \geqslant \frac{\lambda R}{2} \cdot \frac{2 \alpha t_{1}-\alpha^{2}}{t_{1}^{2}} \max _{t \in[0,1]_{\mathbb{T}}} \int_{\alpha}^{\beta} G(t, s) \nabla s \geqslant R=\|x\|
\end{aligned}
$$

i.e., $\|T x\| \geqslant\|x\|, x \in K \cap \partial \Omega_{2}$. By Lemma 5, $T$ has a fixed point $x \in K \cap\left(\overline{\Omega_{2}} \backslash \Omega_{1}\right)$ satisfying $\rho \leqslant\|x\| \leqslant R$. In addition, notice that

$$
x(t) \geqslant c(t)\|x\| \geqslant \rho c(t) \geqslant \omega(t)
$$

i.e., $x(t) \geqslant \omega(t)$. Let $y(t)=x(t)-\omega(t)+\gamma(t)$, then from Lemma 3 the BVP (1) has at least a positive solution $y(t)$ satisfying $y(t) \geqslant \gamma(t)$ on $[0,1]_{\mathbb{T}}$.

Theorem 2. Suppose that (G1)-(G2) and (G4) are satisfied and
(G5) There exist constants $0<\alpha<\beta<t_{1}<1$ such that for any $(t, x) \in[\alpha, \beta]_{\mathbb{T}} \times$ $[\kappa \rho, 3 \rho], f(t, x) \leqslant 2 \rho / \theta$, where $\kappa=\left(2 \alpha t_{1}-\alpha^{2}\right) / t_{1}^{2}, \theta=\int_{\alpha}^{\beta} G(\alpha, s) \nabla s$.
Then the boundary value problem (1) has at least one positive solution $y(t)$ satisfying $y(t) \geqslant \gamma(t)$ on $[0,1]_{\mathbb{T}}$.
Proof. It follows from Theorem 1 that $T(K) \subset K$ is completely continuous.
Now let $\Omega_{3}=\{x \in K:\|x\|<2 \rho\}$ and $\partial \Omega_{3}=\{x \in K:\|x\|=2 \rho\}$. Then for any $x \in \partial \Omega_{3}, t \in[0,1]_{\mathbb{T}}$, we have

$$
\begin{align*}
x(t)-\omega(t)+\gamma(t) & \geqslant x(t)-\omega(t) \geqslant x(t)-\rho c(t) \geqslant x(t)-\frac{\rho x(t)}{\|x\|}=\frac{1}{2} x(t) \\
& \geqslant \rho c(t) \geqslant 0 \tag{10}
\end{align*}
$$

So from (10) for any $x \in \partial \Omega_{3}, t \in[\alpha, \beta]_{\mathbb{T}}$, one gets

$$
\begin{equation*}
\kappa \rho=\frac{2 \alpha t_{1}-\alpha^{2}}{t_{1}^{2}} \rho \leqslant x(t)-\omega(t)+\gamma(t) \leqslant 3 \rho . \tag{11}
\end{equation*}
$$

Consequently, for any $x \in K \cap \partial \Omega_{3}$, it follows from (11) and (G5) that

$$
\begin{aligned}
\|T x\| & \geqslant \int_{0}^{1} G(\alpha, s)\left[f\left(s,\left([x-\omega]^{*}+\gamma\right)(\sigma(s))\right)+q_{+}(s)\right] \nabla s \\
& \geqslant \int_{\alpha}^{\beta} G(\alpha, s) f\left(s,\left([x-\omega]^{*}+\gamma\right)(\sigma(s))\right) \nabla s \geqslant \int_{\alpha}^{\beta} G(\alpha, s) \frac{2 \rho}{\theta} \nabla s \\
& =2 \rho=\|x\|,
\end{aligned}
$$

i.e., $\|T x\| \geqslant\|x\|, x \in K \cap \partial \Omega_{3}$.

Next, choose $\varepsilon>0$ such that $\epsilon\|d\| \int_{0}^{1} N(s) \nabla s<1$. Then for the above $\varepsilon$, by (G4), there exists $\widetilde{N}>2 \rho>0$ such that $g(x) \leqslant \varepsilon x$ if $x>\widetilde{N}$.

Take

$$
\begin{aligned}
R_{4}= & \frac{\|d\|\left(\max _{x \in[0, \widetilde{N}]} g(x)+1\right) \int_{0}^{1}\left[N(s)+q_{+}(s)\right] \nabla s+\|d\|(\epsilon \rho+1) \int_{0}^{1}\left[N(s)+q_{+}(s)\right] \nabla s}{1-\epsilon\|d\| \int_{0}^{1} N(s) \nabla s} \\
& +\widetilde{N},
\end{aligned}
$$

then $R_{4}>\tilde{N}>2 \rho$.
Now let $\Omega_{4}=\left\{x \in K:\|x\|<R_{4}\right\}$ and $\partial \Omega_{4}=\left\{x \in K:\|x\|=R_{4}\right\}$. Then for any $x \in K \cap \partial \Omega_{4}$, we have

$$
\begin{aligned}
\|T x\| & =\max _{t \in[0,1]_{\mathbb{T}}}|(T x)(t)| \\
& =\max _{t \in[0,1]_{\mathbb{T}}} \int_{0}^{1} G(t, s)\left[f\left(s,\left([x-\omega]^{*}+\gamma\right)(\sigma(s))\right)+q_{+}(s)\right] \nabla s
\end{aligned}
$$

$$
\begin{aligned}
\leqslant & \int_{0}^{1} d(s)\left[N(s) g\left([x-\omega]^{*}(\sigma(s))+\gamma(\sigma(s))\right)+q_{+}(s)\right] \nabla s \\
\leqslant & \|d\|\left(\max _{x \in[0, \widetilde{N}]} g(x)+1\right) \int_{0}^{1}\left[N(s)+q_{+}(s)\right] \nabla s \\
& +\|d\| \int_{0}^{1}\left[N(s) \epsilon(\|x\|+\rho)+q_{+}(s)\right] \nabla s \\
\leqslant & \|d\|\left(\max _{x \in[0, \widetilde{N}]} g(x)+1\right) \int_{0}^{1}\left[N(s)+q_{+}(s)\right] \nabla s \\
& +\|d\|(\epsilon \rho+1) \int_{0}^{1}\left[N(s)+q_{+}(s)\right] \nabla s+\epsilon\|d\| \int_{0}^{1} N(s) \nabla s R_{4} \\
\leqslant & R_{4}=\|x\|,
\end{aligned}
$$

which implies that

$$
\|T x\| \leqslant\|x\|, \quad x \in K \cap \partial \Omega_{4}
$$

By Lemma 5, $T$ has a fixed point $x \in K \cap\left(\overline{\Omega_{4}} \backslash \Omega_{3}\right)$ satisfying $2 \rho \leqslant\|x\| \leqslant R_{4}$.
It follows from (10) that

$$
x(t)-\omega(t)+\gamma(t) \geqslant \rho c(t)+\gamma(t) \geqslant \gamma(t) .
$$

Let $y(t)=x(t)-\omega(t)+\gamma(t)$, then from Lemma 3 the BVP (1) has at least a positive solution $y(t)$ satisfying $y(t) \geqslant \gamma(t)$ on $[0,1]_{\mathbb{T}}$.

## 4 Numerical examples

In this section, we present two examples to illustrate our main results.
Example 1. Let $\mathbb{T}=\left\{1 / 2^{n}\right\}_{n=0}^{\infty} \cup\{0,1\}$. Consider the following third-order boundary value problem on time scales:

$$
\begin{align*}
& -\left(x^{\Delta \Delta}\right)^{\nabla}(t)+\left(\frac{1}{2000} x^{2}(\sigma(t))+1\right)\left(\mathrm{e}^{x(\sigma(t)) / 100}+1\right)(t+1) \\
& \quad-\frac{2}{\sqrt{t}}=0, \quad t \in[0,1]_{\mathbb{T}}  \tag{12}\\
& x(0)=x^{\Delta}\left(\frac{2}{3}\right)=\int_{3 / 4}^{1} s x^{\Delta \Delta}(s) \nabla s=0 .
\end{align*}
$$

We have $t_{1}=2 / 3, t_{2}=3 / 4, p(t)=t, q(t)=-2 / \sqrt{t}$ and

$$
f(t, x)=\left(\frac{1}{2000} x^{2}+1\right)\left(\mathrm{e}^{x / 100}+1\right)(t+1)
$$

Obviously, (G1) holds.
In addition, according to Lemmas 1 and 2, we have $\|d\|=10 / 9$ and

$$
\begin{aligned}
\rho= & \|d\| \int_{0}^{1}\left[q_{-}(s)+M(s)\right] \nabla s=\frac{10}{9} \int_{0}^{1}\left[\frac{2}{\sqrt{s}}+2(s+1)\right] \nabla s \\
= & \frac{10}{9}\left[\int_{0}^{1} \frac{2}{\sqrt{s}} \nabla s+2 \int_{0}^{1}(s+1) \nabla s\right]=\frac{20}{9} \int_{0}^{1} \frac{1}{\sqrt{s}} \nabla s+\frac{20}{9} \int_{0}^{1} s \nabla s+\frac{20}{9} \int_{0}^{1} \nabla s \\
= & \frac{20}{9}\left[1 \cdot \frac{1}{2}+\frac{1}{\sqrt{\frac{1}{2}}} \cdot \frac{1}{4}+\frac{1}{\sqrt{\frac{1}{4}}} \cdot \frac{1}{8}+\cdots\right] \\
& +\frac{20}{9}\left[1 \cdot \frac{1}{2}+\frac{1}{2} \cdot\left(\frac{1}{2}-\frac{1}{4}\right)+\frac{1}{4} \cdot\left(\frac{1}{4}-\frac{1}{8}\right)+\cdots\right]+\frac{20}{9} \\
= & \frac{20}{9}\left(\frac{1}{2-\sqrt{2}}+\frac{2}{3}+1\right) \approx \frac{200}{27} .
\end{aligned}
$$

Let $q_{+}(t)=0, q_{-}(t)=2 / \sqrt{t}, M(t)=2(t+1), N(t)=t+1, g(x)=\left(x^{2} / 1500+1\right) \times$ $\left(\mathrm{e}^{x / 100}+1\right)$, then we have

$$
M(t)=2(t+1) \leqslant f(t, x) \leqslant\left(\frac{1}{1500} x^{2}+1\right)\left(\mathrm{e}^{x / 100}+1\right)(t+1)=N(t) g(x)
$$

Thus, (G2) is satisfied.
Next, for any $t \in[0,1]_{\mathbb{T}}$,

$$
\begin{equation*}
\lim _{x \rightarrow+\infty} \frac{f(t, x)}{x}=\lim _{x \rightarrow+\infty} \frac{\left(\frac{1}{2000} x^{2}+1\right)\left(\mathrm{e}^{x / 100}+1\right)(t+1)}{x}=+\infty \tag{13}
\end{equation*}
$$

i.e., (13) holds uniformly on any compact subinterval of $(0,1)_{\mathbb{T}}$, and then (G3) is also satisfied.

In the following, we verify condition (6). Firstly,

$$
\begin{aligned}
\int_{0}^{1}\left[q_{+}(s)+N(s)\right] \nabla s & =\int_{0}^{1}(s+1) \nabla s=\int_{0}^{1} s \nabla s+\int_{0}^{1} \nabla s \\
& =\left[1 \cdot \frac{1}{2}+\frac{1}{2} \cdot\left(\frac{1}{2}-\frac{1}{4}\right)+\frac{1}{4} \cdot\left(\frac{1}{4}-\frac{1}{8}\right)+\cdots\right]+1 \\
& =\frac{2}{3}+1=\frac{5}{3}
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{0}^{1}\left[q_{-}(s)+M(s)\right] \nabla s= & \int_{0}^{1} \frac{2}{\sqrt{t}}+2(s+1) \nabla s=2 \int_{0}^{1} \frac{1}{\sqrt{t}} \nabla s+2 \int_{0}^{1}(s+1) \nabla s \\
= & 2\left[1 \cdot \frac{1}{2}+\frac{1}{\sqrt{\frac{1}{2}}} \cdot \frac{1}{4}+\frac{1}{\sqrt{\frac{1}{4}}} \cdot \frac{1}{8}+\cdots\right] \\
& +2\left[1 \cdot \frac{1}{2}+\frac{1}{2} \cdot\left(\frac{1}{2}-\frac{1}{4}\right)+\frac{1}{4} \cdot\left(\frac{1}{4}-\frac{1}{8}\right)+\cdots\right]+2 \\
= & \frac{2}{2-\sqrt{2}}+\frac{4}{3}+2 \approx \frac{20}{3}
\end{aligned}
$$

Moreover, for any $x \in[0,2 \rho]=[0,(20 / 9)(2 /(2-\sqrt{2})+10 / 3)]$, we have

$$
\begin{aligned}
& \max _{x \in[0,(20 / 9)(2 /(2-\sqrt{2})+10 / 3)]} g(x)+1 \\
& =\max _{x \in[0,(20 / 9)(2 /(2-\sqrt{2})+10 / 3)]}\left(\frac{1}{1500} x^{2}+1\right)\left(\mathrm{e}^{x / 100}+1\right)+1 \approx 3.484 .
\end{aligned}
$$

Thus, one has

$$
\frac{\int_{0}^{1}\left[q_{-}(s)+M(s)\right] \nabla s}{\int_{0}^{1}\left[q_{+}(s)+N(s)\right] \nabla s} \approx 4 \geqslant 3.484
$$

which implies that condition (6) holds.
It follows from Theorem 1 that the boundary value problem (12) has at least one positive solution $y(t)$ satisfying $y(t)>\gamma(t)=\int_{0}^{1} G(t, s)(s+1) \nabla s, t \in[0,1]_{\mathbb{T}}$.
Example 2. Let $\mathbb{T}=\left\{1 / 2^{n}\right\}_{n=0}^{\infty} \cup\{0,1\}$. Consider the following third-order boundary value problem on time scales:

$$
\begin{aligned}
& -\left(x^{\Delta \Delta}\right)^{\nabla}(t)+\frac{5 x(\sigma(t))(t+1)}{2(x(\sigma(t))+1)}-\frac{2}{\sqrt{t}}=0, \quad t \in[0,1]_{\mathbb{T}}, \\
& x(0)=x^{\Delta}\left(\frac{2}{3}\right)=\int_{3 / 4}^{1} s x^{\Delta \Delta}(s) \nabla s=0
\end{aligned}
$$

Taking $t_{1}=2 / 3, t_{2}=3 / 4, f(t, x)=5 x(t+1) /(2(x+1)), q(t)=-2 / \sqrt{t}, p(t)=t$, $M(t)=2(t+1), N(t)=t+1, g(x)=4 x /(x+1)$, and letting $q_{+}(t)=0, q_{-}(t)=2 / \sqrt{t}$, it is obvious that (G1) and (G2) hold.

Moreover,

$$
\lim _{x \rightarrow+\infty} \frac{g(x)}{x}=\lim _{x \rightarrow+\infty} \frac{4 x}{x(x+1)}=0
$$

which implies that (G4) is also satisfied.

Now take $\alpha=1 / 4, \beta=1 / 2$. We have $\|d\|=10 / 9$,

$$
\begin{aligned}
\rho= & \|d\| \int_{0}^{1}\left[q_{-}(s)+M(s)\right] \nabla s=\frac{10}{9} \int_{0}^{1} \frac{2}{\sqrt{t}}+2(s+1) \nabla s \approx \frac{200}{27} \\
\theta= & \int_{\alpha}^{\beta} G(\alpha, s) \nabla s=\int_{1 / 4}^{1 / 2} G\left(\frac{1}{4}, s\right) \nabla s=\int_{1 / 4}^{1 / 2}\left(\frac{1}{4} s-\frac{1}{32}\right) \nabla s \\
= & \frac{1}{4} \int_{0}^{1 / 2} s \nabla s-\frac{1}{4} \int_{0}^{1 / 4} s \nabla s-\frac{1}{32 \cdot 4} \\
= & \frac{1}{4}\left[\frac{1}{2} \cdot\left(\frac{1}{2}-\frac{1}{4}\right)+\frac{1}{4} \cdot\left(\frac{1}{4}-\frac{1}{8}\right)+\frac{1}{8} \cdot\left(\frac{1}{8}-\frac{1}{16}\right)+\cdots\right] \\
& -\frac{1}{4}\left[\frac{1}{4} \cdot\left(\frac{1}{4}-\frac{1}{8}\right)+\frac{1}{8} \cdot\left(\frac{1}{8}-\frac{1}{16}\right)+\frac{1}{16} \cdot\left(\frac{1}{16}-\frac{1}{32}\right)+\cdots\right]-\frac{1}{32 \cdot 4} \\
\approx & \frac{1}{4} \cdot \frac{1}{6}-\frac{1}{4} \cdot \frac{1}{24}-\frac{1}{32 \cdot 4} \approx \frac{3}{128},
\end{aligned}
$$

and

$$
\kappa=\frac{2 \alpha t_{1}-\alpha^{2}}{t_{1}^{2}}=\frac{117}{192} .
$$

For any $(t, x) \in[1 / 4,1 / 2]_{\mathbb{T}} \times[2925 / 648,200 / 9]$,

$$
f(t, x) \leqslant \max _{(t, x) \in[1 / 4,1 / 2]_{\mathbb{T}} \times[2925 / 648,200 / 9]} f(t, x) \approx 3.589<\frac{2 \rho}{\theta} \approx 632.1
$$

which implies that (G5) is satisfied.
Thus, Theorem 2 guarantees that the boundary value problem (13) has at least one positive solution $y(t)$ such that $y(t)>\gamma(t)=\int_{0}^{1} G(t, s)(s+1) \nabla s, t \in[0,1]_{\mathbb{T}}$.
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