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In the last decade, there has been a renaissance of fission research resulting in

new high-precision experiments and advanced fission modeling. For instance,

the Chi-Nu and CEA teams supplied, for the first time, the 239Pu prompt fission

neutron spectrum (PFNS) for broad ranges of incident and outgoing neutron

energies. The CEA team also measured 239Pu average prompt neutron

multiplicities, �]p, with lower statistical uncertainties and a technique

significantly different than the one used in the past. The NIFFTE

collaboration provided 239Pu(n,f)/235U(n,f) cross section shape ratios with

uncertainties below 1% utilizing a novel detector type. Advanced fission

event generators were developed, among them CGMF, FIFRELIN, FREYA,

and GEF, which calculate post-scission fission observables in a correlated

manner. These new experimental data and more consistent fission models

change the evaluated PFNS, �]p, and (n,f) cross sections, some only modestly,

compared to ENDF/B-VIII.0. In turn, the individual new nuclear data distinctly

change simulated effective neutron multiplication factors of fast critical

assemblies, but their combined impact is small, while affecting the

prediction of LLNL pulsed sphere neutron leakage spectra and reaction rates

only within experimental uncertainties. Also, the parameters obtained from

fitting to �]p reproduce various post-scission fission observables within the

uncertainties of experimental data. This indicates that new differential

experiments and consistent fission modeling reduce compensating errors

present in ENDF/B-VIII.0.
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1 Introduction

The process of prompt emission after fission has been

investigated experimentally and theoretically since the 1940s

[1], but open questions remain. For instance, the average

number of prompt fission neutrons emitted, �]p, has been

measured repeatedly with uncertainties as low as 0.75% for
239Pu [2–5], but experimenters almost always employed the

liquid scintillator technique [6–9]. The 239Pu(n,f) cross

sections were primarily measured with fission chambers with

uncertainties ranging typically from 1.2% to 1.5% [10–12]. Until

now, no precise and reliable data existed for incident neutron

energies above 2 MeV for 239Pu energy spectra of prompt fission

neutrons, PFNS [13]. Typical PFNS measurements reach

uncertainties of 3%–5% near the peak but systematic effects

such as multiple scattering of neutrons and background led to

questioning all but two 239Pu data sets [14]. Until the early 2000s,

fission models [15–18] predicted �]p, PFNS, and (n,f) cross

section independently from each other and post-scission

fission observables such as pre-neutron emission fragment

yields as a function of mass, spectra, and multiplicities of

prompt fission γ rays, although they stem from the same

physics process.

An accurate description of fission is key to performing

reliable simulations of applications in reactor physics and

nuclear criticality safety, for instance. Simulations are

performed with neutron transport codes. These rely on

nuclear data to compute the probability of particle

interactions with matter. Nuclear data incorporate

information from differential experiments and theory.

Combinations of nuclear data of several observables are

jointly validated with respect to integral experiments [19].

These experiments represent an application of interest. For

instance, the effective neutron multiplication factor, keff, of

ICSBEP critical assemblies [20], describes the number of

neutrons lost versus produced in a critical assembly from one

generation to the next in a chain reaction. Its simulation relies on

nuclear data such as scattering and the fission source term

[PFNS, �]p, and (n,f) cross sections]. Discrepancies between

simulated and experimental keff values cannot uniquely

identify an issue in a specific nuclear data value, but

differential experimental data can. However, the uncertainties

mentioned above in the latter result in nuclear data uncertainties

that in turn cause large simulated keff uncertainties, namely

1,025 pcm for the Jezebel critical assembly (Table VIII of

[21]); this is about 5–10 larger than the experimental

uncertainties published for various versions of Jezebel in Ref.

[20]. This unconstrained physics space spanned between

differential and integral information allows for several

different combinations of PFNS, �]p, and (n,f) cross sections

that agree with available experimental data. Therefore,

compensating errors between nuclear data of different

observables occur. Such compensating errors adversely impact

the predictive power of application simulations if an application

goes beyond the physics described by validation experiments.

Here, we implement new high-precision measurements and

consistent fission modeling, which are described in Section 2,

into evaluations of PFNS, �]p, and (n,f) cross sections. This new

information addresses the questions mentioned above on fission

and thus better constrains nuclear data. The measurements

decisively inform the evaluations either by covering for the

first time for broad incident and outoing neutron energy

ranges the 239Pu PFNS with high precision [22–24], or by

utilizing novel methods or detectors to obtain high-precision

(n,f) cross sections and �]p [25–27]. We also use the post-scission

fission event generator CGMF [28]. It enables, like others of its

kind [29–31], constraining nuclear data by consistently

predicting several fission quantities (distributions in mass,

charge and total kinetic energy, PFNS, �]p, etc.), and, thus,

eliminating unphysical combinations between them. The

evaluated results in Section 3 for �]p, PFNS and (n,f) cross

section above 14 MeV differ noticeably from ENDF/

B-VIII.0 but are within ENDF/B-VIII.0 and new evaluated

uncertainties. The evaluated PFNS and model parameters

fitted to �]p predict other fission observables within associated

experimental data (Section 3) providing consistency checks of

nuclear data that were not feasible before. The effect of this new
239Pu fission source term on keff, LLNL pulsed spheres neutron

leakage spectra [32], and reaction rates in critical assemblies, was

assessed, and found to be small on all three integral responses,

even though the changes in keff due to swapping out one nuclear

data observable at a time are large. This good agreement with

differential and integral data indicates a possible reduction of

compensating errors fueled by new high-precision experiments

and advanced fission modeling.

2 Evaluation input and methodology

2.1 New high-precision prompt fission
neutron spectrum measurements

The Chi-Nu experiment was built over the last ~15 years to

produce high-precision PFNS for major actinides, with a well-

documented experimental setup and detailed covariance analysis.

Incident neutrons for these experiments are produced via proton

spallation reactions on a tungsten target at theWeapons Neutron

Research (WNR) facility at the Los Alamos Neutron Science

Center (LANSCE). The resulting incident neutron spectrum

available for Chi-Nu is Einc = ≈0.7–700 MeV, with neutrons

up to 20 MeV utilized for this measurement. The flight path

located 15° to the left of the incident proton beam direction was

used for Chi-Nu measurements; it has a “get-lost basement” (2 m

of empty space beneath an Al floor) to significantly reduce

environmental neutron scattering. Neutron-induced fission

events are measured using a parallel-plate avalanche counter
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(PPAC) target [33]. Neutrons are detected with two detector

arrays in two separate experiments: a twenty-two detector Li-

glass array to measure PFNS neutrons from ~0.01–1.5 MeV and

the other a fifty-four detector liquid scintillator array for

neutrons from ~0.8–10.0 MeV. Data from both neutron

detection arrays are combined to form a single PFNS shape

result for outgoing neutron energies Eout = 0.01–10.0 MeV, at

twenty contiguous Einc ranges from 1.0 to 20.0 MeV. Covariances

for each PFNS are calculated including statistical and all

systematic uncertainties from, e.g., input nuclear data for

MCNP simulations, fission detection efficiency, and more [22]

for PFNS across all Eout and Einc. Results from various target

isotopes (e.g., 239Pu [22, 34], 235U [35], 238U, etc.) are correlated as

well, allowing for accurate results for PFNS ratios to be calculated

[36], of which there were only two measurements of the 239Pu/
235U PFNS ratio at or near 1.5 MeV incident neutron energy prior

to Chi-Nu results.

Also at WNR, another experimental campaign to measure

the PFNS has taken place over recent years led by the French

Atomic and Alternative Energy Commission (CEA)/DAM [23].

The differences and similarities between the Chi-Nu and CEA

PFNS experimental approaches and 239Pu PFNS results are

reviewed in detail in Ref. [24]. Briefly, both measurements

share the same fifty-four liquid scintillator array, experimental

flight path, and incident neutron flux shape. While Chi-Nu uses

the Li-glass array for measurements of lower PFNS energies, CEA

measurements utilize only the liquid scintillator array with a

lower PFNS energy limit (200 keV) from this array compared

with Chi-Nu. The other most notable difference between these

experiments is the use of a CEA-made fission chamber [37] as

opposed to a PPAC. The third most notable difference is that,

while Kelly et al. simulated the neutron detector efficiency, the

CEA team measured it with respect to a 252Cf source. Despite

these differences, results from these two experiments for 239Pu are

in overall agreement across the overlapping Einc of 1.0–20.0 MeV

within uncertainties for nearly all data points. Lastly, while there

appear to be some systematic shape differences between these

two data sets, comparisons of results from each experiment

shown as ratios to data at the lowest Einc (thereby canceling

or reducing many systematic effects in the analysis) show near

perfect agreement between the two results for all Einc and Eout.

Previously, high-precision experimental 239Pu PFNS existed for

Einc ≤ 2 MeV, whereas CEA and Chi-Nu measurements have

now decisively mapped out the 239Pu PFNS across broad Einc and

Eout ranges.

2.2 New high-precision �]p measurement
with the double time-of-flight technique

An accurate and precise measurement of 239Pu(n,f) �]p is

a challenge; it requires 1) exact identification of fission

events despite an intense α-decay background, and 2) a

high-efficiency neutron detector with excellent neutron-γ

discrimination. The majority of 239Pu �]p measurements in

the MeV range were carried out more than 30 years ago; all

employed the liquid-scintillator technique, where neutrons

are detected with a close-to-4π scintillator in coincidence

with fission events, e.g., [2–8, 38, 39]. Contrary to these

measurements, Marini et al. [27] collected for the first time

high-precision 239Pu �]p with the double time-of-flight

technique that integrates neutrons over the PFNS; this

setup couples a high-efficiency fast-timing fission

chamber [37] to a segmented liquid scintillator array

[40].1 This measurement was performed at the WNR

facility of LANSCE at LANL for 1–700 MeV incident

neutron energies, thus extending the energy range of

available experimental data from 30 to 700 MeV. The

resulting experimental data agree within 0.3% with a

trend predicted by a statistical analysis of all previous

experimental data listed in Table 1 up to 7 MeV, thus

validating the bulk of previous data obtained with an

independent technique. Above 7 MeV, structures arise

related to the opening of second and higher-chance

fission. Such structures were clearly visible for the first

time in Marini et al. data. In addition to that, the Marini

measurement benefits from a better understanding of the

fission process compared to 30 years ago that allowed, for

instance, for better-informed corrections for the angular

distributions of fission fragments. Hence, these new data

provide valuable validation of past data below 7 MeV, and

improved experimental input for evaluations.

2.3 New high-precision (n,f) cross section
measurement with a time projection
chamber

New measurements of the shape of the 239Pu(n,f)/235U(n,f)

cross section ratio were performed by the NIFFTE TPC (Neutron

Induced Fission Fragment Tracking Experiment Time Projection

Chamber) collaboration to address concerns regarding the

spread in the previous data relative to the Neutron Data

Standard evaluation uncertainty [25]. The bulk of past

measurements were undertaken using fission chambers which

could be subject to several potential sources of systematic

uncertainty [10, 11, 45]. The similar design of previous

measurements also means they are often highly correlated

with one another. The NIFFTE TPC tackled that by using a

new type of detector, the fission Time Projection Chamber

1 The liquid scintillator array was used to measure PFNS above 200 keV,
while an extrapolation was used to approximate the PFNS below
(which constitutes 0.3% of the PFNS for Einc = 1–3 MeV and,
therefore, keeps the uncertainty due to the extrapolation low).
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(fissionTPC) [46] that allows for full 3D reconstruction of

charged-particle tracks ranging from protons to fission

fragments. This type of measurement is in contrast to fission

chambers which usually only provide a pulse height or energy

and, depending on the configuration, some angular information

on the fission fragments. With 3D track reconstruction, the

fissionTPC benefits from a direct measurement of several

quantities needed to adequately correct cross section ratios,

including beam and target uniformity and detector efficiency,

eliminating the need to make certain assumptions or auxiliary

measurements. A detailed and carefully documented analysis was

conducted to understand all the relevant uncertainty sources and

validate the analysis results [25]. In short, the fissionTPC

produced a precision shape measurement that is largely

uncorrelated with previous measurements and has some

different systematic uncertainties. The shape of previous

measurements and the ENDF/B-VIII.0 evaluation was

generally verified, however, valuablel information was

provided above 14 MeV, where several data sets are discrepant

[10, 47–50].

2.4 Correlated fission modeling

CGMF is aHauser-Feshbach fission fragment decay code [28] that

calculates prompt fission observables and their correlations through

the event-by-event de-excitation of fission fragments. As input for this

de-excitation, information about the compound nucleus is needed,

e.g., multi-chance fission probabilities and pre-fission neutron

energies. The initial distributions of the primary fission fragments,

prior to neutron emission, have to be sampled in mass, charge, total

kinetic energy, spin, and parity—Y(A, Z, TKE, J, π).

The mass distribution is written as a sum of three Gaussians,

Y A|Einc( ) � G0 A|Einc( ) + G1 A|Einc( ) + G2 A|Einc( ) (1)
defined as

TABLE 1 Experimental 239Pu �]p included in the evaluation are listed with their EXFORNo., first author, year of publication, main reference and Einc. The
last column tabulates uncertainty sources that were added to those found in the literature. The variable names define the following uncertainty
sources: δcDG for delayed γ rays, δχ and δa for PFNS and angular distribution of fission neutrons corrections, δds/m for sample displacement, δω and δb
for correcting impurities and random background, δτ for deadtime, δd for sample thickness, and δcff for false fission corrections.

EXFOR no. Reference Monitor Einc (MeV) Added Unc.

20052.002 [6] 252Cf(sf) �]p 4.22–14.8 δcDG, δχ, δa

δds/m

12337.004 [41] 235U �]p 0.08 δcDG, δω, δτ

δa, δd, δds/m

20490.003 [2] 252Cf(sf) �]p 1.36–14.79 δcDG, δb, δcff

[42] δω, δτ, δχ, δa, δd

13101.004 [7] 252Cf(sf) �]p 5 × 10−4–10 δχ, δa, δds/m

12326.005/6 [8] 252Cf(sf) �]p 2.53 × 10−8–14.5 δcDG, δcff, δω

δa, δd, δds/m

40523.002 [39] 252Cf(sf) �]t 1.06–1.81 δcDG, δcff, δω

δχ, δa, δd, δds/m

— [23] 252Cf(sf) �]p 0.97322–19.8958 δcDG, δcff, δω

δa, δd, δds/m

21135.007/8 [43] 252Cf(sf) �]t 2.53 × 10−8–4.02 δcDG, δω, δτ

20453.003 [43] 252Cf(sf) �]p 0.0775–1.15 δcDG, δω, δτ

20453.002 δa, δd, δds/m

40429.004 [3] 252Cf(sf) �]p 0–4.89 δcDG, δω, δds/m

40058.003 [38] 252Cf(sf) �]p 0.89–4.7 δcDG, δcff, δω

δτ, δa, δd, δds/m

20568.004 [4] 252Cf(sf) �]p 0.21–1.375 δcDG, δb, δcff

δω, δτ, δχ, δa, δd

40148.003 [44] 252Cf(sf) �]p 2.53 × 10−8–1.6 δcff, δω, δτ

δχ, δa, δd, δds/m

40148.005 [44] 239Pu �]Mp 0.08–0.7 δcff, δω, δτ

δχ, δa, δd, δds/m

30006.004 [5] 252Cf(sf) �]p 0.2–1.9 δd
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G1,2 A|Einc( ) � W1,2�����
2πσ2

1,2

√ exp − A − μ1,2( )2
2σ2

1,2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ + exp − A − Ac − μ1,2( )( )2
2σ2

1,2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦⎧⎪⎨⎪⎩
⎫⎪⎬⎪⎭ ,

(2)
and

G0 A|Einc( ) � W0����
2πσ20

√ exp − A − Ac/2( )2
2σ20

[ ], (3)

where Ac is the mass of the compound nucleus that undergoes

fission, and the weights, means, and standard deviations of each

Gaussian are energy dependent with

Wi � {1 + exp[(Einc − wa
i )/wb

i ]}−1, μi � μai + μbi Einc, and

σ i � σai + σbi Einc. The charge distribution of fission fragments

before neutron emission, Y(Z|A), is defined by the Wahl

systematics [51]. The total kinetic energy, TKE, as a function

of incident energy is linear, but allows for a slope change as

indicated by some experimental data, e.g., [52],

TKE Einc( ) � a + bEinc, if Einc ≤E0

c + dEinc, if Einc ≥E0
{ , (4)

where c is defined by equating those two equations at E = E0. For
239Pu(n,f), TKE has no slope change, and E0 = b = 0 and a = c. For

each mass, TKE(A) is defined as a Gaussian, with high-order

TABLE 2 Prior CGMF parameter values, p0, for the �]p evaluation are given along with their uncertainties in %, δp0. The variable N signifies one of the
evaluated parameters. The change in evaluated parameters as a ratio to the prior, N

p0
, is compared to p0 in %, and the evaluated parameter

uncertainties, δN, are given in %.

Paramter 1stc.f. 2ndc.f. 3rdc.f.

p0 δp0 N
p0

δN p0 δp0 N
p0

δN p0 δp0 N
p0

δN

wa
1 −25.4 39.4 1.3 19.8 −25.4 39.4 21 −23.6 −25.4 39.4 20.2 29.6

wb
1 30 13.3 −5.1 12.5 30 13.3 −8.3 13.8 30 13.3 −0.7 13.3

μa1 135 0.4 −4 × 10−2 0.4 135 0.4 −1 × 10−2 0.4 135 0.4 −6 × 10−3 0.4

μb1 0.13 15.4 −0.5 14.1 0.1 15.4 −1.6 15.3 0.1 15.4 2.4 15

σa1 3.8 10.4 0.5 9 3.8 10.4 6.9 9.2 3.8 10.4 1.9 10.2

σb1 0.07 8.7 0.8 8.6 7 × 10−2 8.7 1.2 8.6 7 × 10−2 8.7 0.3 8.7

wa
2 −25.3 31.7 −11.7 18.9 −25.3 31.7 6.1 24.6 −25.3 31.7 −0.6 30.2

wb
2

−30 33.3 −21.5 19.1 −30 33.3 19.6 17.6 −30 33.3 6.6 29.1

μa2 141.4 0.5 0.2 0.5 141.4 0.5 3 × 10−2 0.5 141.3 0.5 −1 × 10−2 0.5

μb2 0.2 62.5 −8.5 13.5 0.2 62.5 47.9 14 0.2 62.5 −60.7 134.4

σa2 6.5 2.3 −0.8 2 6.5 2.3 −0.4 2.3 6.5 2.3 0.2 2.3

σb2 3 × 10−2 216 −19.1 64.6 3 × 10−2 216 −25.4 108.7 3 × 10−2 216 208 62.1

σa0 10 21 −0.3 21.1 10 21 −0.4 21.1 10 21 0.7 20.9

σb0 6 × 10−2 13.8 0 13.8 6 × 10−2 13.8 0 13.8 6 × 10−2 13.8 0 13.8

a 178.2 2.2 −0.2 0.2 178.2 2.2 −0.6 0.4 175.8 2.3 0.5 0.5

d −0.34 11.7 −6.2 7.3 −0.6 6.7 3.9 6 −0.2 18.2 3 17.4

Am(TKE) 131.5 0.5 1 × 10−2 0.5 131.5 0.5 2 × 10−2 0.5 131.5 0.5 1 × 10−3 0.5

Amax(TKE) 170. 10.6 −2.6 10.8 170 10.6 0.5 10.5 170 10.6 −3 × 10−2 10.6

a0 184.5 0.9 9 × 10−2 0.9 184.5 0.9 5 × 10−2 0.9 184.5 0.92 −4 × 10−2 0.9

a1 −0.17 11.5 −11.9 10.4 −0.2 11.5 −5.3 9.5 −0.2 11.5 3.4 −11

a2 −9 × 10−2 13.3 9.4 6.5 −9 × 10−2 13.3 −13.8 10.6 −9 × 10−2 13.3 1.9 12.2

a3 4 × 10−2 15.8 17.3 5.2 4 × 10−3 15.8 2.7 11.9 4 × 10−2 15.8 −4.8 15.1

a4 −1 × 10−3 6.5 −2.5 −4 −1 × 10−4 6.5 −0.9 6 −1 × 10−3 6.5 0.9 6.4

Am(sTKE) 128 5.5 7.3 4.1 128 5.5 −4.9 5.5 128 5.5 1.8 5.3

Amax(sTKE) 159 11.3 −1.4 11.2 159 11.3 1.8 11.1 159 11.3 −3 × 10−2 11.2

b0 7.6 8.6 −3 6.2 7.6 8.6 6.4 7.4 7.6 8.6 −0.6 8.4

b1 0.1 21.6 8.9 8.2 0.1 21.6 −7 15.8 0.1 21.6 −1.9 19.8

b2 −2 × 10−2 16.3 23.9 5.7 −2 × 10−2 16.3 0.4 −11.7 −2 × 10−2 16.3 1.4 15.9

b3 4 × 10−4 15 −2.6 8.3 4 × 10−4 15 8 12.2 4 × 10−3 15 −5.9 15.3

α0 1.5 2.2 −0.2 2.2 1.5 2.3 −5 × 10−2 2.3 1.5 2.3 8 × 10−2 2.3

α1 7 × 10−2 117 −25.3 39.3 7 × 10−2 117 −57 106.2 7 × 10−2 11.7 −1 11.8
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polynomials for the mean and width, TKE(A) �∑4
i�0 ai(A − Am(TKE))i and σTKE(A) � ∑3

i�0 bi(A − Am(sTKE))i.
Each of these polynomials also has a maximum mass for which

they are defined, Amax beyond which, TKE(A) and σTKE(A)

become constant. The spin-parity distribution is Gaussian-like,

P(J, π) � (1/2)(2J + 1) exp[− J(J+1)
2B2(A,Z,T)], where B2 is defined in terms

of the fragment mass, charge, temperature, and moment of inertia,

I 0(A,Z) as B � αI 0(A,Z)T/Z2. α = α0 + α1Einc is an adjustable,

energy-dependent parameter that controls the competition between

neutron and γ-ray emission.

For the optimization to the prompt neutron multiplicity, we

consider the parameters in Table 2, for first-, second-, and third-

chance fission. The initial parameters, p0, are the default CGMF

parameters [28]. To calculate the model parameter uncertainties,

δp0, we sample the Y(A|Einc), TKE(Einc), TKE(A), and σTKE(A)

distributions and accept those parameter sets that keep the χ2 of

the experimental data consistent. We then calculate the

sensitivity of �]p to each of the CGMF parameters,

Sij �
�]p Ej

inc|p+
i( ) − �]p Ej

inc|p−
i( )

p+
i − p−

i

, (5)

where p±
i � p0 ± 0.01p0, for each i parameter in Table 2. By

performing the evaluation in the parameter space of CGMF, we

calculate not only the evaluated �]p but also the evaluated

parameters that link back to other fission observables in

CGMF, potentially allowing us to remove unphysical

parameter space.

2.5 Other evaluation input

2.5.1 Prompt fission neutron spectrum
evaluation

The 239Pu PFNS evaluation for incident-neutron energies,

Einc, 0.5–30 MeV differs from an earlier one of [53] by 1) the

inclusion of Chi-Nu and CEA experimental data [22–24], 2)

considering 239Pu PFNS at Einc = 2 MeV [54] that were

extracted by Lestone similarly to [55], and 3) assumptions

on the prior for Einc < 3 MeV. In general, the same prior as for

[52] was used to obtain evaluated PFNS; the Los Alamos

model [15] was paired with the exciton model [56] as well as

the average total kinetic energy and energy release

parametrizations based on [57, 58]. The only difference

between the prior used for the evaluation of [53] and the

one here is that the model correlation across Einc are set to

zero for evaluating PFNS at Einc < 3 MeV—effectively

evaluating PFNS one Einc at a time for this energy range.

This choice was taken, as otherwise evaluated PFNS for Einc <
3 MeV are systematically lower than the experimental data

for Eout > 8 MeV. This too low trend is caused by a rigid prior

across Einc paired with a parameterization that is too far from

Chi-Nu and CEA PFNS at the second-chance fission

threshold.

2.5.1.1 �]p
In addition to the new Marini 239Pu �]p, all experimental data

in the EXFOR database [59] were analyzed by studying their

EXFOR entries and literature. Only those data sets listed in

Table 1 were adopted for the evaluation; reasons for rejecting

other data sets are documented in [60].

Total covariances, Covtoti,j , were estimated by

Covtoti,j � ∑kδ
k
i Cor

k
i,jδ

k
j , for each and between experiments

using a new module in the code ARIADNE [61]. This

procedure accounts for uncertainty values, δki , and correlation

coefficients, Corki,j, for an independent uncertainty source k at

Einc i or j. Special care was taken to estimate uncertainties

consistently across all data sets in the database by accounting

for uncertainty sources typically encountered in �]p liquid

scintillator ratio measurement. If no uncertainty values were

reported in the literature for a specific source, these missing

values were estimated based on templates of expected

uncertainties for this measurement type [9]. While systematic

uncertainties were missing for at least one source per

measurement (Table 1), statistical uncertainties, δs, dominate

the total ones. δs ranges from 1% to 2% contrary to total

systematic uncertainties with values of 0.5%–0.9%, where the

common usage of the Neutron Data Standards 252Cf(sf) �]t
significantly contributes with 0.42% [10].

Nearly the same data as for the ENDF/B-VIII.0 evaluation of
239Pu �]p [62] were adopted with the exception of the data of

Huanqiao, Nesterov, Johnstone, Smirenkin and Leroy. The latter

three data sets are too uncertain to influence the evaluation, while

the former two were down-weighted in the evaluation of [62] by

doubling their uncertainties compared to those in EXFOR. The

experimental uncertainties also differ in as far as the evaluation of

[62] adopted most uncertainties as reported in the EXFOR

database, while here a detailed uncertainty estimate was

undertaken.

2.5.1.2 (n,f) cross sections

The 239Pu(n,f) cross section is evaluated as part of the

Neutron Data Standards project with the code GMAP [63,

63]. We build here upon the data file related to the work of

[11]. In this paper, all covariances of experimental 239Pu(n,f)

cross sections were updated with templates of expected

measurement uncertainties for this observable [11, 12]. Given

that, all experimental data for the 239Pu(n,f) cross section should

have a consistent weight compared to NIFFTE data. The only

difference between this evaluation and the one used here is the

inclusion of NIFFTE 239Pu/235U(n,f) and 238U/235U(n,f) cross

section ratios [65, 66].

2.6 Evaluation methodology

The generalized least squares (GLS) algorithm [67], and the

Kalman filter method [68] were employed to evaluate mean
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values,N, and covariances, CovN. Both algorithms are encoded in

the same set of equations,

N � p + CovNSt Cove( )−1 e − Sp( ),
CovN � Covp − CovpStQ−1SCovp,

Q � SCovpSt + Cove,
(6)

where the main difference lies in how the prior mean values, p,
prior covariances, Covp, and sensitivities, S, are defined. The

variables e and Cove encode all experimental data used for the

evaluation and their covariances. The code GMAP [63, 64] is

used for evaluating the (n,f) cross section via GLS; PFNS and �]p
are evaluated with ARIADNE [61] which encompasses both GLS

and Kalman filter methodologies.

If the equations are applied for GLS, p and Covp are in the

same physical space as for the observable to be evaluated. In

GMAP, the previous standard values are used as p with a

diagonal covariance matrix of 100%, i.e., an uninformative

prior. The same approach is taken in ARIADNE to evaluate
�]p based on only experimental data (ENDF/B-VIII.0 �]p mean

values are used for the prior along with uncertainties of 100%),

while prior PFNS and covariances from the LAM in PFNS space

[53] are taken for PFNS evaluations. The variable S is a design

matrix that linearly interpolates in Ref. [53] experimental data

onto the Einc grid of the prior data. The variable St is the transpose
of S. The evaluated mean values N and CovN correspond in this

case to evaluated �]p, PFNS, or (n,f) cross sections and their

covariances.

The CGMF model was included into the �]p evaluation by

applying Eq. 6 as a Kalman filter; p are model-parameter values

and Covp their covariances in this case. The variable S
corresponds then to sensitivities of the CGMF-calculated �]p to

the model parameters. Due to that, N and CovN are in the case of

the Kalman filter evaluated model parameters of CGMF and their

covariances. The mean values are fed into CGMF to obtain what is

presented as an evaluated �]p based on this code.

The experimental covariances were corrected for an effect

termed “Peelle’s Pertinent Puzzle” (PPP) [69], where the mean

value computed from strongly correlated data lies outside of the

range of the input data due to an improperly formulated

covariance matrix [70]. Both GMAP and ARIADNE use

iterative linear least squares [71, 72] to mitigate the impact

of PPP.

3 Discussion of evaluation and
validation results

3.1 Evaluated results

3.1.1 Prompt fission neutron spectrum
The new evaluated PFNS in Figures 1, 2 interpolate between

the high-precision 239Pu PFNS of CEA and Chi-Nu for all Einc,

and closely follow Lestone data. In doing so, the evaluation differs

noticeably from ENDF/B-VIII.0 highlighting that CEA and Chi-

Nu PFNS provide decisive input. This is especially true for Einc >
2 MeV where past PFNS [73] were too uncertain to guide the

evaluation. To be more specific, the evaluated PFNS are softer

than ENDF/B-VIII.0 for Einc < 12 MeV. At Einc = 14 MeV, the

new evaluation, distinctly different from ENDF/B-VIII.0, follows

closely structures and shapes shown in CEA and Chi-Nu data. In

fact, CEA and Chi-Nu data resolve for the first time physics

expected structures expected at second and third-chance fission

thresholds of the 239Pu PFNS: Characteristic structures from

second-chance fission present themselves at Einc = 6–7 MeV

as an increase in the PFNS for Eout = 0.1–0.8 MeV. Third-

chance fission structures are less pronounced but are visible

for Einc = 10–12 MeV for Eout = 0.1–0.8 MeV. In addition to that,

the pre-equilibrium peak starts to emerge for Einc = 12 MeV at

Eout > 5 MeV. While ENDF/B-VIII.0 correctly predicted the Einc
and Eout of these structures, it incorrectly estimated their

magnitude and the shape. Only CEA and Chi-Nu data

enabled an accurate description of the PFNS physics there.

The changes in the PFNS can be also observed in the first two

plots of Figure 3 showing the mean energy of the PFNS—that is

the first moment of the PFNS—as a function of Einc. The new

evaluated mean energy integrated for Eout = 0.01–10 MeV follows

CEA and Chi-Nu data closely but is softer (by approximately

20 keV) than ENDF/B-VIII.0 up to 5 MeV. ENDF/B-VIII.0 also

did not capture the mean energy close to second-and third-

chance fission thresholds due to lack of experimental

information. Non-linear behavior in the average mean energy

in Figure 3 from thermal (calculated from INDEN PFNS [13];

[73]) to 1 MeV can be observed. The challenge we faced was that

evaluated PFNS at Einc = 1, 1.5 and 2 MeV in Figure 1, based on

the CEA, Chi-Nu, and Lestone data, gave evaluated mean

energies in Figure 3. On the other hand, the INDEN PFNS at

thermal [13]; [73], based on stringently-reviewed data at thermal

[14], decreased mean energies versus ENDF/B-VIIII.0. If we had

prioritized a smooth trend in the mean energy for Einc from

thermal to 2.5 MeV, this would have been in contradiction to the

aforementioned PFNS; i.e., we might have had to have a hotter

spectrum at thermal or a softer spectrum at Einc = 1 MeV than the

data called for. Our decision was to not under-value the 1 MeV

PFNS data, while adopting also the new thermal assessment, and

this led to the non-linear structures in the mean energies from

thermal to 1 MeV. While the true Einc dependence of the mean

energy is expected to be smooth from 0 to 2.5 MeV, it reflects our

priorities to accurately represent the CEA and Chi-Nu PFNS in

this fast range. Over time, we hope future measurements will

better inform this evaluation decision, but such experiments

typically take many years.

Further evidence on the consistency of the evaluated PFNS

across isotopes is provided in the bottom of Figure 3 where the

ratio of this evaluated PFNS to a new 235U PFNS [75], which also

includes new Chi-Nu data [35], at Einc = 1.5 MeV compares well

to experimental ratio data by [22, 24, 35, 55, 76].
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3.1.2 Average prompt fission neutron
multiplicity, �]p

Three �]p evaluations are compared in Figures 4, 5: Two �]p
evaluations are obtained via GLS based on only experimental

data, (1) for the database without Marini, and (2) with Marini

data. In evaluation (3), the Kalman filter method is used to bring

in the CGMF model. This three-evaluation approach allows us to

assess the impact ofMarini data and CGMF. Also, evaluation (1) is

expected to differ little from ENDF/B-VIII.0.

For ENDF/B-VIII.0 239Pu �]p, GLS was applied to

experimental data and covariances with an uninformative

prior, similarly to how ARIADNE was used to evaluate �]p
based on only experimental data. The resulting evaluated �]p
were smoothed for ENDF/B-VIII.0. The new GLS results for �]p
without Marini data meander around ENDF/B-VIII.0 (see

Figure 4) as is expected since no smoothing algorithm was

applied to the GLS result. These random structures stem from

statistical scatter in experimental data. The rejection of five data

sets (first-authored by Huanqiao, Nesterov, Smirenkin,

Johnstone, and Leroy) had little impact given their large

uncertainties. The impact of adding missing systematic

uncertainties via templates is also minor as total uncertainties

are dominated by statistical ones which are included in both

evaluations. A larger difference can be observed from 0.1 to

0.5 MeV where experimental �]p are less plentiful and more

scattered. The scatter in experimental data below 0.5 MeV

stems from counting statistics, beam background, and

thickness effects from either the sample or the backing

material. Counting statistics uncertainties are large (up to 2%)

as it is a challenge to get neutron beams in the hundreds of keV

FIGURE 1
Evaluated 239Pu PFNS are shown in comparison to ENDF/B-VIII.0 and experimental data that were used for the evaluation, for incident neutron
energies from 1 to 7 MeV.
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range with modest energy spread all the while having a high

enough flux. Incident beam neutrons could also be downgraded

in energy by multiple scattering in the surrounding materials. If

neutrons are assumed to be measured at higher Einc than they

actually are, fewer neutrons per fission will be appropriated to

that energy. Parasitic scattering cross sections of 16O, 27Al, and 1H

show either resonances or have high scattering cross sections

(1H) in this energy range, and could be responsible for

downgrading neutron-beam energies.

If Marini data are included, �]p slightly rises below 1 MeV

because of correlations between data sets arising from the

common 252Cf(sf) �]t monitor. Starting with 1 MeV, Marini

data change the shape of the evaluation, most notably above

4 MeV. First, the evaluated data decrease around 4 MeV and then

are slightly higher, only to decrease again below ENDF/

B-VIII.0 for 7–12 MeV. The second evaluation with Marini is

higher from 12 to 14 MeV and then lower again. These structures

appear at the second and third-chance fission thresholds and

have a plausible physics basis. Historic data sets did not show this

effect as large statistical uncertainties wash out these subtle

structures. Applying smoothing algorithms to evaluated data

without the physics information of second and third chance

fission removed any remnants of this effect from the ENDF/

B-VIII.0 �]p. Marini data are able to resolve these structures for

the first time and thus lead to small changes in evaluated data

above 4 MeV, while remaining minimal below 4 MeV. Thus, the

Marini data, which measured 239Pu �]p for the first time with the

double time-of-flight technique, validate the trend seen from

historic data that were all measured with the liquid-scintillator

ratio method.

Including the CGMF prior via the Kalman filter smooths the

evaluated �]p and further enhances second- and third-chance

FIGURE 2
Same as Figure 1 for incident neutron energies from 8 to 20 MeV.
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fission structures from 4.5 to 6 MeV and 9–12 MeV, in

agreement with the structures present in Marini data. Below

1 MeV, the evaluation (3) including Marini data and CGMF is

systematically higher (on average 0.5%) than ENDF/B-VIII.0:

Compared to evaluation (2), CGMF gives a smooth �]p close to the
higher points of the second evaluation. This difference from

ENDF/B-VIII.0 is within the 1-σ evaluated uncertainties and the

scatter of experimental data. While the evaluated uncertainties

realistically assess the spread in evaluations, this difference will

merit future continued studies given the importance of this

observable. On the model side, these higher values could be

caused by uncertainties in the energy dependence

parametrizations, particularly in the mass distribution, Y(A|

Einc). Also, �]p based on only experimental data is uncertain to

0.6%–0.8% in Figure 6 given the issues affecting the accuracy and

precision of experimental data detailed above. Hence, new high-

precision experimental �]p below 1 MeV would be of importance.

A comparison to fission experimental data beyond �]p and usage

in simulations validation experiments might yield more insight.

The uncertainties of evaluation (1) are larger than those of

ENDF/B-VIII.0 in Figure 6 from up to 15 MeV. It was shown

via the Physical Uncertainty Bounds (PUBs) method [45, 77,

78] that ENDF/B-VIII.0 �]p uncertainties are underestimated

considering the experimental data used for this evaluation. This

is illustrated in Figure 6, where ENDF/B-VIII.0 uncertainties

are below the minimal realistic bound estimated via PUBs

below 1 MeV and on the lower end above. Contrary to that,

the uncertainties of evaluation (1) lie within PUBs bounds

indicating them to be more realistic. Adding Marini data

into evaluation (2) decreases evaluated uncertainties,

showcasing clearly the impact of the small uncertainties

reported by Marini et al. Adding the CGMF model via

evaluation (3) decreases uncertainties by an average factor of

0.8 from 0.5 to 15 MeV. Evaluated uncertainties are decreased

more below 0.5 and above 15 MeV where experimental data are

scarce. These new evaluated uncertainties of evaluation (3) are

now below PUBs bounds but that is justified as PUBs bounds

were estimated without taking Marini and CGMF model

parameterization into account which both credibly reduce

uncertainties due to their low experiment uncertainties or

physics content.

3.1.3 (n,f) cross section
Three evaluations are discussed: 1) The 2018 standards

evaluation (Std. 2018) that is in ENDF/B-VIII.0 from 0.04 to

20 MeV [10], (2) an evaluation building upon (1) from [11]

differing in 239Pu(n,f) cross section experimental covariances

updated by templates of expected measurement uncertainties,

and (3) evaluation (2) updated with NIFFTE TPC data. These

evaluations differ by a maximum of 0.5% until 14 MeV, as shown

FIGURE 3
Further validation of evaluated PFNS is shown: (Top, right) Mean energies calculated from the PFNS from 100 keV to 10 MeV are compared for
this evaluation, ENDF/B-VIII.0 and those fromCEA andChi-Nu experimental data. At thermal, the PFNS from INDEN is adopted [13, 73]. (Top, left) The
same as the first plot but calculated mean energies are shown integrated over all Eout. (Bottom) Ratio of 239Pu/235U PFNS at Einc = 1.5 are shown for
ENDF/B-VIII.0, this evaluation and one for 235U including Chi-Nu PFNS, Chi-Nu, Lestone and Sugimoto experimental data.
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in the bottom of Figure 7. However, most of the previous data

were measured with fission chambers, while NIFFTE TPC shape

data were obtained with a time-projection chamber which allows

accurate tracking of charged particles in three dimensions.

Hence, this small difference up to 14 MeV in the shape of

evaluations (2) and (3) indicates that the TPC confirms the

shape obtained from a bulk of data measured with fission

chambers.

FIGURE 4
Evaluated 239Pu �]p of evaluations (2, only experimental data) and (3, including CGMF) are shown in comparison to ENDF/B-VIII.0 and
experimental data that were used for the evaluation.

FIGURE 5
239Pu �]p evaluations 1–3 [evaluation (1) is based on only experimental data without Marini data, evaluation (2) builds upon (1) but includes Marini data,
while (3) includes on top of (2) CGMF] are shown in ratio to ENDF/B-VIII.0.
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Above 14 MeV, the evaluated (n,f) cross section of evaluation

(3), with NIFFTE TPC data, is systematically lower by 2% than

without, evaluation (2), but within the GMAP uncertainties. In

this energy range, the exact value of the (n,f) cross section was not

well defined [10] given discrepancies in previous data sets

[47–50]. NIFFTE TPC data support the shape of Lisowski

[47] data rather than the higher ones of Shcherbakov [49] and

Staples [50]. No integral experiments exist that allow to conclusively

validate whether evaluations (1) or (3) of the (n,f) cross section are

more realistic from 10 to 15MeV.While LLNL pulsed spheres [32] are

sensitive to nuclear data from 5 to 15MeV, changes in the 239Pu(n,f)

cross section of less than 5% were shown in [79] to have minimal

impact on their simulation. Hence, the new NIFFTE TPC

measurement is an important clue to accurately define the (n,f)

cross section above 14MeV.

3.2 Validation with respect to various
fission quantities

The evaluated parameters listed in Table 2 were used not only

to calculate the evaluated �]p, but also to predict various prompt

fission observables enabling us, for the first time, to consistently

compute additional fission observables with the evaluation of �]p.
The evaluated parameters μa1, μ

a
2 and a for first-chance fission

change very little compared to their prior values in Table 2 as

they were fit in the default version of CGMF to available

experimental Y(A) data, as a function of Einc, while a was fit

to TKE(Einc) data but adjusted by hand to better reproduce

experimental 239Pu �]p data for first-chance fission. Instead, we see
changes in the widths of the Gaussian parametrizations of Y(A),

FIGURE 6
Evaluated uncertainties with and without Marini, and
including CGMF are compared to ENDF/B-VIII.0 uncertainties and
PUBs bounds.

FIGURE 7
The 239Pu(n,f) cross section and 239Pu(n,f)/235U(n,f) cross section ratio obtained in the nuclear data evaluations (1) and (3) are compared to
experimental data in the top two plots. In the bottom plot, NIFFTE TPC data are compared to evaluated data with and without NIFFTE TPC data
[evaluations (2) and (3)].
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the TKE(A) distributions, and the spin-parity distributions which

have a significantly lower impact on the determination of �]p and
are likely poorly constrained by this observable alone.

As these are potentially large parameter changes, we use

the evaluated parameters to calculate other fission

observables in CGMF to ensure their consistency. The mass

distributions in the first chance energy range, shown in

Figure 8, differ only little from prior estimates despite

changes of 10%–20% in parameter values. However,

seemingly small changes (< 5%) in the a and d parameters

used to determine the total kinetic energy as a function of Einc
distinctly impact TKE(Einc) in Figure 9. The evaluated

parameters lead to a TKE that is more similar to the bulk

of the experimental data below 5 MeV. Finally, small

differences between the baseline CGMF calculations and the

ones with the evaluated parameters can be observed for the

average neutron and γ-ray energies as a function of incident

neutron energy in Figure 9. Although there is no γ-ray

information included in the fit, γ-ray average energies

remain reasonable. The mean energies computed from

predicted PFNS are systematically low compared to

experimental data, which is a well-known but not fully

understood defect of existing Hauser-Feshbach fission

fragment decay models. Due to this defect, the LAM, not

CGMF, was used to evaluated PFNS for this work. The

evaluated parameters do not impact this result very much.

The predicted prompt fission observables are all well in

line with experimental data except for the known

discrepancies in the mean energies of the PFNS. This close

agreement of fission data beyond �]p, supports the trend we see

FIGURE 8
Comparison of the baseline CGMF calculation (black dashed), evaluated CGMF calculation (red solid) and experimental data (filled symbols) for
the pre-neutron emission mass distributions, Y(A), at incident neutron energies of 1, 2, and 5 MeV.

FIGURE 9
CGMF baseline calculation, evaluated CGMF calculation, and experimental data are compared for several observables: (Left) Total kinetic energy,
TKE, as a function of incident neutron energy. The curve of Lestone et al. is a phenomenological model calculation informed by experimental data.
(Center) Average outgoing energies of the prompt neutrons and (right) γ rays as a function of incident neutron energy.
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in the evaluation with CGMF and thus adds additional insight

for �]p.

3.3 Validation with respect to integral
experiments

The evaluated 239Pu �]p, PFNS, and (n,f) cross section of

this work are assessed with effective neutron multiplication

factors, keff, of ICSBEP critical assemblies [20], LLNL

pulsed-sphere neutron-leakage spectra [32], and fission

reaction rates measured in the center of ICSBEP critical

assemblies in Figure 10 and Tables 3, 4 using MCNP-

6.2 [80]. To this end, the new PFNS, �]p, and (n,f) cross

section were folded into the 239Pu ENDF/B-VIII.0 file. This

file also differs from ENDF/B-VIII.0 in �]t and (n,el) cross

section that absorb changes in �]p and (n,f) cross section to

satisfy sum rules. Also, the INDEN PFNS was adopted at

thermal [13].

We have assessed the impact of changing each fission

source term observable on simulated keff values of

PMF001v.4 (Jezebel) by swapping them into ENDF/

B-VIII.0 and comparing them to ENDF/B-VIII.0 simulated

results in Table 3. The simulated keff values change distinctly:

keff decreases by 121 pcm if the new PFNS is used. This large

change, largely driven by including CEA and Chi-Nu data, is

counterbalanced by the new �]p guided by Marini

experimental data and CGMF modeling that increases keff
by 139 pcm. The impact of the (n,f) cross section change is

modest with 40 pcm as NIFFTE TPC shape data confirmed

the general trend of ENDF/B-VIII.0 data. The overall effect

of updating all three observables is modest, −22 pcm, and

well within the currently documented experimental

uncertainties of 123 pcm; it decreases the bias slightly

compared to ENDF/B-VIII.0.

FIGURE 10
Simulated values (“C”) for keff of PMF and PMI assemblies (left) and two Pu LLNL pulsed sphere neutron leakage spectra (other two plots) are
depicted for ENDF/B-VIII.0 versus the new fission source term. Experimental data (“E”) are shown for comparison.

TABLE 3 Calculated values of PMF-001rev.4 keff are shown for ENDF/
B-VIII.0 and ENDF/B-VIII.0 with different combinations of nuclear
data. Δkeff is the difference between keff using new nuclear data
identified with the same row and ENDF/B-VIII.0.

Nuclear data used keff Δkeff (pcm)

VIII.0 1.00069(1) 0

�]p 1.00208(1) 139

PFNS 0.99948(1) −121

(n,f) cross section 1.00029(1) −40

�]p+ PFNS + (n,f) cross section 1.00047(1) −22
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Similarly to what was seen for changing the fission source

term for predicting PMF001.v4, keff values of several PU-

MET-FAST (PMF) and PU-MET-INT (PMI) assemblies

simulated with new nuclear data are close to ones

predicted with ENDF/B-VIII.0: the mean bias calculated

from ENDF/B-VIII.0 C/E, calculated over experimental,

values is 18 pcm, and increases to only 58 pcm for the file

including the new nuclear data. The keff value of benchmarks

with harder spectra are predicted slightly better than with

ENDF/B-VIII.0. For instance, Jezebel (PMF001v.4), dirty

Jezebel (PMF002), and Flattop-Pu (PMF006) keff values

predicted with the new fission source term are closer to

experimental values, while PMI and PMF assemblies with

a softer spectrum (011, 018, 019, 021.1, 021.2, 024, 027, 031,

032, 033, 036, 038, and all cases of 044) have worse C/E for the

new file than when simulated with ENDF/B-VIII.0. This

difference could point to the need for a lowering of the �]p,
or for better describing the unresolved energy range of the
239Pu(n,f) cross section, if one would concentrate on only

fission source term observables. However, 239Pu elastic and

capture cross sections should also be studied along with

nuclear data of isotopes often appearing in PMI assemblies

and PMF ones with softer spectra.

The differences in using ENDF/B-VIII.0 and the new

fission source term for simulating plutonium LLNL pulsed

spheres [32] are modest. These experiments validate 239Pu

fission and neutron scattering nuclear data from

approximately 5–15 MeV, but little impact was expected

from changes in the (n,f) cross section and �]p, as these

would lead mostly to a constant offset of the simulated

neutron leakage spectra that is lost as these spectra are

treated as shape data [81]. The new PFNS also leads to

minimal changes. Better prediction of the valley of the

pulsed sphere neutron leakage spectra can only be achieved

by improving 239Pu inelastic cross sections and angular

distributions, and such changes have been indeed included

in recent studies by the INDEN project, and at LLNL and

LANL [82–84]. Changes in simulated reaction rates in

PMF001.v4 and PMF006 compared to ENDF/

B-VIII.0 beyond their Monte Carlo statistics uncertainties

are observed for the 239Pu(n,γ)/239Pu(n,f) and 237Np(n,f)/
235U(n,f) cross section reaction rate for PMF001.v4 and the
239Pu(n,γ)/239Pu(n,f) 238U(n,f)/235U(n,f) and 237Np(n,f)/
235U(n,f) cross sections. The simulated values are within

experimental uncertainties, where available. Overall, the

simulated reaction rates in columns 3 and 4 of Table 4 are

TABLE 4 Calculated values are shown for reaction rates of various reactions in Jezebel and Flattop-Pu critical assemblies. Calculated values are given
for ENDF/B-VIII.0 as well as the 239Pu fission source term. Experimental values were taken from Table XXXIX of Ref. [85].

Assembly Observable ENDF/B-VIII.0 PFNS + (n,f) +
�νp

Experiment

Jezebel keff 1.00069 (1) 1.00047 (1) 1.00 (123)

Jezebel 239Pu(n,2n)/239Pu(n,f) 0.00230 (5) 0.00224 (5) —

Jezebel 239Pu(n,γ)/239Pu(n,f) 0.0345 (2) 0.355 (2) —

Jezebel 238U(n,f)/235U(n,f) 0.212 (1) 0.209 (1) 0.2133 ± 0.0023 (B)

0.2137 ± 0.0023 (A)

Jezebel 237Np(n,f)/235U(n,f) 0.9768 (5) 0.9662 (5) 0.9835 ± 0.014 (B)

0.962 ± 0.016 (A)

Jezebel 233U(n,f)/235U(n,f) 1.566 (7) 1.566 (7) 1.578 ± 0.027 (A)

Jezebel 239Pu(n,f)/235U(n,f) 1.427 (6) 1.423 (6) 1.4609 ± 0.013 (B)

1.448 ± 0.029 (A)

Flattop-Pu keff 0.99971 (1) 0.99981 (1) 1.00 (3)

Flattop-Pu 239Pu(n,2n)/239Pu(n,f) 0.00197 (4) 0.00193 (4) —

Flattop-Pu 239Pu(n,γ)/239Pu(n,f) 0.0455 (1) 0.0464 (1) —

Flattop-Pu 238U(n,f)/235U(n,f) 0.1800 (9) 0.1774 (9) 0.1799 ± 0.002(B)

0.180 ± 0.003 (A)

Flattop-Pu 237Np(n,f)/235U(n,f) 0.8581 (4) 0.8497 (4) 0.8561 ± 0.012(B)

0.84 ± 0.01 (A)
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very similar. The slightly lower (2%–3%) (n,2n) reaction rate

is caused by the softer PFNS of the new evaluation in the fast

Einc range.

4 Summary and outlook

Recently, new high-precision experimental fission data and

detailed modeling became available that refined our

understanding of 239Pu prompt fission neutron spectra, PFNS,

average prompt-fission neutron multiplicity, �]p, and (n,f) cross

sections:

• The LANL Chi-Nu and CEA teams provided two data

sets, that covered for the first time 239Pu PFNS for broad

incident and outgoing energy ranges with high

precision. These show that the 239Pu PFNS should be

softer for Einc < 5 MeV than in ENDF/B-VIII.0, and

resolved, for the first time, predicted structures in the

PFNS due to multiple chance fission and the pre-

equilibrium component. While the data confirmed

the incident and outgoing energies where theory

predicted these structures, the experimental data led

to corrections in the magnitude of these effects.

• The average prompt fission neutron multiplicity, �]p,
was measured and reported by the CEA team using a

different technique than any previous 239Pu �]p data set.
The data confirmed evaluated results obtained from a

bulk of past data using the ratio liquid scintillator

technique from 1 to 4 MeV, further strengthening

our trust in this technique. Marini data were able to

resolve for the first time expected second and third-

chance fission structures that are now part of evaluated

data. CGMF detailed fission modeling also predicts

these structures. This fission event generator also

links model parameters obtained by fitting to �]p to

various fission quantities including yields as function

of mass, the average total kinetic energy of fission

fragment, and γ and neutron emission observables.

It was shown that these predicted observables were

mostly within the spread of experimental data,

providing for the first time a validation of evaluated
239Pu �]p with these fission quantities.

• The NIFFTE TPC collaboration measured 239Pu(n,f)/
235U(n,f) cross sections, with high precision using a

new detector type, a time-projection chamber. To date,

these data are recommended to be treated as shape

data. These data confirmed the shape of previous

evaluated data that were mostly driven by fission

chamber measurements below 14 MeV. The new data

resolved a question triggered by discrepant data above

14 MeV and lowered the evaluated cross section by 2%.

The detailed fission theory and new high precision

experiments distinctly changed the evaluated nuclear data.

These changes balance each other, without the need for

tweaks, such that their combined impact on the simulated

effective neutron multiplication factors of ICSBEP critical

assemblies is small. Given that the new evaluations are

backed by new high precision experimental data and

detailed fission modeling, it is likely that compensating

errors between the fission source term observables in

ENDF/B-VIII.0 are reduced.

Future work could focus on predicting PFNS and �]p
within the same framework, and, therefore, bringing in

further consistency between fission source term

observables. While CGMF would offer this possibility,

model defects in the PFNS must be resolved before using

it for evaluations. Also, the fission source term is only one

component to simulating integral experiments. Scattering

and capture cross sections as well as angular distributions for

the former should be studied experimentally and

theoretically to further reduce compensating effects

between nuclear data.
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