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A B S T R A C T

A structural steel fire design approach through second-order inelastic analysis with strain limits is proposed and
applied to the fire design of steel columns as a first step in the establishment of a novel fire design framework
for steel structures in this paper. The proposed method is carried out using beam finite elements, utilising
their computational efficiency. In the proposed design approach, the strength and stiffness deterioration of
steel in fire, the spread of plasticity, global instability effects, indirect fire actions and thermal expansion
are fully taken into account through second-order inelastic analysis, while strain limits are employed to
consider the deleterious influence of local buckling on the ultimate resistance. Ultimate capacity of a steel
member or system is determined by (i) the load or temperature level at which the predefined strain limit is
attained or (ii) the peak load or critical temperature observed during the analysis, whichever occurs first. A
systematic numerical parametric study is carried out through nonlinear shell finite element modelling, taking
into account a high number of I-section and hollow section steel columns whose response is considered (i)
using isothermal and anisothermal analysis techniques and (ii) with and without axial and rotational end-
restraints. It is demonstrated that the proposed fire design approach consistently furnishes significantly more
accurate capacity and limit temperature predictions for steel columns in fire relative to EN 1993-1-2 [1] design
provisions.
1. Introduction

Fire design of steel structures presents a significant challenge to
structural engineers due to the complexity of structural response in
fire and the major consequences associated with inadequate fire design.
Thus far, a significant research effort has been placed on the behaviour
of steel structures in fire, resulting in a considerably improved under-
standing of the response. However, currently, the fire design of steel
structures is typically performed using simple design equations that
are mere adoptions of design formulae originally developed for room
temperature structural steel design, which may not accurately capture
the behaviour of steel structures in fire in some cases. Considering the
complexity of the response of steel structures in fire and the current
computational resources widely available to structural engineers in
practice, it suffices to state that the adoption of more advanced analysis
and design techniques can lead to significantly more accurate fire
design of steel structures.

The current European structural steel fire design standard EN 1993-
1-2 [1] and its upcoming version prEN 1993-1-2 [2] recommend simple
and advanced calculation models for the fire design of steel struc-
tures. Simple calculation models, which are considerably more widely
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adopted in practice, use simplified design methods that are built on con-
servative assumptions by extending room temperature structural steel
design rules, while advanced calculation models are typically based on
nonlinear finite element analysis [3], which can generally be performed
with beam finite elements in practice. In both simple calculation models
and advanced calculation models applied with beam finite elements, to
account for local buckling effects in fire, the use of (i) the cross-section
classification concept categorising cross-sections into discrete classes on
the basis of the slenderness of their constituent elements and (ii) the
effective width method [4,5] employed to assign effective widths to
the elements of slender sections is necessary. However, this approach
(i) does not capture the continuous relationship between capacity and
cross-section slenderness which occurs in reality, (ii) disregards the
interactions between cross-section elements in the consideration of
local buckling, (iii) ignores partial plastification of cross-sections and
(iv) has been found to result in rather inaccurate estimations of the
resistances of steel members undergoing local buckling at elevated
temperatures [6–12].

With the aim of establishing an advanced fire design method for
steel structures which utilises the contemporary computational tools
available to the structural engineering profession, a new structural
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steel fire design approach using second-order inelastic analysis with
strain limits is put forward in this paper. The proposed design ap-
proach is applied to the fire design of steel columns as a first step
in the establishment of a new design framework for structural steel
fire design. The proposed method utilises computationally efficient
beam finite elements to perform the second-order inelastic analysis of
a steel structure or member in fire. Since conventional beam finite
elements are not able to capture cross-section instability effects, strain
limits derived from a modified continuous strength method (CSM) base
curve [13,14] on the basis of the cross-section slenderness are used
to represent the influence of local buckling on structural resistance.
The design approach proposed in this paper extends the ambient tem-
perature structural steel design approach using second-order inelastic
analysis with strain limits developed in [15–19] to structural steel fire
design.

In this paper, to enable the application of the proposed structural
fire design approach using second-order inelastic analysis with strain
limits, (i) the adoption of an appropriate elevated temperature material
model is recommended and (ii) equivalent geometric imperfections
suitable for the fire design of steel structures are put forward; (iii)
thermal effects are considered during analysis and (iv) modifications
are made to the CSM base curve to account for the nonlinear nature
of the stress–strain response of steel in fire. Failure is defined within
second-order inelastic analysis with strain limits as (i) the load or
temperature at which the predefined strain limit is reached or (ii) the
peak load or critical temperature achieved during analysis, whichever
occurs first. The proposed design approach provides multiple benefits
over the existing EN 1993-1-2 [1] fire design approaches. Member
instabilities are captured explicitly during analysis, thereby precluding
the requirement for member design checks. Since the structural analysis
accounts for initial imperfections, geometric and material nonlinearities
and thermal expansion directly, (i) changes in stiffness, (ii) failure
modes and (iii) indirect fire actions resulting from the resistance to
thermal expansion are very accurately modelled. Moreover, the adop-
tion of the CSM strain limits in the analysis enables the consideration
of the spread of plasticity in a manner which facilitates a continuous
relationship between cross-section slenderness and deformation capac-
ity. Nonlinear shell finite element models of steel columns capable
of mimicking their response at elevated temperatures are developed
and validated. The proposed approach is extensively verified against
the benchmark results obtained from the validated shell finite element
models, considering various cross-section and member slendernesses,
cross-section shapes and elevated temperature levels. The accuracy of
the existing fire design rules of EN 1993-1-2 [1] is also assessed. It
is shown that the proposed design approach results in considerably
improved accuracy in the fire design of steel columns relative to EN
1993-1-2 [1].

2. Traditional steel design at elevated temperatures

In traditional structural steel fire design, structural analysis is per-
formed to determine the internal forces within the individual members
of a steel structure, followed by design checks to assess the resistances
of the individual members against these internal forces at elevated
temperatures. The traditional simplified calculation models of EN 1993-
1-2 [1] largely adopt the recalibrated design formulae of the European
structural steel room temperature design standard EN 1993-1-1 [20]
to determine the resistances of structural steel members in fire, taking
into account the reduced strength and stiffness of steel at elevated
temperatures. However, such an approach uses calculation models
which make considerable simplifications such as largely excluding
indirect fire actions (i.e. changes in internal forces due to restrained
thermal expansion) and assuming uniform temperature distributions
along the member lengths and through the cross-sections [3]. To avoid
the shortcomings of the simplified calculation models, advanced cal-
culation models may be used as indicated in EN 1993-1-2 [1]. In
2

this approach, advanced analysis (second-order inelastic analysis) using
beam finite elements may be performed, accounting for initial member
imperfections and residual stresses. However, the guidelines for the
implementation of the advanced calculation models in structural steel
fire design are rather limited in EN 1993-1-2 [1]; additionally, the
design checks using the cross-section classification and effective width
concepts may still be required to verify structural capacity.

In the fire design of steel columns, the simplified calculation model
of EN 1993-1-2 [1] requires that the design axial compression force
𝑁𝑓𝑖,𝐸𝑑 should be less than or equal to the design buckling resistance
𝑁𝑏,𝑓 𝑖,𝑅𝑑 of the member at time 𝑡 with a uniform temperature 𝜃𝑎 (i.e.

𝑓𝑖,𝐸𝑑∕𝑁𝑏,𝑓 𝑖,𝑅𝑑 ≤ 1.0) to ensure that the steel column can withstand
he applied axial compression 𝑁𝑓𝑖,𝐸𝑑 at the elevated temperature level
𝑎. Similar to EN 1993-1-1 [20], a buckling reduction factor 𝜒𝑓𝑖 is
sed to account for column buckling, and cross-sections are classified
epending on their susceptibility to local instability effects. The design
uckling resistance of a steel column in fire 𝑁𝑏,𝑓 𝑖,𝑅𝑑 is determined as

𝑏,𝑓 𝑖,𝑅𝑑 =
𝜒𝑓𝑖𝐴𝑘𝑦,𝜃𝑓𝑦

𝛾𝑀,𝑓𝑖
for Class 1, 2 and 3 cross-sections

𝑁𝑏,𝑓 𝑖,𝑅𝑑 =
𝜒𝑓𝑖𝐴𝑒𝑓𝑓𝑘𝑝0.2,𝜃𝑓𝑦

𝛾𝑀,𝑓𝑖
for Class 4 cross-sections (1)

where 𝛾𝑀,𝑓𝑖 is a partial factor for resistance in fire conditions, 𝑓𝑦 is the
oom temperature yield strength, 𝐴 is the gross cross-section area, 𝐴𝑒𝑓𝑓
s the effective cross-section area calculated through the effective width
oncept provided in the room temperature steel plate design standard
N 1993-1-5 [21], 𝑘𝑦,𝜃 is the elevated temperature yield strength
eduction factor and 𝑘𝑝0.2,𝜃 is the elevated temperature 0.2% proof
trength reduction factor. As can be seen in Eq. (1), while the gross
ross-section area 𝐴 and the elevated temperature material strength at

2% total strain 𝑓2,𝜃 = 𝑘𝑦,𝜃𝑓𝑦 are used to determine the resistances of
steel columns with Class 1, 2 and 3 cross-sections, the effective cross-
section area 𝐴𝑒𝑓𝑓 and the elevated temperature 0.2% proof strength
𝑓𝑝0.2,𝜃 = 𝑘𝑝0.2,𝜃𝑓𝑦 are employed in the calculation of the load carrying
capacities of steel columns with Class 4 cross-sections. This highlights
the assumption of a discrete relationship between column resistances
and their susceptibility to local buckling effects in EN 1993-1-2 [1],
which does not reflect the actual physical response. It should be noted
that the described column design method in this section will henceforth
be referred to as the EN 1993-1-2 [1] column design approach in
this paper, considering that this is the most common EN 1993-1-2 [1]
column design approach adopted in practice.

3. Structural steel fire design by second-order inelastic analysis
with strain limits

In this section, the fundamental principles of the proposed fire
design method by second-order inelastic analysis with strain limits
are described. In the application of the proposed fire design method,
the second-order inelastic analysis of a steel member or structure is
performed through beam finite elements, taking into account the spread
of plasticity through the volume of a steel member (i.e. plastic zone
analysis).

3.1. Material model

To model the elevated temperature material response of steel in
a second-order inelastic analysis whereby the proposed fire design
method is applied, the four-stage EN 1993-1-2 [1] elevated temperature
material model shown in Fig. 1(a) is adopted. The adopted four-stage
EN 1993-1-2 [1] elevated temperature material model is given by
Eq. (2):

𝜎 =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

𝜖𝐸𝜃 for 𝜖 ≤ 𝜖𝑝,𝜃
𝑓𝑝,𝜃 − 𝑐 + (𝑏∕𝑎)

√

𝑎2 − (𝜖2,𝜃 − 𝜖)2 for 𝜖𝑝,𝜃 < 𝜖 < 𝜖2,𝜃
𝑓2,𝜃 for 𝜖2,𝜃 < 𝜖 < 𝜖𝑡,𝜃
𝑓2,𝜃[1 − (𝜖 − 𝜖𝑡,𝜃)∕(𝜖𝑢,𝜃 − 𝜖𝑡,𝜃)] for 𝜖𝑡,𝜃 < 𝜖 < 𝜖𝑢,𝜃

(2)
⎩

0 for 𝜖 = 𝜖𝑢,𝜃
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Fig. 1. Stress–strain relationship and material property reduction factors for carbon steel at elevated temperatures adopted in this study as given in [1].
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where 𝜎 and 𝜖 are the stress and strain, 𝐸𝜃 is the elevated temperature
oung’s modulus, 𝑓𝑝,𝜃 is the elevated temperature proportional limit
tress, 𝑓2,𝜃 is the elevated temperature material strength at 2% total
train, 𝜖𝑝,𝜃 is the strain value at the proportional limit calculated as
𝑝,𝜃 = 𝑓𝑝,𝜃∕𝐸𝜃 , 𝜖2,𝜃 is the 2% total strain (i.e. 𝜖2,𝜃 = 0.02), 𝜖𝑡,𝜃 is the

limit strain equal to 0.15 (i.e. 𝜖𝑡,𝜃 = 0.15) and 𝜖𝑢,𝜃 is the ultimate strain
taken as 0.20 (i.e. 𝜖𝑢,𝜃 = 0.20). Note that the elevated temperature
Young’s modulus 𝐸𝜃 is determined by multiplying the room tempera-
ture Young’s modulus 𝐸 by the elevated temperature Young’s modulus
reduction factor 𝑘𝐸,𝜃 (i.e. 𝐸𝜃 = 𝑘𝐸,𝜃𝐸), while the elevated temperature
proportional limit stress 𝑓𝑝,𝜃 and material strength at 2% total strain
2,𝜃 are determined by multiplying the elevated temperature propor-
ional limit stress reduction factor 𝑘𝑝,𝜃 and yield strength reduction
actor 𝑘𝑦,𝜃 by the room temperature yield strength 𝑓𝑦 respectively (i.e.
𝑝,𝜃 = 𝑘𝑝,𝜃𝑓𝑦 and 𝑓2,𝜃 = 𝑘𝑦,𝜃𝑓𝑦). In the proposed fire design approach,
he material property reduction factors for stiffness and strength 𝑘𝐸,𝜃 ,
𝑘𝑦,𝜃 , 𝑘𝑝0.2,𝜃 and 𝑘𝑝,𝜃 provided in EN 1993-1-2 [1] are adopted, whose
variations with temperature are displayed in Fig. 1(b). Additionally, the
coefficients 𝑎, 𝑏 and 𝑐 used in Eq. (2) are determined as given below in
accordance with EN 1993-1-2 [1]:

𝑎 =
√

(𝜖2,𝜃 − 𝜖𝑝,𝜃)(𝜖2,𝜃 − 𝜖𝑝,𝜃 + 𝑐∕𝐸𝜃),

𝑏 =
√

𝑐(𝜖2,𝜃 − 𝜖𝑝,𝜃)𝐸𝜃 + 𝑐2, (3)

𝑐 =
(𝑓2,𝜃 − 𝑓𝑝,𝜃)2

(𝜖2,𝜃 − 𝜖𝑝,𝜃)𝐸𝜃 − 2(𝑓2,𝜃 − 𝑓𝑝,𝜃)
.

.2. Cross-section slenderness

The proposed method requires the determination of the elevated
emperature cross-section slenderness 𝜆𝑝,𝜃 of a steel member, thereby
nabling the consideration of the influence of the interactions between
ross-section elements (e.g. flanges and webs) on its local buckling
esistance. The elevated temperature cross-section slenderness 𝜆𝑝,𝜃 of

a steel member is determined through Eq. (4):

𝜆𝑝,𝜃 = 𝜆𝑝

√

𝑘𝑝0.2,𝜃
𝑘𝐸,𝜃

=

√

𝑓𝑦
𝜎𝑐𝑟,𝑐𝑠

√

𝑘𝑝0.2,𝜃
𝑘𝐸,𝜃

, (4)

n which 𝜎𝑐𝑟,𝑐𝑠 is the full cross-section elastic local buckling stress and 𝜆𝑝
is the room temperature cross-section slenderness. The full cross-section
elastic local buckling stress 𝜎𝑐𝑟,𝑐𝑠 of a steel section can be determined
using the formula proposed in Gardner et al. [22] as given by:

𝜎 = 𝜎𝑆𝑆 + 𝜁
(

𝜎𝐹 − 𝜎𝑆𝑆
)

, (5)
𝑐𝑟,𝑐𝑠 𝑐𝑟,𝑝 𝑐𝑟,𝑝 𝑐𝑟,𝑝 m

3

here 𝜎𝑆𝑆𝑐𝑟,𝑝 and 𝜎𝐹𝑐𝑟,𝑝 are the minimum values of the elastic critical
uckling stresses of the constituent plates of a steel section deter-
ined considering them in isolation with simply-supported and fixed

oundary conditions, respectively. Moreover, 𝜁 in Eq. (5) is the ele-
ent interaction coefficient used to determine the interactions between

ross-section elements during local buckling as described in [22]; 𝜁
anges between 0 and 1 (i.e. 0 ≤ 𝜁 ≤ 1). Detailed information on the
etermination of the elastic local buckling stresses of full cross-sections
𝑐𝑟,𝑐𝑠 through Eq. (5) and element interaction coefficients 𝜁 can be
ound in [22]. Note that the finite strip method software CUFSM [23]
ay also be employed to determine the full cross-section elastic local

uckling stresses 𝜎𝑐𝑟,𝑐𝑠; in this paper, the practical formulae for the
etermination of the local buckling stresses of full cross-sections 𝜎𝑐𝑟,𝑐𝑠

proposed by Gardner at al. [22] is adopted in the implementation of
the proposed fire design method.

3.3. Base curve

A fundamental aspect of the Continuous Strength Method (CSM) is
a base curve which defines the peak compressive strain 𝜖𝑐𝑠𝑚 a cross-
section can withstand prior to its failure due to local buckling. The CSM
base curve relates the cross-section slenderness 𝜆𝑝 to its deformation
capacity 𝜖𝑐𝑠𝑚, thereby accounting for the influence of the local geomet-
ric imperfections and local instabilities on the ultimate resistances of
structural members. The CSM base curve was originally developed for
stainless steel elements with non-slender cross-sections [14] and then
extended to consider the response of slender cross-sections [24,25];
the base curve was also found to be applicable to the design of alu-
minium [25] and steel sections at room temperature [26] and elevated
temperatures [27]. The CSM base curve is defined through Eq. (6) for
non-slender cross-sections (𝜆𝑝 ≤ 0.68) and Eq. (7) for slender cross-
sections (𝜆𝑝 > 0.68) in terms of the local buckling strain 𝜖𝑐𝑠𝑚 normalised
by the yield strain 𝜖𝑦 (i.e. 𝜖𝑐𝑠𝑚∕𝜖𝑦) as

𝜖𝑐𝑠𝑚
𝜖𝑦

= 0.25

𝜆
3.6
𝑝

≤
(

𝛺,
𝐶1𝜖𝑢
𝜖𝑦

)

for 𝜆𝑝 ≤ 0.68, (6)

𝜖𝑐𝑠𝑚
𝜖𝑦

=
⎛

⎜

⎜

⎝

1 − 0.222

𝜆
1.05
𝑝

⎞

⎟

⎟

⎠

1

𝜆
1.05
𝑝

for 0.68 < 𝜆𝑝 ≤ 1.6. (7)

The upper limits of 𝛺 and 𝐶1𝜖𝑢∕𝜖𝑦 are used for non-slender cross-
sections. The upper limit 𝛺 defines the maximum allowable level of
plastic deformation, while the upper limit 𝐶1𝜖𝑢∕𝜖𝑦 ensures that the
overestimation of the material strength is avoided where 𝜖𝑢 is the ulti-

ate strain and 𝐶1 is a coefficient dependent on the adopted material
odel.
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Fig. 2. Illustration of the required adjustments to the CSM base curve to reflect the change from the CSM elastic, linear hardening material model to the rounded EN 1993-1-2 [1]
levated temperature material model.
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Considering isothermal experiments on stub columns with non-
lender cross-sections, previous work [27] assessed the applicability of
he room temperature CSM base curve for structural steel fire design
hrough the reduction of the strength by the 0.2% proof strength
eduction factor 𝑘𝑝0.2,𝜃 (i.e. 𝑓𝑝0.2,𝜃 = 𝑘𝑝0.2,𝜃𝑓𝑦) and the stiffness by the

Young’s modulus reduction factor 𝑘𝐸,𝜃 (i.e. 𝐸𝜃 = 𝑘𝐸,𝜃𝐸). It was found
that the ambient temperature CSM base curve provides a generally
lower-bound fit to the test data. This is in agreement with the 𝑘𝑝0.2,𝜃
and 𝑘𝐸,𝜃 values provided in Fig. 1(b), illustrating that the 0.2% proof
strength and Young’s modulus of carbon steel generally reduce at a
similar rate in fire. The ambient temperature CSM base curve was
therefore adopted for design by second-order inelastic analysis with
strain limits at elevated temperatures in this paper with a series of mod-
ifications. The CSM base curve given by Eqs. (6) and (7) was originally
derived considering an elastic, linear hardening material model [14]
to facilitate the implementation of the CSM through hand calculations.
Since the fire design approach proposed in this paper uses a nonlinear
elevated temperature stress–strain material model for steel as given by
Eq. (2), the original CSM base curve has to be modified when it is
used in the application of the proposed design method. To perform the
adjustments in the CSM base curve in line with the procedure followed
in Walport et al. [19], the two-stage Ramberg–Osgood [28,29] elevated
temperature material model used in Kucukler et al. [30] for steel was
calibrated to match the EN 1993-1-2 [1] elevated temperature material
model up to the strain corresponding to the 0.2% proof strength 𝜖𝑝0.2,𝜃
for different temperature levels; the calibration was carried out through
calibrating the Ramberg–Osgood exponent 𝑛𝜃 as well as adopting the
same elevated temperature material properties 𝐸𝜃 , 𝑓𝑝0.2,𝜃 , and 𝜖𝑝0.2,𝜃
provided in EN 1993-1-2 [1].

Fig. 2 illustrates the required changes in the original CSM base curve
to reflect the move from the elastic, linear hardening CSM material
model to the rounded EN 1993-1-2 [1] elevated temperature material
model. In line with [19], (i) a constant strain equal to 0.2% is added
to the base curve in the non-slender range (i.e. 𝜆𝑝,𝜃 ≤ 0.68) considering
hat 0.2% strain was originally deducted from the actual local buckling
trains obtained from experiments on steel sections with 𝜆𝑝,𝜃 ≤ 0.68
uring the development of the original CSM base curve [27] and (ii) a
train value varying with the stress level is added in the slender range
i.e. 𝜆𝑝,𝜃 > 0.68). The calibrated Ramberg–Osgood exponents 𝑛𝜃 relevant
or the adjustment of the CSM base curve for temperatures between
00 ◦C and 1100 ◦C are shown in Table 1. Eqs. (8) and (9) provide
he modified CSM base curve used in the application of the proposed
econd-order inelastic analysis with strain limits fire design approach:
𝜖𝑐𝑠𝑚,𝜃
𝜖𝑦,𝜃

= 0.25

𝜆
3.6
𝑝,𝜃

+ 0.002
𝜖𝑦,𝜃

≤
(

𝛺,
𝐶1
𝜖𝑦,𝜃

)

for 𝜆𝑝,𝜃 ≤ 0.68, (8)

𝜖𝑐𝑠𝑚,𝜃
𝜖𝑦,𝜃

=
⎛

⎜

⎜

⎝

1 − 0.222

𝜆
1.05
𝑝,𝜃

⎞

⎟

⎟

⎠

1

𝜆
1.05
𝑝,𝜃

+
0.002(𝜎∕𝑓𝑝0.2,𝜃)𝑛𝜃

𝜖𝑦,𝜃

for 0.68 < 𝜆 ≤ 1.0, (9)
𝑝,𝜃

4

Table 1
Strain hardening parameter 𝑛𝜃 values derived by fitting the Ramberg–Osgood material
model [28] to the EN 1993-1-2 [1] material model for carbon steel.

Temperature (◦C) 𝑛𝜃
200 38.40
300 14.82
400 7.38
500 8.52
600 6.59
700 5.42
800 8.44
900 16.10
1000 16.15
1100 15.82

where 𝜖𝑦,𝜃 is the elevated temperature yield strain calculated as 𝜖𝑦,𝜃 =
𝑓𝑝0.2,𝜃∕𝐸𝜃 and 𝜎 is the maximum compressive stress. Note that 𝑛𝜃 in
Eq. (9) can be determined from Table 1 for different elevated tempera-
ture levels. Similar to the other parameters of Eqs. (8) and (9), a linear
interpolation can be adopted for temperature values not provided in
Table 1. The upper limit 𝛺 is set to 15 in accordance with the ductility
requirements of EN 1993-1-1 [20] and 𝐶1 is equal 0.02 which limits the
maximum allowable strain to 2% in Eq. (8). The modified CSM curve
used in the application of the proposed fire design approach is also
graphically illustrated in Fig. 3. In line with [16], it is recommended
to reduce the application range of Eq. (9) to 0.68 < 𝜆𝑝,𝜃 ≤ 1.0 in
comparison to that of Eq. (7) which is equal to 0.68 < 𝜆𝑝,𝜃 ≤ 1.6
since Eq. (9) can be used in the fire design of structural systems while
Eq. (7) is applied to individual steel members only. The reduction of the
application range of Eq. (9) is recommended considering that signifi-
cant local buckling effects may lead to pronounced stiffness reductions
for structural systems with very slender sections (i.e. 𝜆𝑝,𝜃 > 1.0),

hich result in increased second-order effects. These increased second-
rder effects due to local buckling can only be captured through the
odelling of structural systems by means of shell finite elements which

s not computationally practical or adopting reduced stiffnesses for
eam finite elements [31–33]. It should also be noted that as indicated,
he proposed method uses a modified base curve which considers a
ontinuous relationship between the elevated temperature cross-section
eformation capacity 𝜖𝑐𝑠𝑚,𝜃∕𝜖𝑦,𝜃 , and the elevated temperature cross-
ection slenderness 𝜆𝑝,𝜃 = 𝜆𝑝

√

𝑘𝑝0.2,𝜃∕𝑘𝐸,𝜃 . Thus, the adopted base curve
relies on the EN 1993-1-2 material property reduction factors including
those specified for the elastic modulus 𝑘𝐸,𝜃 and the 0.2% proof strength
𝑘𝑝0.2,𝜃 in the determination of the elevated temperature cross-section
deformation capacities 𝜖𝑐𝑠𝑚,𝜃∕𝜖𝑦,𝜃 for structural steel elements in fire.

3.4. Equivalent geometric imperfections

To consider the influence of member imperfections (i.e. geometric
member imperfections and residual stresses) on the behaviour of steel
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Fig. 3. Base curve modified for elevated temperature design relating the cross-section deformation capacity 𝜖𝑐𝑠𝑚,𝜃∕𝜖𝑦,𝜃 to the elevated temperature cross-section slenderness 𝜆𝑝,𝜃 .
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structures at elevated temperatures, the modelling of equivalent bow
imperfections in steel members is recommended in the application of
the proposed fire design approach. The equivalent geometric imperfec-
tions used in the proposed second-order inelastic analysis with strain
limits fire design approach are determined as

𝑒0 = 𝛼𝛽𝐿 ≥ 𝐿∕1000 with 𝛽 = 1
250

, (10)

where 𝛼 is the imperfection factor equal to 𝛼 = 0.65
√

235∕𝑓𝑦 from EN
993-1-2 [1], 𝛽 = 1∕250 is the reference bow imperfection and 𝐿 is
he member length; the lower bound to the equivalent imperfection 𝑒0
s defined as 1/1000 of the member length 𝐿 (i.e. 𝑒𝑜 = 𝐿∕1000) as
his is the maximum permissible geometric member imperfection (i.e.
ember out-of-straightness) provided in the European standard for the

xecution of steel structures EN 1090-2 [34]. Note that the reference
ow imperfection 𝛽 value of 1∕250 (i.e. 𝛽 = 1∕250) was determined
hrough calibration in this study for the design of steel structures in
ire, using the benchmark shell finite element models described in
ection 4.1. This value is smaller than 𝛽 = 1∕150 recommended in [35]
or the second-order inelastic analysis with strain limits room tempera-
ure structural steel design method since at elevated temperatures, the
nfluence of residual stresses on the behaviour is less pronounced.

.5. Design procedure

The procedure for fire design through second-order inelastic analy-
is with strain limits is shown in Fig. 4. A designer may opt for either
he (i) isothermal analysis or (ii) anisothermal analysis approach. In
he isothermal analysis approach, (i) initially, the temperature of the
teel column is increased to a predefined value which is represented by
he change of the stress–strain behaviour for the predefined elevated
emperature level and (ii) then, the loading is applied up to failure. On
he other hand, in the anisothermal analysis approach (also referred
o as the transient-state analysis method), (i) initially, the loading is
pplied to the member at room temperature up to a fixed level and
ii) then, the temperature is increased, which leads to changes in the
aterial behaviour as well as the development of thermal strains.
oundary conditions at the member ends may be (i) unrestrained where
5

the member is free to expand, (ii) axially restrained or (iii) axially and
rotationally restrained. In both isothermal and anisothermal analysis
techniques, the second-order inelastic analysis is performed using beam
finite elements with the modelling of the equivalent bow imperfections
calculated as described in Section 3.4. During the analysis, compressive
mechanical strains are monitored within the member to define the
load 𝐹𝑐𝑠𝑚,𝜃 or temperature 𝜃𝑐𝑠𝑚 at the increment where the strain limit
𝑐𝑠𝑚,𝜃 is attained. When the isothermal analysis is used, the capacity
f the column is defined as (i) the load at which the strain limit is
eached 𝐹𝑐𝑠𝑚,𝜃 or (ii) the peak load 𝐹𝑝𝑒𝑎𝑘,𝜃 observed during the analysis,
hichever comes first. On the other hand, in the anisothermal analysis
ethod, the limit temperature of the column 𝜃𝑅𝑑 is defined as (i) the

emperature at which the strain limit is reached 𝜃𝑐𝑠𝑚 or (ii) the critical
emperature 𝜃𝑐𝑟 where a steel column cannot carry the applied loading
s observed in the analysis, whichever occurs first. Although Fig. 4
hows the application of the proposed method to columns, a similar
rocedure is employed in the application of the proposed method to
tructural systems and frames where the second-order inelastic analysis
f a structural system or frame in fire is conducted using beam finite
lements. The strains in the structural system or frame are monitored
o determine the failure temperature or load as (i) the temperature or
oad at which the strain limit is attained or (ii) the critical temperature
r peak load observed during the advanced analysis, whichever occurs
irst. Research is currently underway to extend and illustrate the ap-
lication of the proposed fire design method to structural systems and
rames.

It is important to note that in the analyses of steel members and
ystems at elevated temperatures in the implementation of the proposed
ire design approach, the total strains 𝜖𝑡 within steel sections can be
xpressed as

𝑡 = 𝜖𝑚 + 𝜖𝜃 , (11)

n which 𝜖𝑚 are the mechanical strains and 𝜖𝜃 are the thermal strains; in
he proposed method, initial strains do not exist within cross-sections
ue to the consideration of residual stresses through equivalent geo-
etric imperfections and creep is implicitly incorporated into the EN
993-1-2 [1] elevated temperature material model given by Eq. (2)
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Fig. 4. Procedure for the design of steel columns through second-order inelastic analysis with strain limits at elevated temperatures.
Fig. 5. Response of axially restrained columns subject to anisothermal analysis conditions.
a

in line with the recommendations of [36]. In the application of the
proposed method, only the mechanical strains 𝜖𝑚 within structural steel
sections have to be monitored and checked against the CSM strain
limits 𝜖𝑐𝑠𝑚,𝜃 (i.e. 𝜖𝑚 ≤ 𝜖𝑐𝑠𝑚,𝜃) determined by Eqs. (8) and (9). The
rationale behind this is that (i) the modified CSM base curve given by
Eqs. (8) and (9) has been derived considering the mechanical strains
in steel sections from isothermal fire experiments and (ii) the stresses
within steel sections are directly dependent upon the mechanical strains
𝜖𝑚 in the finite element analyses of steel members and systems. The
thermal strains 𝜖𝜃 developing within steel members with increasing
temperatures are typically tensile strains and can be readily determined
 y

6

taking into consideration material thermal expansion coefficients and
elevated temperature levels. Finite element analysis software such as
Abaqus [37] readily provides mechanical strains 𝜖𝑚 and thermal strains
𝜖𝜃 within steel sections individually, thereby enabling the application
of the proposed method in a straightforward way.

Owing to their particular structural response, it is worthwhile dis-
cussing the behaviour of axially restrained steel columns analysed
through the anisothermal analysis technique in the application of the
proposed fire design method. The change in the internal force 𝑃 of an
xially restrained steel column analysed through the anisothermal anal-

sis technique is shown in Fig. 5, where (i) the buckling temperature
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𝜃𝑏 is defined as the temperature when the axial load in the column
reaches a maximum value 𝑃𝑚𝑎𝑥 (i.e. 𝑃 = 𝑃𝑚𝑎𝑥) and (ii) the failure
temperature 𝜃𝑓 is defined as the temperature at which the axial load in
the column returns to its original value prior to heating 𝑃𝑜 (i.e. 𝑃 = 𝑃𝑜)
after which the column cannot withstand the applied axial load 𝑃𝑜.

s can be seen in Fig. 5, two types of failure may occur during an
nisothermal analysis [38]: (i) Type I failure where the post-bucking
ehaviour is minimal or non-existent (𝜃𝑓 ≈ 𝜃𝑏) or (ii) Type II failure
ypically involving higher degrees of restraint causing the column to
xhibit a post-buckling response (𝜃𝑓 > 𝜃𝑏). In the application of the

proposed fire design method to axially restrained columns with the
anisothermal analysis technique, it is recommended to take the failure
temperature 𝜃𝑓 as the critical temperature 𝜃𝑐𝑟 in all cases and failure
modes (i.e. 𝜃𝑐𝑟 = 𝜃𝑓 ).

Finally, in the implementation of the proposed fire design method
in this study, the finite element analysis software Abaqus [37] was em-
ployed to perform the second-order inelastic analyses of steel columns,
using the two-noded shear deformable prismatic Timoshenko beam
elements B31OS and B31 for columns with I-sections and those with
square and rectangular hollow sections (SHS & RHS), respectively. It
should be emphasised that any other software package able to perform
second-order inelastic analysis with beam finite elements can also be
utilised in the application of the proposed fire design approach, pro-
vided that (i) the spread of plasticity through the cross-section depths
and along the member lengths is taken into account, (ii) the second-
order 𝑃 − 𝛥 and 𝑃 − 𝛿 effects are considered and (iii) the temperature
development can be modelled through the modification of the material
behaviour and the development of thermal strains. Structural analysis
software packages with these capabilities such as [39–41] are currently
available to the structural engineering profession in practice, thus
enabling the application of the proposed fire design approach.

4. Finite element modelling

This section describes the development and validation of the shell
finite element modelling approach adopted to simulate the behaviour
of steel columns at elevated temperatures in this paper. The validated
shell finite element models are used in the subsequent sections to verify
the proposed second-order inelastic analysis with strain limits fire
design approach and assess its accuracy against the design provisions
of EN 1993-1-2 [1].

4.1. Development of shell finite element models

The finite element analysis software Abaqus [37] was used to cre-
ate shell finite element models capable of replicating the structural
response of steel columns in fire. The four-noded general purpose
reduced integration shell element designated as S4R in the Abaqus
element library was utilised to create all the shell finite element models.
The Simpson integration method was employed with five integration
points through the thickness of an element. To accurately capture the
behaviour of columns, twelve S4R elements were used to model each
constituent plate of the cross-section, while the number of elements
in the longitudinal direction were defined such that an aspect ratio
of approximately unity was achieved. The Poisson’s ratio 𝜈 was taken
as 0.3 (i.e. 𝜈 = 0.3) in the elastic stress range, while it was defined
as 0.5 (i.e. 𝜈 = 0.5) in the plastic stress range [15,16]. To avoid
the overlapping of the flange and web plates in the finite element
models of steel columns with I-sections, the web nodes were offset by
half the flange thicknesses in accordance with [42]. The EN 1993-1-
2 [1] elevated temperature material model for carbon steel was used
in the finite element models in conjunction with the corresponding
material reduction factors as described in Section 3.1. The engineering
stress–strain curves were converted into true stress–strain curves and
then used in the finite element models. Member and local geometric
imperfections were directly modelled in the shell finite element models
7

by manually defining the shapes and incorporating specified imper-
fection magnitudes into the models. The member out-of-straightness
was modelled as a half-sine wave with a magnitude of 1∕1000 of the
member length 𝐿 at mid-height. A series of sinusoidal curves were
used to define local cross-section imperfections as shown in Fig. 6 (a)
and (b), adopting local buckling half-wavelengths 𝐿𝑏,𝑐𝑠 determined in
accordance with the method proposed in [43]. The local geometric
imperfection magnitudes 𝑒0 were taken as 1∕200 of the plate widths
(i.e. 𝑒0 = 𝑏∕200) in accordance with [15,19] and then applied to the
cross-section element with the lowest elastic critical buckling stress
𝜎𝑐𝑟; the local imperfection magnitude of the cross-section element
with the higher elastic buckling stress was defined such that the 90◦

angle at the plate junctions was retained. In this study, the residual
stresses were defined in the finite element models of steel columns
with hot-rolled and welded I-sections as shown in Fig. 7, adopting
the European Convention for Constructional Steelwork (ECCS) residual
stress patterns [44]. Note that 𝑓𝑦,235 is a fixed residual stress magnitude
for hot-rolled sections equal to 235 MPa regardless of the steel grade in
accordance with [44]. In the case of hot-rolled square hollow sections
(SHS) and rectangular hollow sections (RHS), residual stresses were not
explicitly modelled because of their negligible influence on ultimate
resistance [45].

Shell finite element models were analysed adopting both isothermal
and anisothermal analysis techniques, thereby verifying the proposed
fire design approach for both analysis methods. An isothermal analysis
was conducted using the following steps: (i) the application of the resid-
ual stresses at room temperature for the I-section models (for the SHS
& RHS models, this step is skipped), (ii) the incremental increase of the
temperature up to a predefined elevated temperature level resulting in
the development of thermal strains and the modification of the stress–
strain response and finally, (iii) the application of the axial compression
to the column up to failure; in the last step, the second-order inelastic
analysis was performed adopting the modified Riks method [47,48]
which allow the full load–displacement response to be traced including
the post-ultimate response. In the case of an anisothermal analysis, a
different technique was adopted. Prior to conducting an anisothermal
analysis, a heat transfer analysis was performed to determine the
temperature development within a steel column with respect to time
due to fire exposure. An ambient temperature increase was performed
using the standard ISO 834 temperature–time curve [1], resulting in
a uniform temperature development in the steel column. Properties
such as the specific heat, thermal conductivity and thermal expansion
were specified in accordance with EN 1993-1-2 [1]; the convective heat
transfer coefficient 𝛼𝑐 and emissivity factor 𝜖𝑚 were taken as 25 W/m2 K
and 0.7 as recommended in [1]. An anisothermal analysis was then per-
formed through the following steps: (i) the application of the residual
stresses at room temperature for the I-section models (for the SHS &
RHS models this step is skipped), (ii) the application of a predefined
axial load 𝑁𝐸𝑑 to the column at room temperature and finally, (iii)
the incremental application of a uniform temperature increase to the
column up to failure on the basis of the temperature–time relationship
obtained from a prior heat transfer analysis. The predefined axial load
𝑁𝐸𝑑 applied to a steel column in an anisothermal analysis is defined
taking into account a parameter referred to as the axial load intensity
𝛼𝑁 which is equal to the ratio of the applied axial load 𝑁𝐸𝑑 to the room
temperature design buckling resistance 𝑁𝑏,𝑅𝑑 determined in accordance
with the European room temperature structural steel design standard
EN 1993-1-1 [20] (i.e. 𝛼𝑁 = 𝑁𝐸𝑑∕𝑁𝑏,𝑅𝑑).

To prevent localised yielding and buckling at the end supports
and load application points, all the nodes at the end sections were
constrained to the reference nodes located at the centroids of the end
sections through kinematic coupling constraints, where the boundary
conditions were defined and the loading was applied. In Fig. 8, the
boundary conditions for the axially and rotationally unrestrained, axi-
ally restrained and axially and rotationally restrained I-section columns
undergoing minor axis flexural buckling in fire are displayed, where 𝛥
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Fig. 6. Local geometric imperfections used within shell finite element models.

Fig. 7. ECCS residual stress patterns [44] used in the shell finite element models.
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Fig. 8. Support conditions adopted for unrestrained and restrained I-section columns undergoing minor axis flexural buckling in fire.
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Fig. 9. Comparison between axial load versus end-shortening paths from the Pauli
t al. [46] isothermal fire test and shell and beam finite element models for a hot-rolled
EA 100 column.

nd 𝜑 are the translation and rotation with respect to the corresponding
xis respectively, 𝑘𝛥 is the axial spring stiffness of the translational
pring used to define the level of axial restraint and 𝑘𝜑 is the rotational
pring stiffness of the rotational springs employed to define the level of
otational restraints at the supports about the buckling axis. The same
oundary conditions were also adopted for the SHS & RHS columns
nd I-section columns undergoing major axis buckling, defining the
otational stiffnesses with respect to the corresponding buckling axis.
n addition to the boundary conditions shown in Fig. 8, the lateral
ranslations in the out-of-plane direction were also suppressed at the
eb-to-flange junctions along the lengths of members for the RHS
nd I-section columns undergoing major axis flexural buckling so that
he major axis flexural buckling mode is induced. Spring stiffnesses
ere specified using an axial restraint stiffness ratio 𝛼𝛥 and rotational

estraint stiffness ratio 𝛼𝜑 defined in Eqs. (12) and (13) as

𝛥 =
𝑘𝛥

𝐸𝐴𝑐∕𝐿
, (12)

𝜑 =
𝑘𝜑

4𝐸𝐼𝑐∕𝐿
, (13)

here 𝑘𝛥 is the axial spring stiffness, 𝑘𝜑 is the rotational spring stiff-
ess, 𝐿 is the column length, 𝐴𝑐 is the cross-section area of the column
nd 𝐼𝑐 is the second-moment of area of the column cross-section about
he buckling axis.
 m

9

.2. Validation of shell finite element models

Results from fire tests on steel columns from the literature were
sed to validate the shell finite element models used in this paper.
he geometric and material properties, support conditions and the

mperfection magnitudes of the specimens reported in the considered
xperimental studies were used within the models. Where the complete
tress–strain material response of a specimen was not provided, the
N 1993-1-2 [1] material model was adopted. Similarly, where the
eometric imperfections were not directly measured, the imperfection
agnitudes described in Section 4.1 were used. It should be noted that

he finite element modelling approach adopted in this paper has also
een extensively validated previously in [30,42,49–52].

.2.1. Validation against isothermal experiments carried out on I-section
nd SHS and RHS columns and stub columns

Pauli et al. [46] and Wang et al. [53] performed fire experiments
n I-section steel columns and stub columns adopting the isothermal
esting method where the specimens were first heated up to predefined
emperature levels and then loaded up to failure. In [46], the tests were
arried out on hot-rolled HEA 100 columns and stub columns at 400
C, 550 ◦C and 700 ◦C, while the fire experiments were conducted
n welded I-section columns at 450 ◦C and 650 ◦C in [53]. The
CCS [44] residual stress pattern for welded I-sections was used in
he finite element models of the welded columns tested in [53]. The
ltimate axial load carrying capacities of the columns observed in
he experiments 𝑁𝑢,𝑡𝑒𝑠𝑡 and those determined through the shell finite
lement models 𝑁𝑢,𝐹𝐸 are compared in Tables 2 and 3, where 𝐿 is
he specimen length and 𝜃 is the temperature level. As can be seen
n Tables 2 and 3, there is a good agreement between the ultimate
apacity predictions observed in the experiments and those obtained
rom the numerical models, indicating the capability of the adopted
hell finite element approach in replicating the structural response of
-section columns and stub columns in fire.

The experimental programme of Pauli et al. [46] included the
sothermal fire testing of grade S355 hot-rolled SHS and RHS columns
nd stub columns which were also used for the validation of the finite
lement modelling approach adopted for hollow section columns. Ta-
le 4 shows the ultimate axial load carrying capacities observed during
he experiments 𝑁𝑢,𝑡𝑒𝑠𝑡 and those obtained from the finite element
odels 𝑁𝑢,𝐹𝐸 . As can be seen from the table, the shell finite element
odels provide ultimate load capacities close to those observed in the

xperiments of [46] on hollow section columns and stub columns in
ire, which highlights the shell finite element models are able to mimic
he structural response of hollow section steel columns in fire.

Additionally, Fig. 9 shows the load–displacement path of an HEA
00 column from the Pauli et al. [46] experiments as well as the load–
isplacement paths obtained using the benchmark shell finite element

odel and beam finite element model of the steel column created
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Table 2
Comparison of the ultimate resistances of I-section steel columns obtained from the shell finite element models against those observed in the
fire experiments of Pauli et al. [46].

Test Specimen Buckling axis 𝐿 (m) 𝜃 (◦C) 𝑁𝑢,𝑡𝑒𝑠𝑡 (kN) 𝑁𝑢,𝐹𝐸 (kN) 𝑁𝑢,𝐹𝐸∕𝑁𝑢,𝑡𝑒𝑠𝑡

HEA100_Stub_400C S19 – 0.34 400 996 894 0.90
HEA100_Stub_550C S13 – 0.34 550 511 431 0.84
HEA100_Stub_700C S22 – 0.34 700 162 154 0.95
HEA100_M_400C_z0 M02 z 0.85 400 646 610 0.94
HEA100_M_550C_z0 M03 z 0.85 550 405 365 0.90
HEA100_SL_400C_y0 L08 y 1.88 400 608 555 0.91
HEA100_SL_400C_z0 L016 z 1.88 400 466 415 0.89
HEA100_SL_550C_y0 L07 y 1.88 550 395 346 0.87
HEA100_SL_550C_z0 L011 z 1.88 550 297 262 0.88
HEA100_SL_700C_y0 L01 y 1.88 700 152 139 0.91
HEA100_SL_700C_z0 L012 z 1.88 700 128 111 0.86

Average 0.90
COV 0.034
Table 3
Comparison of the ultimate resistances of I-section steel columns obtained from the shell finite element models against those observed in the
fire experiments of Wang et al. [53].

Section Grade 𝐿 (m) 𝜃 (◦C) 𝑁𝑢,𝑡𝑒𝑠𝑡 (kN) 𝑁𝑢,𝐹𝐸 (kN) 𝑁𝑢,𝐹𝐸∕𝑁𝑢,𝑡𝑒𝑠𝑡

I-250 × 250 × 6 × 8 Q235 1.70 450 930 886 0.95
I-250 × 250 × 6 × 8 Q235 1.70 650 295 298 1.01
I-316 × 200 × 6 × 8 Q235 1.70 450 830 817 0.98
I-316 × 200 × 6 × 8 Q235 1.70 650 280 279 0.99
I-250 × 220 × 8 × 8 Q460 1.70 450 1640 1665 1.02
I-250 × 220 × 8 × 8 Q460 1.70 650 430 454 1.06
I-336 × 160 × 8 × 8 Q460 1.70 450 1450 1185 0.82
I-336 × 160 × 8 × 8 Q460 1.70 650 430 415 0.96

Average 0.97
COV 0.068
Table 4
Comparison of the ultimate resistances of hollow section steel columns obtained from the shell finite element models against those observed in
the fire experiments of Pauli et al. [46].

Test Specimen Buckling axis 𝐿 (m) 𝜃 (◦C) 𝑁𝑢,𝑡𝑒𝑠𝑡 (kN) 𝑁𝑢,𝐹𝐸 (kN) 𝑁𝑢,𝐹𝐸∕𝑁𝑢,𝑡𝑒𝑠𝑡

SHS160_Stub_400C S3 – 0.52 400 795 740 0.93
SHS160_Stub_550C S6 – 0.52 550 468 435 0.93
SHS160_Stub_700C S5 – 0.52 700 138 119 0.86
SHS160_SL_400C L2 – 1.88 400 760 665 0.88
SHS160_SL_550C L5 – 1.88 550 467 406 0.87
SHS160_SL_700C L6 – 1.88 700 130 109 0.84
RHS120_Stub_400C S02 – 0.34 400 408 363 0.89
RHS120_Stub_550C S03 – 0.34 550 257 221 0.86
RHS120_Stub_700C S06 – 0.34 700 74 70 0.94
RHS120_SL_400C_z0 L08 z 1.88 400 242 193 0.80
RHS120_SL_550C_z0 L10 z 1.88 550 186 159 0.85
RHS120_SL_700C_z0 L05 z 1.88 700 71 69 0.97

Average 0.88
COV 0.054
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in this study. The load–displacement path from beam finite element
analysis using a linear elastic material response is also included in the
figure. As can be seen from Fig. 9, the significant difference between
the load–displacement paths obtained through the materially nonlinear
and linear beam finite element analyses clearly demonstrates the im-
portance of the consideration of the material nonlinearity. Fig. 9 also
shows that the experimental and numerical load–displacement paths
obtained through the shell and beam finite element models match well,
thereby verifying the accuracy of the finite element models in capturing
the structural response of steel columns at elevated temperatures.

4.2.2. Validation against anisothermal experiments carried out on unre-
strained and restrained I-section columns

The anisothermal fire tests conducted by Dumont et al. [54] on hot-
rolled and welded I-section steel columns are used to validate the shell
finite element modelling approach adopted in this study with the aim
of ensuring its accuracy when the anisothermal analysis approach is
adopted. In the anisothermal fire tests of Dumont et al. [54], the speci-
mens were first subjected to axial loading and then heated up to failure;
 a

10
the experimental programme involved the eccentric axial loading of the
columns with simply-supported end conditions, which facilitated either
major or minor axis flexural buckling. Table 5 shows the comparisons
of the critical temperatures observed in the experiments 𝜃𝑐𝑟,𝑡𝑒𝑠𝑡 and
those determined by the shell finite element models 𝜃𝑐𝑟,𝐹𝐸 . As can be
een from Table 5, there is a good correlation between the critical
emperatures observed in the experiments and those obtained from the
hell finite element models, verifying the accuracy of the shell finite
lement models in replicating the behaviour of I-section steel columns
n fire under the anisothermal testing conditions.

Finally, to validate the adopted shell finite element modelling ap-
roach for the case of the anisothermal analysis of restrained members,
he Correia and Rodrigues [55] anisothermal tests on axially and
otationally restrained I-section steel columns were used. Heat transfer
nalyses using the standard ISO 834 temperature–time curve [1] were
erformed for the Correia and Rodrigues [55] tests as the temperature
evelopment within all the columns was not reported in [55]. The
xial load intensities of the specimens 𝛼𝑁 calculated as the ratio of the
pplied load 𝑁 to the room temperature design buckling resistance
𝐸𝑑
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Table 5
Comparison of the critical temperatures of I-section steel columns obtained from the shell finite element models against those observed in the
fire experiments of Dumont et al. [54].

Section Type 𝐿 (m) Buckling axis 𝜃𝑐𝑟,𝑡𝑒𝑠𝑡 (◦C) 𝜃𝑐𝑟,𝐹𝐸 (◦C) 𝜃𝑐𝑟,𝐹𝐸∕𝜃𝑐𝑟,𝑡𝑒𝑠𝑡
IPE240A Hot-rolled 2.70 z 610 597 0.98
450 × 150 × 5 × 4 Welded 2.70 z 608 580 0.95
450 × 150 × 5 × 4 Welded 2.70 z 452 408 0.90
360 × 150 × 5 × 4 Welded 2.70 y 509 523 1.03
360 × 150 × 5 × 4 Welded 2.70 y 530 532 1.00
HE340AA Hot-rolled 2.70 y 623 613 0.98

Average 0.98
COV 0.040
Table 6
Parameters used in the investigation of the accuracy of the proposed design approach for steel columns analysed adopting the isothermal analysis method.

Cross-sections and loading conditions Cross-section slenderness 𝜆𝑝,𝜃 Member slenderness 𝜆𝜃 Temperature 𝜃 (◦C)

0.2–1.1 0.5, 1.0, 1.5 300, 500, 700
c
t

𝑁𝑏,𝑅𝑑 according to EN 1993-1-1 [20] (i.e. 𝛼𝑁 = 𝑁𝐸𝑑∕𝑁𝑏,𝑅𝑑) were equal
to 30% and 70% (i.e. 𝛼𝑁 = 0.30 and 0.70). Different axial restraint
ratios 𝛼𝛥 equal to the ratio of the axial restraint stiffness 𝑘𝛥 to the axial
stiffness of the column 𝐸𝐴𝑐∕𝐿 (i.e. 𝛼𝛥 = 𝑘𝛥∕(𝐸𝐴𝑐∕𝐿)) were adopted in
the experiments, ranging from 0.035 to 0.473 (i.e. 𝛼𝛥 = 0.035 − 0.473).
In addition to the axial restraints, the Correia and Rodrigues [55]
experiments included rotational restraints at the column ends based on
the rotational stiffness of the structure surrounding the column. Fig. 10
shows the comparison of the axial displacement–temperature paths of
the columns with HEA 200 and HEA 160 sections from the Correia and
Rodrigues [55] experiments and those obtained from the finite element
models. As can be seen from the figure, the experimental and numerical
displacement versus temperature paths are very close, verifying the
accuracy of the shell finite element models in mimicking the structural
response of axially and rotationally restrained steel columns in fire in
anisothermal testing conditions.

5. Assessment of the accuracy of the proposed design method

In this section, the accuracy of the proposed second-order inelas-
tic analysis with strain limits fire design approach is assessed using
the benchmark structural performance data generated through the
validated shell finite element models. Design predictions from the
simplified calculation models of EN 1993-1-2 [1] are also presented to
demonstrate the significant advantages of the proposed method relative
to traditional fire design.

5.1. Members subjected to compression analysed using the isothermal anal-
ysis method

The accuracy of the proposed method is assessed in this subsection
for the fire design of steel columns analysed adopting the isothermal
analysis method. The considered parameters in the verification of the
proposed design approach when applied through the isothermal analy-
sis technique are summarised in Table 6. An extensive parametric study
is carried out considering (i) three cross-section types: I-sections, square
and rectangular hollow sections (SHS & RHS); (ii) major and minor
axis flexural buckling; (iii) hot-rolled and welded sections; (iv) elevated
11
temperature cross-section slenderness 𝜆𝑝,𝜃 values ranging between 0.2
and 1.1 which comprises Class 1 to Class 4 cross-sections; (v) three
elevated temperature levels of 300 ◦C, 500 ◦C and 700 ◦C and (vi)
three elevated temperature column slenderness 𝜆𝜃 values equal to 0.5,
1.0 and 1.5 (i.e. 𝜆𝜃 = 0.5, 1.0, 1.5) where 𝜆𝜃 is calculated as

𝜆𝜃 = 𝜆

√

𝑘𝑦,𝜃
𝑘𝐸,𝜃

=

√

𝐴𝑓𝑦
𝑁𝑐𝑟

√

𝑘𝑦,𝜃
𝑘𝐸,𝜃

, (14)

in which 𝑁𝑐𝑟 is the room temperature elastic critical flexural buckling
load determined considering the corresponding buckling axis. Keeping
the cross-section depths ℎ and widths 𝑏 constant for all the considered
I-sections, SHS and RHS, the plate thicknesses of the cross-section
elements were changed to obtain different cross-section slendernesses
𝜆𝑝,𝜃 ranging between 0.2 and 1.1 (i.e. 0.2 < 𝜆𝑝,𝜃 < 1.1). The flange
and web thicknesses of the I-sections were selected such that the plate
slendernesses of the web plates 𝜆𝑝,𝑤 and flange plates 𝜆𝑝,𝑓 determined
onsidering them individually with simply-supported boundary condi-
ions were essentially identical (i.e. 𝜆𝑝,𝑤 = 𝜆𝑝,𝑓 ), thereby considering

the most critical local buckling scenario for the I-sections with the
most limited interactions between the cross-section elements. This was,
of course, also the case for the columns with SHS which represented
the most critical local buckling scenario for hollow sections. The steel
grade was taken as grade S355 in the numerical simulations. Note that
the proposed method will be further extended in the future to cover
the fire design of high strength steel columns and steel columns with
monosymmetric and unsymmetric sections.

Figs. 11–14 show the accuracy of the proposed fire design method
against the benchmark capacity predictions determined through the
shell finite element models for hot-rolled and welded I-section columns,
RHS columns and SHS columns where 𝜆𝑦,𝜃 and 𝜆𝑧,𝜃 are the elevated
temperature column slendernesses for major and minor axis flexural
buckling respectively. In the figures, the design resistance predictions
obtained from the shell finite element models and the proposed method
𝑁𝑅𝑑,𝜃 are normalised by the elevated temperature 0.2% proof strength
𝑓𝑝0.2,𝜃 multiplied by the cross-sectional area of the column 𝐴 (i.e.
𝑁𝑅𝑑,𝜃∕(𝐴𝑓𝑝0.2,𝜃)) and shown for different elevated temperature cross-
section slendernesses 𝜆𝑝,𝜃 . In the ultimate strength predictions deter-
mined through the proposed second-order inelastic analysis with strain



H. Murtaza and M. Kucukler Thin-Walled Structures 184 (2023) 110458

H

v
s

t
t
𝑁
s
a
m
1
t
C
m
r
s
c
(
c
t
p
f
r

Fig. 10. Comparison between the end-shortening versus temperature paths from Correia and Rodrigues [55] anisothermal fire tests and shell finite element models for hot-rolled
EA section columns.
Table 7
Capacity predictions achieved using the proposed method and EN 1993-1-2 [1] compared with benchmark shell finite element model predictions for hot-rolled and welded steel
columns at elevated temperatures analysed using the isothermal analysis method.

Section 𝜃 (◦C) N 𝑁𝑅𝑑,𝜃,𝑠ℎ𝑒𝑙𝑙∕𝑁𝑅𝑑,𝜃,𝐸𝐶3 𝑁𝑅𝑑,𝜃,𝑠ℎ𝑒𝑙𝑙∕𝑁𝑅𝑑,𝜃,𝑝𝑟𝑜𝑝

Mean CoV Max Min Mean CoV Max Min

I (hot-rolled)

300,500,700

324 1.27 0.271 2.12 0.82 1.08 0.045 1.24 0.93
I (welded) 162 1.20 0.245 2.04 0.82 1.05 0.049 1.17 0.92
SHS 81 1.26 0.277 2.03 0.78 1.04 0.049 1.13 0.90
RHS 162 1.25 0.256 2.01 0.83 1.05 0.045 1.21 0.93

Total 729 1.25 0.264 2.12 0.78 1.06 0.048 1.24 0.90
5
a

i
a
c
p
a
a

limits fire design approach shown in Figs. 11–14, a distinction is made
between the columns (i) for which the peak load governed and (ii)
for those with more slender cross-sections where the strain limits were
attained prior to the peak load. Typically, the peak load governs for the
columns with low cross-section slendernesses 𝜆𝑝,𝜃 and/or high member
slendernesses 𝜆𝜃 . Figs. 11–14 show that the proposed method provides
ery accurate and safe capacity predictions for I-section, SHS and RHS
teel columns in fire.

In Table 7, the ratios of the ultimate resistance predictions ob-
ained from the benchmark shell finite element models 𝑁𝑅𝑑,𝜃,𝑠ℎ𝑒𝑙𝑙 to
hose determined using the proposed method 𝑁𝑅𝑑,𝜃,𝑝𝑟𝑜𝑝 (i.e. 𝑁𝑅𝑑,𝜃,𝑠ℎ𝑒𝑙𝑙∕

𝑅𝑑,𝜃,𝑝𝑟𝑜𝑝) are shown for all the considered hot-rolled and welded I-
ection, SHS and RHS steel columns analysed using the isothermal
nalysis technique; the ratios of the benchmark shell finite element
odel capacity predictions 𝑁𝑅𝑑,𝜃,𝑠ℎ𝑒𝑙𝑙 to those determined through EN
993-1-2 [1] 𝑁𝑅𝑑,𝜃,𝐸𝐶3 (i.e. 𝑁𝑅𝑑,𝜃,𝑠ℎ𝑒𝑙𝑙∕𝑁𝑅𝑑,𝜃,𝐸𝐶3) are also displayed in
he table. In the table, N refers to the number of considered columns.
omparing the average, coefficient of variation (CoV), maximum and
inimum values of the 𝑁𝑅𝑑,𝜃,𝑠ℎ𝑒𝑙𝑙∕𝑁𝑅𝑑,𝜃,𝑝𝑟𝑜𝑝 and 𝑁𝑅𝑑,𝜃,𝑠ℎ𝑒𝑙𝑙∕𝑁𝑅𝑑,𝜃,𝐸𝐶3

atios in Table 7, it is clear that the proposed method (i) results in
ignificantly more accurate and consistent design predictions for steel
olumns at elevated temperatures compared to EN 1993-1-2 [1] and
ii) consistently yields safe-sided predictions for the capacity of steel
olumns analysed adopting the isothermal analysis method. In Fig. 15,
he accuracy of the proposed design approach against that of the sim-
lified calculation model of EN 1993-1-2 is also graphically illustrated,
rom which the significantly higher accuracy of the proposed method
elative to EN 1993-1-2 [1] can also be observed.
12
.2. Members subjected to compression analysed using the anisothermal
nalysis method

In this section, the accuracy of the proposed fire design approach
s investigated for steel columns at elevated temperatures analysed
dopting the anisothermal analysis method. Table 8 summarises the
onsidered parameters. A total of 323 anisothermal analyses were
erformed considering (i) three cross-section types: I-sections, square
nd rectangular hollow sections (SHS & RHS); (ii) major and minor
xis flexural buckling; (iii) the room temperature column slendernesses

𝜆 of 0.5, 1.0 and 1.5; (iv) the axial load intensities 𝛼𝑁 of 0.25, 0.50
and 0.75 (i.e. 𝛼𝑁 = 𝑁𝐸𝑑∕𝑁𝑏,𝑅𝑑 = 0.25, 0.50 and 0.75 where 𝑁𝑏,𝑅𝑑
is the room temperature column strength determined according to EN
1993-1-1 [20]); (v) axially and rotationally unrestrained columns; (vi)
axially restrained columns with axial restraint ratios 𝛼𝛥 of 0.02, 0.05
and 0.10 (i.e. 𝛼𝛥 = 𝑘𝛥∕(𝐸𝐴𝑐∕𝐿) = 0.02, 0.05 and 0.10) and (vii) axially
and rotationally restrained columns with a rotational restraint ratio 𝛼𝜑
equal to 0.50 (i.e. 𝛼𝜑 = 𝑘𝜑∕(4𝐸𝐼𝑐∕𝐿) = 0.50) and axial restraint ratios
𝛼𝛥 of 0.02, 0.05 and 0.10 (i.e. 𝛼𝛥 = 𝑘𝛥∕(𝐸𝐴𝑐∕𝐿) = 0.02, 0.05 and 0.10).
In the application of the proposed design approach, the temperatures
of the columns were linearly increased in the second-order inelastic
analyses of the beam finite element models. Axial restraint ratios 𝛼𝛥 =
𝑘𝛥∕(𝐸𝐴𝑐∕𝐿) and rotational restraint ratios 𝛼𝜑 = 𝑘𝜑∕(4𝐸𝐼𝑐∕𝐿) as well
as the axial load intensities 𝛼𝑁 = 𝑁𝐸𝑑∕𝑁𝑏,𝑅𝑑 were selected based
on typical values used in previous studies [38,57]. Figs. 16 and 17
show comparisons of the limit temperatures obtained from the shell
finite element models against those determined using the proposed fire
design method for uniformly heated steel columns without and with
axial and rotational end restraints respectively. Note that since shell
finite element models are able to explicitly consider the influence of
local buckling effects unlike beam finite element models used in the
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Fig. 11. Capacity predictions achieved using the proposed method and shell finite element models for hot-rolled I-section steel columns analysed adopting the isothermal analysis
pproach.
pplication of the proposed design approach, the critical temperatures
t which the columns are no longer able to carry the applied loads are
aken as the benchmark limit temperatures from the shell finite element
odels. As can be seen from Figs. 16 and 17, the limit temperature
redictions obtained through the proposed method applied using the
teps described in Section 3.5 agree well with the benchmark results
btained from the shell finite element models. Note that a range of

= 𝑁 ∕𝑁 values are used in Figs. 16 and 17 in addition to the
𝑁 𝐸𝑑 𝑏,𝑅𝑑

13
𝛼𝑁 values considered in the parametric studies (see Table 8) to show
the changes of the column limit temperatures 𝜃𝑅𝑑 with the change of
the room temperature cross-section slendernesses 𝜆𝑝 of the columns.

Fig. 18 shows the development of the mechanical strain and internal
axial force within a steel column which is fully fixed at both ends
(i.e. fully restrained against translations and rotations) where only
the temperature of the column is increased. The development of the
maximum mechanical axial strain at the critical section derived in
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Fig. 12. Capacity predictions achieved using the proposed method and shell finite element models for welded I-section steel columns analysed adopting the isothermal analysis
approach.
accordance with the proposed method using second-order inelastic
beam finite element analysis is illustrated in Fig. 18(a) in conjunction
with the temperature at which the strain limit specified according
to the proposed method is attained 𝜃𝑐𝑠𝑚, while Fig. 18(b) shows the
development of the internal axial force within the column based on
the analysis performed using the benchmark shell finite element model.
Note that the critical cross-section is the cross-section where the maxi-
mum strain is observed in the column. It can be seen from Fig. 18 that
14
the temperature at which the strain limit is reached 𝜃𝑐𝑠𝑚 corresponds
well with the peak axial force in the column whereupon the local
buckling occurs which was determined by means of the benchmark
shell finite element model of the column. This further demonstrates
the capability of the proposed method in predicting the local buckling
temperatures within restrained columns. Note that in the fire design of
steel columns with significantly high axial end-restraint stiffnesses by
the proposed method, the critical temperature 𝜃 at which the column
𝑐𝑟
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Fig. 13. Capacity predictions achieved using the proposed method and shell finite element models for hot-rolled steel RHS columns analysed adopting the isothermal analysis
approach.
is no longer able to carry the applied load may occur at a higher
temperature than the temperature at which the strain limit is achieved
𝜃𝑐𝑠𝑚 (i.e. the local buckling temperature) due to the extensive post-
buckling response; for such cases, the proposed method conservatively
takes the limit temperature 𝜃𝑅𝑑 as the temperature at which the strain
limit is attained 𝜃𝑐𝑠𝑚 (i.e. the local buckling temperature). However,
since the axial end-restraint stiffnesses are typically less than 10% of
the axial stiffnesses of steel columns in realistic structures [38,58,59],
15
which has been covered in the parametric studies in this paper as
shown in Table 8, the proposed fire design approach leads to quite
accurate limit temperature 𝜃𝑅𝑑 predictions for restrained steel columns
at elevated temperatures as shown in Fig. 17.

In Fig. 19(a), the axial displacement versus temperature response
of the HE340AA column from the Dumont et al. [54] fire experiments
described in Section 4.2 is compared against (i) the axial displacement
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Fig. 14. Capacity predictions achieved using the proposed method and shell finite element models for hot-rolled steel SHS columns analysed adopting the isothermal analysis
approach.

Fig. 15. Comparison of the accuracy of the proposed method against EN 1993-1-2 [1] for steel columns analysed adopting the isothermal analysis approach.

16
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Table 8
Parameters used in the investigation of the accuracy of the proposed design approach for steel columns analysed adopting the anisothermal analysis
approach.

End restraint types & stiffnesses, cross-sections and loading conditions Axial load intensity 𝛼𝑁 Member slenderness 𝜆

0.25, 0.50, 0.75 0.5, 1.0, 1.5
Table 9
Comparison of the critical temperature predictions obtained through the proposed method and EN 1993-1-2 [1] against those determined through the benchmark shell finite
element models for steel columns at elevated temperatures analysed adopting the anisothermal analysis technique.

Section Boundary conditions N 𝜃𝑅𝑑,𝑠ℎ𝑒𝑙𝑙∕𝜃𝑅𝑑,𝐸𝐶3 𝜃𝑅𝑑,𝑠ℎ𝑒𝑙𝑙∕𝜃𝑅𝑑,𝑝𝑟𝑜𝑝
Mean CoV Max Min Mean CoV Max Min

I (ℎ∕𝑏 = 1.0)
Unrestrained 24 1.15 0.190 1.68 0.89 1.08 0.109 1.43 0.99
Axially restrained 64 0.90 0.228 1.48 0.46 1.07 0.066 1.27 0.97
Axially & Rotationally restrained 64 1.15 0.182 1.65 0.87 1.13 0.126 1.78 1.01

I (ℎ∕𝑏 = 2.0)
Unrestrained 24 1.24 0.221 1.82 0.88 1.10 0.109 1.41 1.00
Axially restrained 54 0.96 0.222 1.48 0.57 1.11 0.102 1.62 1.01
Axially & Rotationally restrained 54 1.25 0.203 1.65 0.71 1.13 0.132 1.81 0.99

SHS Unrestrained 15 0.95 0.102 1.20 0.78 1.05 0.051 1.16 0.92
RHS Unrestrained 24 0.95 0.116 1.15 0.61 1.04 0.048 1.17 0.94

Total 323 1.08 0.239 1.82 0.46 1.10 0.109 1.81 0.92
𝜃
t
o
a
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Table 10
Reliability of the proposed method and EN 1993-1-2 [1] for the assessment of steel
columns in fire on the basis of the reliability criteria defined by Kruppa [56].

Analysis type Criterion 1 Criterion 2 Criterion 3

Proposed design method Isothermal 0.00 9.74 −5.54
Anisothermal 0.00 2.17 −8.16

EN 1993-1-2 [1] Isothermal 6.31a 33.88a −14.53
Anisothermal 16.72a 44.89a −1.69

aIndicates the corresponding criterion has been violated.

versus temperature response determined through the proposed ap-
proach using second-order inelastic analysis with beam finite elements
and (ii) the numerical axial displacement versus temperature response
determined in [54] for the tested Class 4 HE340AA steel column. Note
that the numerical axial deformation versus temperature response was
determined in [54] using the computer software SAFIR [41] where
shell finite elements were employed to create the numerical model.
According to the proposed method, the failure occurs at a temperature
of 620.96 ◦C when the strain limit is attained as shown in Fig. 19(b)
(i.e. 𝜃𝑅𝑑 = 𝜃𝑐𝑠𝑚 = 620.96 ◦C). As shown in Fig. 19(a), the failure
emperatures obtained from the physical experiment 𝜃𝑡𝑒𝑠𝑡 and shell
inite element model 𝜃𝑠ℎ𝑒𝑙𝑙 of Dumont et al. [54] are 623.81 ◦C and
31.44 ◦C, respectively (i.e. 𝜃𝑡𝑒𝑠𝑡 = 623.81 ◦C and 𝜃𝑠ℎ𝑒𝑙𝑙 = 631.44 ◦C).

The good agreement between the limit temperature 𝜃𝑅𝑑 determined

through the proposed method and the experimental 𝜃𝑡𝑒𝑠𝑡 and numerical

17
𝜃𝑠ℎ𝑒𝑙𝑙 failure temperatures shown in Fig. 19(a) from Dumont et al. [54]
further verify the accuracy of the proposed fire design approach in
predicting the structural response of steel columns in fire.

Table 9 illustrates the ratios of the limit temperatures from the shell
finite element models 𝜃𝑅𝑑,𝑠ℎ𝑒𝑙𝑙 to those achieved using the proposed
design method 𝜃𝑅𝑑,𝑝𝑟𝑜𝑝 (i.e. 𝜃𝑅𝑑,𝑠ℎ𝑒𝑙𝑙 ∕𝜃𝑅𝑑,𝑝𝑟𝑜𝑝) and EN 1993-1-2 [1]
𝜃𝑅𝑑,𝐸𝐶3 (i.e. 𝜃𝑅𝑑,𝑠ℎ𝑒𝑙𝑙∕𝜃𝑅𝑑,𝐸𝐶3) for uniformly heated steel columns with
and without axial and rotational end restraints. Fig. 20 also shows
the ratios of the limit temperature predictions from the shell finite
element models 𝜃𝑅𝑑,𝑠ℎ𝑒𝑙𝑙 to those achieved using the proposed design
method 𝜃𝑅𝑑,𝑝𝑟𝑜𝑝 (i.e. 𝜃𝑅𝑑,𝑠ℎ𝑒𝑙𝑙∕𝜃𝑅𝑑,𝑝𝑟𝑜𝑝) and EN 1993-1-2 [1] 𝜃𝑅𝑑,𝐸𝐶3 (i.e.
𝑅𝑑,𝑠ℎ𝑒𝑙𝑙∕𝜃𝑅𝑑,𝐸𝐶3) for all the considered steel columns analysed through
he anisothermal analysis technique. Note that in the determination
f the limit temperatures through EN 1993-1-2 [1] 𝜃𝑅𝑑,𝐸𝐶3, an iter-
tive approach was adopted by calculating the column strengths at
ifferent temperature values through the formulae provided in Sec-
ion 2; the temperature value providing the ultimate column resistance
𝑏,𝑓 𝑖,𝑅𝑑 equal to the applied axial load 𝑁𝐸𝑑 (i.e. 𝑁𝑏,𝑓 𝑖,𝑅𝑑 = 𝑁𝐸𝑑)

was assumed as the critical temperature according to EN 1993-1-2 [1]
𝜃𝑅𝑑,𝐸𝐶3. The 𝜃𝑅𝑑,𝑠ℎ𝑒𝑙𝑙∕𝜃𝑅𝑑,𝑝𝑟𝑜𝑝 and 𝜃𝑅𝑑,𝑠ℎ𝑒𝑙𝑙∕𝜃𝑅𝑑,𝐸𝐶3 ratios in Table 9
and Fig. 20 verify that the proposed method provides safe capacity
predictions for the columns analysed using the anisothermal approach
which are both more accurate and consistent than the EN 1993-1-2 [1]
design predictions. Moreover, the results demonstrate that the proposed
method is capable of predicting the behaviour of columns with complex
conditions such as end-restraints which are typically neglected in the
simplified calculation model of EN 1993-1-2 [1].
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Fig. 16. Capacity predictions of the proposed method and benchmark shell finite element models for steel columns analysed adopting the anisothermal analysis technique.
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.3. Reliability analysis

The reliability of the proposed design method and that of the EN
993-1-2 [1] simplified calculation model for the fire design of steel
olumns is assessed in Table 10 adopting the three reliability criteria
roposed by Kruppa [56] for the methods developed for the fire design
f steel elements. Note that in the table, the reliability of the pro-
osed method and the simplified calculation model of EN 1993-1-2 [1]
s assessed for the isothermal and anisothermal analysis techniques
eparately, considering all the parameters taken into account in the nu-
erical parametric studies as set out in Sections 5.1 and 5.2. Criterion
of Kruppa [56] states that none of the capacity predictions of a design
ethod 𝑅𝑚𝑒𝑡ℎ𝑜𝑑 should exceed the predictions achieved using the GM-

NIA of finite element models 𝑅𝐺𝑀𝑁𝐼𝐴 by more than 15% (i.e. (𝑅𝑚𝑒𝑡ℎ𝑜𝑑−
𝑅𝐺𝑀𝑁𝐼𝐴)∕𝑅𝐺𝑀𝑁𝐼𝐴 ≤ 15%). Criterion 2 of Kruppa [56] states that less
han 20% of the design predictions should be on the unsafe side (i.e.
𝑢𝑚(𝑅𝑚𝑒𝑡ℎ𝑜𝑑 > 𝑅𝐺𝑀𝑁𝐼𝐴)∕𝑛𝑢𝑚(𝑅𝐺𝑀𝑁𝐼𝐴) ≤ 20%). Finally, Criterion 3 of

Kruppa [56] states that the design predictions should be safe-sided on
average (i.e. 𝑋[(𝑅𝑚𝑒𝑡ℎ𝑜𝑑 − 𝑅𝐺𝑀𝑁𝐼𝐴)∕𝑅𝐺𝑀𝑁𝐼𝐴] ≤ 0%). In Table 10, the
percentage of design predictions 𝑅𝑚𝑒𝑡ℎ𝑜𝑑 exceeding GMNIA predictions
𝐺𝑀𝑁𝐼𝐴 by more than 15% are shown under Criterion 1, the percent-
ge of unsafe design predictions (i.e. 𝑅𝑚𝑒𝑡ℎ𝑜𝑑 > 𝑅𝐺𝑀𝑁𝐼𝐴) are shown
nder Criterion 2 and the average percentage differences between the
MNIA predictions 𝑅 and design predictions 𝑅 are shown
𝐺𝑀𝑁𝐼𝐴 𝑚𝑒𝑡ℎ𝑜𝑑 i

18
nder Criterion 3 where negative percentages indicate that the design
apacity predictions are safe-sided on average. Table 10 shows that the
roposed method fulfils all the three reliability criteria of Kruppa [56].
n the other hand, the simplified calculation model of EN 1993-1-
[1] fails to satisfy Criterion 1 and Criterion 2 when the isothermal

r anisothermal analysis technique is adopted, thus indicating that the
roposed method leads to a higher level of reliability relative to the
implified calculation model of EN 1993-1-2 [1] in the fire design of
teel columns.

. Summary of the proposed design method using worked exam-
les

In this section the application of the proposed design method is
ummarised using two worked examples. Worked example 1 considers a
olumn in fire analysed using the isothermal analysis approach. Worked
xample 2 considers a restrained column in fire analysed using the
nisothermal analysis approach.

.1. Worked example 1

Worked example 1 summarised in Fig. 21 considers an S355 steel
𝑓𝑦 = 355 N/mm2) RHS 200 × 100 × 6 column subjected to a design
xial load 𝑁𝐸𝑑 of 500 kN (i.e. 𝑁𝐸𝑑 = 500 kN) at 500 ◦C. The column
s analysed using the isothermal analysis approach.
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Fig. 17. Capacity predictions of the proposed method and benchmark shell finite element models for restrained steel I-section columns analysed adopting the anisothermal analysis
technique.

Fig. 18. Maximum mechanical strain at the critical cross-section and internal axial force plotted against temperature for a steel I-section column fully restrained against all
translations and rotations at both ends. Note that the critical cross-section is the cross-section where the maximum mechanical strain is observed in the column.

19
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Fig. 19. Axial displacement and maximum mechanical strain at the critical cross-section plotted against temperature for the HE340AA column from the Dumont et al. [54] tests.
Note that the critical cross-section is the cross-section where the maximum mechanical strain is observed in the column.

Fig. 20. Comparison of the accuracy of the proposed method against EN 1993-1-2 [1] for steel columns analysed adopting the anisothermal analysis technique.

Fig. 21. Worked example 1: RHS 200 × 100 × 6 column subjected to compression (major axis buckling) at 500 ◦C. All dimensions are in mm. Not to scale.

20
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6.1.1. Calculation of the full cross-section elastic local buckling stress 𝜎𝑐𝑟,𝑐𝑠
The method put forward in [22] is used in this section to calculate

𝑐𝑟,𝑐𝑠. The plate buckling coefficients for isolated internal flange plates
ith simply-supported 𝑘𝑆𝑆𝑓 and fixed 𝑘𝐹𝑓 boundary conditions are 4.00

and 6.97 respectively (i.e. 𝑘𝑆𝑆𝑓 = 4.00 and 𝑘𝐹𝑓 = 6.97), and the
plate buckling coefficients for isolated internal web plates with simply-
supported 𝑘𝑆𝑆𝑤 and fixed 𝑘𝐹𝑤 boundary conditions are 4.00 and 6.97
respectively (i.e. 𝑘𝑆𝑆𝑤 = 4.00 and 𝑘𝐹𝑤 = 6.97). The corresponding elastic
buckling stresses with simply-supported boundary conditions 𝜎𝑆𝑆𝑐𝑟 are
3093.17 MPa for the flange (i.e. 𝜎𝑆𝑆𝑐𝑟,𝑓 = 3093.17 MPa) and 726.20 MPa

for the web (i.e. 𝜎𝑆𝑆𝑐𝑟,𝑤 = 726.20 MPa); and the elastic buckling stresses
with fixed boundary conditions 𝜎𝐹𝑐𝑟 are 5389.84 MPa for the flange
(i.e. 𝜎𝐹𝑐𝑟,𝑓 = 5389.84 MPa) and 1265.40 MPa for the web (i.e. 𝜎𝐹𝑐𝑟,𝑤 =
1265.40 MPa). Since the column is subjected to pure compression, both
the flange load correction factor 𝛽𝑓 and the web load correction factor
𝛽𝑤 are equal to one (i.e. 𝛽𝑓 = 1 and 𝛽𝑤 = 1). The governing ratio 𝜙 is
calculated as:

𝜙 =
𝛽𝑓𝜎𝑆𝑆𝑐𝑟,𝑓

𝛽𝑤𝜎𝑆𝑆𝑐𝑟,𝑤
= 4.26

ince 𝜙 > 1, the web plate is deemed critical. The lower and upper
ounds to the full cross-section local buckling stress are as follows:

𝑆𝑆
𝑐𝑟,𝑝 = 𝑚𝑖𝑛

(

𝛽𝑓𝜎
𝑆𝑆
𝑐𝑟,𝑓 , 𝛽𝑤𝜎

𝑆𝑆
𝑐𝑟,𝑤

)

= 726.20 MPa

𝐹
𝑐𝑟,𝑝 = 𝑚𝑖𝑛

(

𝛽𝑓𝜎
𝐹
𝑐𝑟,𝑓 , 𝛽𝑤𝜎

𝐹
𝑐𝑟,𝑤

)

= 1265.40 MPa

he interaction coefficient 𝜉 for a RHS subjected to compression with
ajor axis buckling is given by:

=
𝑡𝑓
𝑡𝑤

(

0.53 −
𝛼𝑤
𝜙

)

= 0.429

here the coefficient 𝛼𝑤 = 0.63 − 0.1(ℎ∕𝑏) ≤ 0.53. The full cross-section
lastic local buckling stress 𝜎𝑐𝑟,𝑐𝑠 is then calculated as:

𝑐𝑟,𝑐𝑠 = 𝜎𝑆𝑆𝑐𝑟,𝑝 + 𝜉(𝜎𝐹𝑐𝑟,𝑝 − 𝜎𝑆𝑆𝑐𝑟,𝑝) = 726.20 + 0.429(1265.40 − 726.20)

= 957.54 MPa

t should be noted that the finite strip analysis software CUFSM [23]
ould also be used to determine the full cross-section local buckling
tress 𝜎𝑐𝑟,𝑐𝑠, which would result in 𝜎𝑐𝑟,𝑐𝑠 being equal to 989.95 MPa for
he considered cross-section and loading type.

.1.2. Calculation of the elevated temperature cross-section slenderness 𝜆𝑝,𝜃
The elevated temperature cross-section slenderness 𝜆𝑝,𝜃 is calculated

sing the room temperature cross-section slenderness 𝜆𝑝, the 0.2%
proof strength reduction factor 𝑘𝑝0.2,𝜃 equal to 0.56 at 500 ◦C (i.e.
𝑘𝑝0.2,𝜃 = 0.56) and the elastic modulus reduction factor 𝑘𝐸,𝜃 equal to
0.60 at 500 ◦C (i.e. 𝑘𝐸,𝜃 = 0.60).

𝜆𝑝,𝜃 = 𝜆𝑝

√

𝑘𝑝0.2,𝜃
𝑘𝐸,𝜃

=

√

𝑓𝑦
𝜎𝑐𝑟,𝑐𝑠

√

𝑘𝑝0.2,𝜃
𝑘𝐸,𝜃

=
√

355.00
957.54

√

0.56
0.60

= 0.59

6.1.3. Calculation of the elevated temperature CSM strain limit 𝜖𝑐𝑠𝑚,𝜃
𝜖𝑐𝑠𝑚,𝜃 is determined using the elevated temperature base curve

shown in Fig. 3. Since 𝜆𝑝,𝜃 < 0.68, the cross-section is considered
non-slender and therefore 𝜖𝑐𝑠𝑚,𝜃∕𝜖𝑦,𝜃 is given as:

𝜖𝑐𝑠𝑚,𝜃∕𝜖𝑦,𝜃 = 0.25

𝜆
3.6
𝑝,𝜃

+ 0.002
𝜖𝑦,𝜃

≤
(

𝛺,
𝐶1
𝜖𝑦,𝜃

)

= 2.97

which is smaller than the upper limit 𝛺 set to 15 (i.e. 𝛺 = 15) and the
pper limit 𝐶1∕𝜖𝑦,𝜃 equal to 0.02∕𝜖𝑦,𝜃 (i.e. 𝐶1 = 0.02∕𝜖𝑦,𝜃). The elevated
emperature yield strain 𝜖𝑦,𝜃 is equal to 0.00157 (i.e. 𝜖𝑦,𝜃 = 0.00157).
hus, 𝜖𝑐𝑠𝑚,𝜃 is then calculated as:

= 2.97𝜖 = 2.97 × 0.00157 = 0.0047
𝑐𝑠𝑚,𝜃 𝑦,𝜃 t

21
.1.4. GMNIA using beam finite elements adopting the isothermal approach
Second-order inelastic analysis is performed using 101 beam finite

lements to discretise the column over its 2395.14 mm length. The
odel uses equivalent geometric imperfections with a magnitude equal

o:

0 = 𝛼𝛽𝐿 ≥ 𝐿∕1000 = 0.53×(1∕250)×2395.14 ≥ 2395.14∕1000 = 5.07 mm

here the imperfection factor 𝛼 is calculated as 0.65
√

235∕𝑓𝑦 and the
reference bow imperfection 𝛽 is equal to 1/250 (i.e. 𝛽 = 1∕250). The
EN 1993-1-2 [1] elevated temperature material model is used in the
analysis. The analysis is performed by first increasing the temperature
of the column to 500 ◦C followed by the application of an incrementally
increasing axial load using the modified Riks method. Fig. 22 shows
the applied load versus the maximum mechanical strain at the critical
cross-section. As can be seen in Fig. 22, the strain limit is obtained at
a load 𝐹𝑐𝑠𝑚,𝜃 of 583.60 kN prior to the peak load 𝐹𝑝𝑒𝑎𝑘,𝜃 of 602.11 kN;
thus, the capacity of the column is governed by the strain limit.

6.1.5. Resistance verification against applied load
The characteristic value of the resistance of the column is equal to

the load at which the critical strain in a cross-section reaches the strain
limit. The design value of this resistance 𝑁𝑅𝑑,𝜃 is attained by dividing
the load at which the strain limit is attained 𝐹𝑐𝑠𝑚,𝜃 by the partial factor
for resistance in fire conditions 𝛾𝑀,𝑓𝑖 equal to 1.00 (i.e. 𝛾𝑀,𝑓𝑖 = 1.00),
hus the design resistance is given by:

𝑅𝑑,𝜃 =
𝐹𝑐𝑠𝑚,𝜃

𝛾𝑀,𝑓𝑖
= 583.60

1.00
= 583.60 kN

Comparing this to the applied design axial load 𝑁𝐸𝑑 of 500 kN:
𝑁𝐸𝑑
𝑁𝑅𝑑,𝜃

= 500.00
583.60

= 0.86 ≤ 1.00 ∴ Pass

Therefore, the column is deemed satisfactory at 500 ◦C.

6.2. Worked example 2

Worked example 2 shown in Fig. 23 considers a grade S355 steel
(𝑓𝑦 = 355 N∕mm2) HEAA 300 column subjected to a design axial
load 𝑁𝐸𝑑 of 530 kN (i.e. 𝑁𝐸𝑑 = 530 kN) and required to withstand
fire with a design temperature 𝜃𝐸𝑑 of 450 ◦C. The column is anal-
sed anisothermally and has axial end-restraint 𝑘𝛥 equivalent to 36.47
N/mm (i.e. 𝑘𝛥 = 36.47 kN/mm) where 𝑘𝛥 is equal to the axial restraint
tiffness ratio 𝛼𝛥 = 0.1 multiplied by the axial stiffness of the column
𝛥,𝑐 (i.e. 𝑘𝛥 = 𝛼𝛥𝑘𝛥,𝑐 = 0.1𝑘𝛥,𝑐). In addition, the column has rotational

end-restraints 𝑘𝜑 equal to 11 318.46 kNm/rad (i.e. 𝑘𝜑 = 11318.46
Nm/rad) where 𝑘𝜑 is equal to the rotational restraint stiffness ratio
𝜑 = 0.5 multiplied by the rotational stiffness of the column 𝑘𝜑,𝑐 (i.e.
𝜑 = 𝛼𝜑𝑘𝜑,𝑐 = 0.5𝑘𝜑,𝑐).

.2.1. Calculation of the full cross-section elastic local buckling stress 𝜎𝑐𝑟,𝑐𝑠
The procedure defined in [22] is used in this section to calculate

𝑐𝑟,𝑐𝑠. The plate buckling coefficients for isolated outstand flange plates
ith simply-supported 𝑘𝑆𝑆𝑓 and fixed 𝑘𝐹𝑓 boundary conditions are 0.43

nd 1.25 respectively (i.e. 𝑘𝑆𝑆𝑓 = 0.43 and 𝑘𝐹𝑓 = 1.25), and the
late buckling coefficients for isolated internal web plates with simply-
upported 𝑘𝑆𝑆𝑤 and fixed 𝑘𝐹𝑤 boundary conditions are 4.00 and 6.97
espectively (i.e. 𝑘𝑆𝑆𝑤 = 4.00 and 𝑘𝐹𝑤 = 6.97). The corresponding elastic
uckling stresses with simply-supported boundary conditions 𝜎𝑆𝑆𝑐𝑟 are
99.91 MPa for the flange (i.e. 𝜎𝑆𝑆𝑐𝑟,𝑓 = 399.91 MPa) and 575.10 MPa
or the web (i.e. 𝜎𝑆𝑆𝑐𝑟,𝑤 = 575.10 MPa); and the elastic buckling stresses
ith fixed boundary conditions 𝜎𝐹𝑐𝑟 are 1162.53 MPa for the flange

i.e. 𝜎𝐹𝑐𝑟,𝑓 = 1162.53 MPa) and 1002.12 MPa for the web (i.e. 𝜎𝐹𝑐𝑟,𝑤 =
002.12 MPa). Since the column is subjected to pure compression, both
he flange load correction factor 𝛽 and the web load correction factor
𝑓
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Fig. 22. Applied axial load versus the maximum mechanical strain at the critical cross-section of the RHS column. Note that the critical cross-section is the cross-section where
the maximum mechanical strain is observed in the column.
Fig. 23. Worked example 2: HEAA 300 column subjected to compression (major axis buckling). All dimensions are in mm. Not to scale.
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𝑤 are equal to one (i.e. 𝛽𝑓 = 1 and 𝛽𝑤 = 1). The governing ratio 𝜙 is
calculated as:

𝜙 =
𝛽𝑓𝜎𝑆𝑆𝑐𝑟,𝑓

𝛽𝑤𝜎𝑆𝑆𝑐𝑟,𝑤
= 0.70

ince 𝜙 < 1, the flange plate is deemed critical. The lower and upper
ounds to the full cross-section local buckling stress are as follows:

𝑆𝑆
𝑐𝑟,𝑝 = 𝑚𝑖𝑛

(

𝛽𝑓𝜎
𝑆𝑆
𝑐𝑟,𝑓 , 𝛽𝑤𝜎

𝑆𝑆
𝑐𝑟,𝑤

)

= 399.91 MPa

𝐹
𝑐𝑟,𝑝 = 𝑚𝑖𝑛

(

𝛽𝑓𝜎
𝐹
𝑐𝑟,𝑓 , 𝛽𝑤𝜎

𝐹
𝑐𝑟,𝑤

)

= 1002.12 MPa

he interaction coefficient 𝜉 for an I-section subjected to compression
ith major axis buckling is given by:

= 0.15
𝑡𝑓
𝑡𝑤

𝜙 ≥
𝑡𝑤
𝑡𝑓

(0.4 − 0.25𝜙) = 0.162

The full cross-section elastic local buckling stress 𝜎𝑐𝑟,𝑐𝑠 is then calcu-
lated as:

𝜎𝑐𝑟,𝑐𝑠 = 𝜎𝑆𝑆𝑐𝑟,𝑝 + 𝜉(𝜎𝐹𝑐𝑟,𝑝 − 𝜎𝑆𝑆𝑐𝑟,𝑝) = 399.91 + 0.162(1002.12 − 399.91)

= 497.19 MPa

ote that the full cross-section local buckling stress 𝜎𝑐𝑟,𝑐𝑠 determined
sing the finite strip analysis software CUFSM [23] is equal to 519.22
Pa for the considered cross-section and loading type.
22
.2.2. GMNIA using beam finite elements adopting the anisothermal ap-
roach

Second-order inelastic analysis is performed using 101 beam finite
lements to discretise the column over its 4759.11 mm length. The
odel uses equivalent geometric imperfections with a magnitude equal

o:

0 = 𝛼𝛽𝐿 ≥ 𝐿∕1000 = 0.53 × (1∕250) × 4759.11 ≥ 4759.11∕1000

= 10.07 mm

where the imperfection factor 𝛼 is calculated as 0.65
√

235∕𝑓𝑦 and the
reference bow imperfection 𝛽 is equal to 1/250 (i.e. 𝛽 = 1∕250). The
EN 1993-1-2 [1] elevated temperature material model is used during
the analysis and translational and rotational springs are utilised to
model the axial and rotational end-restraints. The analysis is performed
by first increasing the axial load 𝑁𝐸𝑑 to 530 kN followed by the
application of an incrementally increasing temperature using a uni-
form temperature distribution. The elevated temperature cross-section
slenderness 𝜆𝑝,𝜃 is calculated at each temperature increment as follows:

𝜆𝑝,𝜃 =

√

𝑓𝑦
𝜎𝑐𝑟,𝑐𝑠

√

𝑘𝑝0.2,𝜃
𝑘𝐸,𝜃

where 𝑘𝑝0.2,𝜃 is the 0.2% proof strength reduction factor and 𝑘𝐸,𝜃 is the
elastic modulus reduction factor. In addition, 𝜖𝑐𝑠𝑚,𝜃 is determined at
each temperature increment using the elevated temperature base curve
shown in Fig. 3. The calculated elevated temperature cross-section
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Fig. 24. Total strain and maximum mechanical strain at the critical cross-section and internal axial force plotted against temperature for the HEAA 300 restrained column derived
y conducting anisothermal analysis. Note that the critical cross-section is the cross-section where the maximum mechanical strain is observed in the column and the total strain
hown in the figure is measured at the point where the maximum mechanical strain is observed.
lendernesses 𝜆𝑝,𝜃 of the column cross-section are greater than 0.68 (i.e.
𝜆𝑝,𝜃 > 0.68); thus, the column cross-section is considered slender and
𝑐𝑠𝑚,𝜃∕𝜖𝑦,𝜃 is determined at each temperature increment as:

𝜖𝑐𝑠𝑚,𝜃∕𝜖𝑦,𝜃 =
⎛

⎜

⎜

⎝

1 − 0.222

𝜆
1.05
𝑝,𝜃

⎞

⎟

⎟

⎠

1

𝜆
1.05
𝑝,𝜃

+
0.002(𝜎∕𝑓𝑝0.2,𝜃)𝑛𝜃

𝜖𝑦,𝜃

where 𝜖𝑦,𝜃 is the elevated temperature yield strain equal to the elevated
temperature 0.2% proof strength 𝑓𝑝0.2,𝜃 divided by the elevated tem-
perature Young’s modulus 𝐸𝜃 (i.e. 𝜖𝑦,𝜃 = 𝑓𝑝0.2,𝜃∕𝐸𝜃), 𝜎 is the maximum
compressive stress and 𝑛𝜃 is the strain hardening parameter taken from
Table 1. As can be seen in Fig. 24, the temperature in the column where
the strain limit 𝜖𝑐𝑠𝑚,𝜃 of 0.0022 is attained is equal to 496.13 ◦C, while
the critical temperature 𝜃𝑐𝑟 equal to the temperature at which the axial
load in the column returns to its original value 𝑁𝐸𝑑 prior to heating is
equal to 705.68 ◦C; thus, the capacity of the column is governed by the
strain limit.

6.2.3. Resistance verification
The characteristic value of the resistance of the column is equal

to the temperature at which the maximum mechanical strain in the
critical cross-section first reaches the strain limit. The design value of
this resistance 𝜃𝑅𝑑 is attained by dividing the temperature at which
the strain limit is attained 𝜃𝑐𝑠𝑚 by the partial factor for resistance in
fire conditions 𝛾𝑀,𝑓𝑖 equal to 1.00 (i.e. 𝛾𝑀,𝑓𝑖 = 1.00), thus the design
resistance is given by:

𝜃𝑅𝑑 =
𝜃𝑐𝑠𝑚
𝛾𝑀,𝑓𝑖

= 496.13
1.00

= 496.13 ◦C

omparing this to the design fire temperature 𝜃𝐸𝑑 of 450.00 ◦C:
𝜃𝐸𝑑
𝜃𝑅𝑑

= 450.00
496.13

= 0.91 ≤ 1.00 ∴ Pass

herefore, the column is deemed satisfactory.

. Conclusions

In this paper, a new structural steel fire design approach performed
y second-order inelastic analysis with strain limits using beam finite
lements has been proposed and applied to the fire design of steel
olumns. Shell finite element models were developed and validated
gainst experimental results performed on steel columns at elevated
emperatures using both the isothermal and anisothermal testing ap-
roaches. Through the validated shell finite element models, extensive
umerical parametric studies were performed to generate structural
erformance data used in the verification of the proposed fire design
23
approach. The accuracy of the proposed fire design method was verified
considering: (i) various section types, (ii) a range of cross-section
and member slenderness values, (iii) major and minor axis column
buckling, (iv) axially and rotationally unrestrained, axially restrained
and axially and rotationally restrained columns and (v) isothermal
and anisothermal analysis techniques. The accuracy and reliability of
the proposed fire design method was also compared against those of
the simplified calculation model of EN 1993-1-2 [1]. The results of
this study demonstrate that the proposed method provides safe-sided
design predictions which are consistently more accurate and reliable
than the simplified calculation model of EN 1993-1-2 [1]. It should
be emphasised that the proposed second-order inelastic analysis with
strain limits fire design approach is applied to steel columns as a
first step in the establishment of a new fire design approach for steel
structures. Future research will extend the proposed method to the
fire design of structural systems, including steel frames as well as
multi-span steel beams.
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