
                                                                    

University of Dundee

Phase Resolved Simulation of the Landau–Alber Stability Bifurcation

Athanassoulis, Agissilaos G.

DOI:
10.3390/fluids8010013

Publication date:
2023

Licence:
CC BY

Document Version
Publisher's PDF, also known as Version of record

Link to publication in Discovery Research Portal

Citation for published version (APA):
Athanassoulis, A. G. (2023). Phase Resolved Simulation of the Landau–Alber Stability Bifurcation. Fluids, 8(1),
[13]. https://doi.org/10.3390/fluids8010013

General rights
Copyright and moral rights for the publications made accessible in Discovery Research Portal are retained by the authors and/or other
copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with
these rights.

 • Users may download and print one copy of any publication from Discovery Research Portal for the purpose of private study or research.
 • You may not further distribute the material or use it for any profit-making activity or commercial gain.
 • You may freely distribute the URL identifying the publication in the public portal.

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Download date: 07. Jan. 2023

https://doi.org/10.3390/fluids8010013
https://discovery.dundee.ac.uk/en/publications/dcf67cca-145b-480e-a122-12497be696a5
https://doi.org/10.3390/fluids8010013


Citation: Athanassoulis, A.G. Phase

Resolved Simulation of the

Landau–Alber Stability Bifurcation.

Fluids 2023, 8, 13. https://doi.org/

10.3390/fluids8010013

Academic Editors: Michel Benoit

and Mehrdad Massoudi

Received: 1 November 2022

Revised: 22 December 2022

Accepted: 27 December 2022

Published: 30 December 2022

Copyright: © 2022 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

fluids

Article

Phase Resolved Simulation of the Landau–Alber
Stability Bifurcation
Agissilaos G. Athanassoulis

Department of Mathematics, University of Dundee, Dundee DD1 4HN, UK; aathanassoulis@dundee.ac.uk

Abstract: It has long been known that plane wave solutions of the cubic nonlinear Schrödinger
Equation (NLS) are linearly unstable. This fact is widely known as modulation instability (MI),
and sometimes referred to as Benjamin–Feir instability in the context of water waves. In 1978, I.E.
Alber introduced a methodology to perform an analogous linear stability analysis around a sea state
with a known power spectrum, instead of around a plane wave. This analysis applies to second
moments, and yields a stability criterion for power spectra. Asymptotically, it predicts that sufficiently
narrow and high-intensity spectra are unstable, while sufficiently broad and low-intensity spectra are
stable, which is consistent with empirical observations. The bifurcation between unstable and stable
behaviour has no counterpart in the classical MI (where all plane waves are unstable), and we call it
Landau–Alber bifurcation because the stable regime has been shown to be a case of Landau damping.
In this paper, we work with the realistic power spectra of ocean waves, and for the first time, we
produce clear, direct evidence for an abrupt bifurcation as the spectrum becomes narrow/intense
enough. A fundamental ingredient of this work was to look directly at the nonlinear evolution of
small, localised inhomogeneities, and whether these can grow dramatically. Indeed, one of the issues
affecting previous investigations of this bifurcation seem to have been that they mostly looked for the
indirect evidence of instability, such as an increase in overall extreme events. It is also found that a
sufficiently large computational domain is crucial for the bifurcation to manifest.

Keywords: nonlinear Schrödinger equation; modulation instability; Landau damping; Alber
equation; rogue waves

1. Introduction
1.1. The Classical Modulation Instability and Rogue Waves

It is well known that plane wave solutions for focusing on the cubic nonlinear
Schrödinger Equation (NLS) are linearly unstable, i.e., small perturbations will initially
grow exponentially. This is called the Modulation Instability (MI), and was originally dis-
covered in the context of optics [1] and water waves [2,3]. Today, there exists a vast literature
on the various aspects of the problem. Mentioning only a few papers in a few directions,
these include the nonlinear evolution beyond the initial exponential growth [4,5]; the impli-
cations for various physical problems where NLS appears as an approximate model [6,7];
analogous instabilities appearing in equations other than the NLS [5,8]; as well as a rigorous
study of the well-posedness of the Cauchy problem for localised perturbation [9,10].

Beyond the initial exponential growth phase, it is now known that the perturbation
often stops growing in amplitude and instead starts expanding its spatial extent [5,11].
This leads to the formation of a space–time cone with a robust pattern inside it, and the
plane-wave background outside it. The simulations performed herein with various initial
conditions (including low regularity ones) confirm the robustness of this structure, cf.
Figure 1 and Appendix A.

The MI received renewed attention in the 2000s with the surge of interest in real-life
oceanic rogue waves [12–20]. Since the NLS is widely used as an approximate model for
unidirectional wave propagation [21], a nonlinear mechanism supporting the exponential
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growth of localised perturbations may be relevant in rogue wave formation. It is therefore
natural to explore this connection; the debate that ensued has been vigorous, with outlooks
ranging from circumspect to polemical:

• “Under which conditions the Benjamin-Feir instability may spawn an extreme wave
event: A fully nonlinear approach” [22]

• “Rogue waves in the ocean, the role of modulational instability, and abrupt changes of
environmental conditions that can provoke non equilibrium wave dynamics” [23]

• “Rogue waves and their generating mechanisms in different physical contexts” [18]
• “Baseband modulation instability as the origin of rogue waves” [24]
• “Real world ocean rogue waves explained without the modulational instability” [25]

Figure 1. Position density of the wavefunction plotted over space and time. The initial condition
is a plane wave with a localised perturbation, and it is evolved in time under the NLS. The NLS is
solved numerically and periodic boundary conditions are used. More details about the setup and
computation can be found in the Appendix A.

However, before one can earnestly engage with the question “is MI behind oceanic
rogue waves?”, there is a fundamental issue: realistic ocean waves are not exactly plane
waves. One can still look for nonlinear effects analogous to the classical MI, but that would
have to be a linear stability analysis around a realistic sea state. In other words, the messier
nature of realistic sea states has to be taken into account somehow. This programme was
launched in 1978 by I. E. Alber [26]. A brief overview, accessible to a general audience, can
be found here [27].

1.2. The Alber Equation and the Landau–Alber Bifurcation

What does a typical sea state look like? The consensus among ocean engineers is that
a typical sea state can be modelled as a typical realisation of a stationary and homoge-
neous random process with known autocorrelation (especially in deep water, away from
topographical features that may drive the dynamics in localised ways) [28–31]. This is a
powerful approach that provides a constructive way to estimate the probabilities of events,
while at the same time being data-driven. Indeed, a vast amount of data available for ocean
waves is in the form of second moments (autocorrelations, or equivalently their Fourier
transforms, power spectra). The advantages of practical computations based on data are
crucial and this methodology is the state of the art in ocean engineering and marine safety
today [32].
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Alber’s idea in [26] was to take a stationary and homogeneous random process with a
known power spectrum as the background solution, add to it a perturbation, and investi-
gate whether the inhomogeneity grows under NLS dynamics. This analysis was wholly
performed on the second moment level, and a Gaussian moment closure was used (the
assumptions underlying it are identical to those used when generating realisations from a
power spectrum, i.e., that the sea surface is a Gaussian, mean-zero, circularly symmetric
random process, cf. [33], Appendix B).

This linear stability analysis leads to an instability condition that only depends on
the background spectrum (and not on the initial inhomogeneity). In [26], it was shown
that exponentially growing modes appear if the instability condition is satisfied. It took
40 years, utilising recent advances in Landau damping, to show that in fact, if the instability
condition is not satisfied, the inhomogeneity disperses and does not grow [33]. In fact, the
Landau-damping-type results show something more: in the stable case, the nonlinearity plays
a very small role in the evolution of the second moments.

Thus, unlike the classical MI on a plane wave, for a background spectrum, both
stability and instability are possible. This bifurcation between the generalised MI (genMI,
i.e., the unstable regime of the Alber equation) and Landau damping (i.e., the stable regime)
we describe as Landau–Alber bifurcation. It is interesting to ask what this analysis means
for realistic ocean wave spectra. A study based on fitted JONSWAP spectra for the North
Atlantic Scatter Diagram [33] found that, according to the linear stability condition, the
sea states present for 99.8% of the time are expected to be in the stable regime, while the
remaining 0.2% are expected to be unstable (of course, the linear stability analysis may not
completely control the nonlinear dynamics, especially in borderline cases). This finding also
goes a long way to explain why linear statistical methods for ocean waves are so successful,
even in cases where the nonlinear terms are significant on the phase-resolved level, i.e.,
in the evolution of individual wave peaks and troughs. In fact, in the vast majority of
cases, the nonlinearity has a very small impact on the phase-averaged statistics of sea states.
That said, a probability of 0.2% of encountering an unstable sea state is not negligible from
a marine safety perspective (at any given moment, there are tens of thousands of large
vessels at sea).

One can very roughly describe the instability condition as follows: any regular bell-
shaped spectrum will become unstable if it is sufficiently narrow or intense (in the sense that
it is large enough and total integral); and conversely, it will become stable if it is sufficiently
broad or low intensity. This is in very good agreement with the ocean engineering empirical
understanding and Monte Carlo simulations [34–36]. In that context, it must be noted that
realistic sea states with higher intensity also tend to have more narrow spectra, i.e., large
storms are inherently much more likely to be unstable than milder sea states (also see the
discussion on JONSWAP spectra in Section 3 and Figure 2).

However, an abrupt bifurcation between a stable and an unstable regime has not
been found to date when looking at solutions of the NLS or other, more hydrodynamically
accurate equations. When a systematic numerical study was undertaken in [37], only a
gradual transition to higher extremes as spectra become narrower was found. A similar
gradual increase in the likelihood of rogue waves was reported in [35]. In this work, we
specifically look for the onset of genMI in problems where spectra cross over from stable to
unstable. That is, we do not look at extreme events in general but for genMI events in particular.
The precise definition of a genMI event is given in the next Section.

1.3. Onset of Generalised Modulation Instability on the Phase-Resolved Level

The main objective of this paper was to numerically investigate whether there is a
sudden bifurcation between Landau damping and generalised modulation instability, and
what that would look like on the phase-resolved level. A key novelty of this work is that
we look for the onset of genMI directly: the analysis indicates that a localised perturbation
will grow when genMI is present. We will therefore introduce a localised perturbation, and
keep track of whether it grows or disperses. Thus, we define a “generalised modulation
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instability event” as be the rapid growth of perturbation of a known, homogeneous solution.
More precisely, consider a background solution of the NLS

iut + p∆u + q|u|2u = 0, u(x, 0) = u0(x) (1)

where u0(x) is a typical realisation of a sea state with a known power spectrum. Then, one
can consider adding a small, localised perturbation, u0(x) 7→ u0(x) + δ0(x). This would
give rise to the initial value problem of finding v(x, t) such that

ivt + p∆vs. + q|v|2vs. = 0, v(x, 0) = u0(x) + δ0(x). (2)

By taking the difference, we can recover the inhomogeneity δ(x, t),

δ(x, t) := v(x, t)− u(x, t). (3)

In this sense, we will say that we observe genMI if the localised perturbation δ(x, t) has an
initial stage of clear exponential growth, and Landau damping if δ does not grow signifi-
cantly and disperses. As we will see, there are cases exemplary of these two behaviours, as
well as an intermediate regime for borderline spectra.

It must be noted that, if u0 was a plane wave, u0 = A, then u(x, t) = AeiqA2t and
Equation (3) reduces to a particular way of looking at the classical modulation instability
problem. In that case, the inhomogeneity δ would always initially grow. In fact, working
this out can reveal some interesting insights, closely related to recent advances in the
area [4,11]. We do this in Appendix A.

2. Main Results

Phase-resolved simulations are performed for various sea states generated by JON-
SWAP spectra. The scalings of JONSWAP spectra are discussed in Section 3, and the details
of the computations are discussed in Section 4.

The idea is that a typical realisation of (the envelope for) a realistic sea state evolves
over time, and then a localised perturbation is added to the same initial condition, as
discussed in Equations (1)–(3). By taking the difference of an exact versus perturbed
wavefunction, we can see what happened to the inhomogeneity.

The main result of this paper is that, for the spectra expected to be stable (according
to Alber’s stability condition), the inhomogeneity disperses, or only grows moderately
for the cases closer to instability. Moreover, for the spectra expected to be unstable, the
inhomogeneity grows rapidly and dominates the background solution. For the very stable
and very unstable cases, we observe the exemplary behaviour of Landau damping and
genMI, respectively. For the intermediate cases, it seems that nonlinear Landau damping
does not hold (i.e., the linearised dynamics do not capture the fully nonlinear evolution of
the sea state). However, the crucial thing is that, even though the inhomogeneity grows
in some stable cases, it still remains smaller than the background solution. Thus, there is
a kind of nonlinear stability here that is not nonlinear Landau damping, and that is not
currently well understood.

Figure 2 presents the γ− α plane for JONSWAP spectra. The parameter γ controls
how peaked the spectrum is, and the parameter α controls the intensity. More details
about JONSWAP spectra can be found in Section 3. The question of the separatrix between
the stable and unstable region was the subject of several papers, with [38,39] proposing
specific separatrices. In [33], the exact separatrix was computed by exactly resolving Alber’s
condition for the first time. Fitted sea states from the North Atlantic Scatter Diagram [40]
are plotted as blue stars; the vast majority is on the stable region (below and to the left from
the separatrix), while some rare extreme cases do cross over into the unstable region. The
parameter values (γj, αj) for j = 1, . . . , 7 that were used in the simulations of this paper
are plotted as red squares. Spectra encoded in j = 1, 2, 3 are in the stable region; spectra
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encoded in j = 5, 6, 7 are in the unstable region; and the spectrum of j = 4 is virtually on
the separatrix.

In Figure 3, we keep track of how large the inhomogeneity δ(t) becomes for each case

j = 1 through j = 7. More precisely, the amplification factor is defined as max
t∈[0,T]

‖δ(t)‖Lp

‖δ0‖Lp
, and

we take p ∈ {2, 4, ∞}. The final time T = 8 was used; and that seems to be sufficient for
the inhomogeneity to reach its maximum size. The main finding is that the inhomogeneity
stays o(1) when the background spectrum is in the stable region j = 1, 2, 3, and becomes
O(1) when the spectrum is in the unstable region j = 5, 6, 7. In fact, in the unstable cases,
δ reaches maximum values 2–3 times larger than the background solution at its largest.
These maxima are localised, i.e., they can be thought of as rogue waves. More details
about the setup and computation can be found in Section 4. These results are somewhat
sensitive to the size of the computational domain and initial inhomogeneity, and hence a
more extensive numerical simulation is warranted.

Figure 2. The γ− α plane for JONSWAP spectra. The exact separatrix between the stable and unstable
region is shown and previously proposed separatrices are also included. The blue stars correspond to
measured sea states from the North Atlantic Scatter Diagram. The red squares are the points used in
the simulations for this paper (γj, αj) for j = 1, . . . , 7 [38,39].

Figure 3. The maximum amplification factor for the inhomogeneity δ is plotted, in the L2, L4 and L∞

norms. T = 8 was used in all cases.
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3. Scaling of JONSWAP Spectra and the γ − α Plane

JONSWAP spectra resolved over wavenumbers are typically written as

S(k) = C(k0)
α

2k3 e−
5
4 (k/k0)

−2
γ

exp
[
−(1−

√
k/k0)

2
/2σ2

]
, (4)

where σ = σ(k) = 0.07 if k < k0 and σ(k) = 0.09 if k > k0. The parameters have
straightforward interpretations:

• α controls the power of the sea state, namely the significant wave height Hs, which is

proportional to
√

m0 =
√∫

S(k)dk;

• γ controls the peakedness of the spectrum, with larger values of γ leading to more
sharply peaked spectra;

• k0 is the carrier wavenumber, i.e., k0 = 2π/λ0 where λ0 is a central wavelength for
the sea state.

It is well known that typically C scales with C = Dk2
0, and thus the rms steepness of the

sea state depends only on γ and α, as does the Alber-stability of the spectrum [33,39]. This
is because a wave height, e.g., of 6 m is “very nonlinear” if it has a wavelength of 60 m
(and thus a steepness of ∼0.1), but the same wave height with a wavelength of 600 m is
“very linear”. Thus, it is typical to take out the C(k0) from the parameter α and work with
non-dimensional wavenumbers k′ = k/k0, leading to a parametrisation of the problem
with γ and α only.

This now leads to each point of the γ− α plane being associated with a rms steepness
for the sea state. This is the most direct physical quantity of “how nonlinear” the sea state
is expected to be. Both the blue-and red-dashed lines in Figure 2 (the separatrices proposed
by [38,39]) are contours of the steepness. We see that the actual separatrix is found to
be broadly similar to a contour of the steepness too, although itself it is not a contour of
the steepness.

In the end, both steepness and Alber stability do not depend on k0 and can be exclu-
sively thought of as a question of γ and α. We will see, however, some further subtle points
on this in Section 4.2.

4. Numerical Results
4.1. The Numerical Scheme

We approximate the full continuous problem

iut + p∆u + q|u|2u = 0, u(x, 0) = u0(x) ∀x ∈ R (5)

with the periodic problem

iut + p∆u + q|u|2u = 0, u(x, 0) = u0(x) ∀x ∈ [−L, L],
u(−L, t) = u(L, t), ∂xu(−L, t) = ∂xu(L, t) ∀t > 0

(6)

where the initial data u0 are also (made to be) compatible with the periodic BC. This is
widely accepted common practice as long as L is large enough. We proceed to discretise
problem (6) as

i Un+1−Un

τ + pDUn+ 1
2 + qΦn+ 1

2 Un+ 1
2 = 0,

Φn+ 1
2 = 2|Un|2 −Φn+ 1

2 ,
(7)

where

Un+ 1
2 :=

Un+1 + Un

2
,

τ is the timestep and Un ≈ u(tn) = u(nτ), Φn+ 1
2 ≈ |u(tn+ 1

2 )|2. By updating the nonlinear-
ity Φn+ 1

2 in a decoupled way from the wavefunction Un, we avoid having to use iterations,
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i.e., the scheme is only linearly implicit. This is a second-order scheme, and moreover, it
satisfies the energy and mass conservation on the discrete level [41].

To properly introduce the discrete Laplacian D, first consider a continuous periodic
function on [−L, L],

f : [−L, L]→ C, f (−L) = f (L), ∂x f (−L) = ∂x f (L)

which is uniformly sampled,

fm = f (xm), xm = −L + m
2L
M

, m = 0, 1, . . . M− 1.

Then, fm can be used interchangeably with its discrete Fourier coefficients,

fm =

M
2

∑
l=−M

2

ale
2πi
2L lm, al =

M−1

∑
j=0

f je
2πi
M l j.

The discrete Laplacian D is defined as

D : fm 7→
M
2

∑
l=−M

2

(
2πil
2L

)2ale−
2πi
2L lm =

M−1

∑
j=0

 M
2

∑
l=−M

2

(
2πil
2L

)2e
2πi
M l je−

2πi
2L lm

 f j.

This is similar to many existing trigonometric interpolation methods [42].
The computational domain used in the runs that follow is x ∈ [−99, 99], and 4096 points

are used in spatial discretisation. The timestep is τ = 0.005 and the time of the computation
is t ∈ [0, 8] in all simulations reported in Figures 3–5.

4.2. Implementation of the Initial Conditions and Periodisation

As it is well known [21], the coefficients p and q in the NLS (1) for ocean waves are
given by

p =

√
g

8k
3
2
0

, q =

√
g

2
k

5
2
0 . (8)

We will therefore need to select a wavenumber k0 in order to perform a concrete numerical
experiment.

We will proceed to generate a JONSWAP spectrum with carrier wavenumber k0 and
parameters αj and γj, j = {1, . . . , 7} as in Equation (4). The choice of (γj, αj) is visualised in
Figure 2, in the context of the stable and unstable regions as well as of the measured data.

With the spectrum fixed, we will create a typical realisation of the sea surface elevation
consistent with that spectrum. This is achieved by setting

η
(j)
0 (x) =

N

∑
n=1

An exp (iknx) where An = Zn

√
2Sj(kn)∆kn, (9)

where ∆kn = kn+1 − kn is the grid spacing between the discrete wavenumbers and where
Zn is an independent complex standard normal variable. In other words, the real and
imaginary parts of Zn are normally independent distributed random variables with zero
mean and variance 1/2; equivalently, |Zn| are Rayleigh distributed with the parameter
σ = 1/

√
2 so that E[|Zn|2] = 1 and E[|An|2] = 2Sj(kn)∆kn, and the phases Arg(Zn) are

uniformly distributed on [0, 2π). This is the state-of-the-art method to produce realisations
of sea states with a known power spectrum [35]. Finally, the envelope of the sea state is
taken by modulating back the carrier wavenumber, u(j)

0 = e−ik0xη
(j)
0 (x).
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Moreover, to ensure that the initial condition u(j)
0 is appropriate for simulation, as

discussed in Section 4.1, we need to make sure that it has a period of 2L, which is compatible
with our finite computational domain. This is ensured by selecting kn ∈ {mπ

L , m ∈ N}.
The constant D appearing in the JONSWAP spectrum (C(k0) = k2

0D in Equation (4))
is uniformly fixed in j so that the steepness values end up ranging between 0.8 · 10−3 for
j = 1 and 0.105 for j = 7.

In this series of numerical experiments, the initial inhomogeneity is taken to be

δ
(j)
0 (x) = W(j) · 0.04 · sinc(x), (10)

where W(j) is the rms amplitude of u(j)
0 , namely

W(j) =

√√√√∫ L
x=−L |u

(j)
0 |2dx∫ L

x=−L dx
. (11)

4.3. Discussion of the Results

We keep track of the stability of the background sea state primarily through the growth
(or lack thereof) of the inhomogeneity δ in time, as was discussed in Equations (1)–(3).

In Figure 4, we see various norms of inhomogeneity as functions of time for j = 1
(the most stable case) and j = 7 (the most unstable case). For j = 1, we see higher Lp

norms decreasing while the L2 norm stays constant; this is evidence of dispersion, i.e., a
simultaneous decrease in point values and spreading out of the function, i.e., an expansion
of its support. These two effects completely balance out for the L2 norm, as expected.
That is, the inhomogeneity basically behaves as a solution of the free-space Schrödinger
equation. On the other hand, for j = 7, we see an initial rapid exponential growth of the
inhomogeneity in all norms, which then matures and plateaus. The mature inhomogeneity
locally dominates the background solution (i.e., its L∞ norm is larger than that of the
background solution). The slight upward drift of the L2 norm after the initial exponential
growth phase indicates some growth in the effective support of the inhomogeneity (observe
that such a drift is absent in the L∞ norm). This is broadly analogous to the behaviour of
the classical MI, cf. Figure 1.

Figure 4. Size of the inhomogeneity as a function of time, for j = 1 and j = 7. The L2, L4, and L∞

norms are used.

In Figure 5, we see the change in behaviour as the background spectrum crosses over,
from the stable region to the unstable one. For j = 3, the stable case that is closest to the
separatrix, we see the inhomogeneity growing a little without dispersing, i.e., nonlinear
Landau damping does not seem to hold. Nonetheless, the inhomogeneity stays at o(1).
We should recall that the “stable region” is characterised by a linear stability analysis.
This absence of nonlinear Landau damping as we move closer to the separatrix is perhaps
expected. After all, the nonlinear evolution stays close to the linearised dynamics only
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under strong smallness assumptions for the inhomogeneity. If one extrapolates nonlinear
Landau damping results [43] and asks how such a result for the Alber equation might look
like, a smallness condition of the form

‖δ0‖Σr

κ2 6 ε (12)

is expected for the initial inhomogeneity, where Σr would be a norm of the form

‖δ‖Σr = ∑
a+b6r

‖xa∂b
xδ‖L2 , (13)

ε a small constant and κ a constant that scales with the distance of the spectrum from being
unstable. Thus, for spectra that are somewhat close to the separatrix, this might end up
being an extremely stringent constraint that is unrealistic. A striking feature here is the
level at which the inhomogeneity plateaus, which is still o(1).

Continuing in Figure 5, for j = 4, a spectrum virtually on the separatrix, we see some
irregular growth and the inhomogeneity remains smaller than the background solution.
The first unstable case is for j = 5; we see a slow exponential growth and the inhomogeneity
does eventually become O(1). For stronger instability in the case of j = 6, we see a clear
separation of the initial, exponential growth phase and the mature phase afterwards—in
fact, it looks quite similar to the case j = 7.

Figure 5. Size of the inhomogeneity as a function of time, for j = 3, 4, 5, 6. The L2, L4, and L∞ norms
are used.

4.4. Dependence on the Computational Domain

Many choices are required in order to generate a path function consistent with a given
sea state (i.e., compatible with a given power spectrum) and investigate its Alber stability
as in Equations (1)–(3). These were discussed in Section 4.2.

It must be pointed out that k0 does not affect the Alber stability analysis for JONSWAP
sea states [33,39], as its total effect (in the spectrum and the coefficients of the NLS (1))
cancels out. Hence, the choice of wavenumber k0 may be thought of as inconsequential.

However, since we worked with a fixed computational domain of x ∈ [−99, 99], the
significance of the wavenumber is that it controls how many wavelengths are there in
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our computational domain. This turns out to be a major decision—and one should recall
that the theory applies to the infinite line, x ∈ (−∞, ∞). It is common practice to use a
“large” computational domain with periodic boundary conditions, and usually this step
does not invite very much scrutiny. However, here we find that the question “how large
is large enough” is crucial. For these results, we have ∼126 wavelengths λ0 = 2π/k0 in
the computational domain. This breaks down to ∼32 points per wavelength which, for
a Fourier-spectral spatial discretisation method, is considered quite well resolved. The
inhomogeneity also has an effective support comparable to the wavelength λ0.

When there are much fewer wavelengths in the computational domain, the inhomo-
geneity always disperses and we do not see any clear bifurcation. Furthermore, the initial
inhomogeneity seems to play a role in the appearance of the instability. It might be the case
that the slow decay of the sinc function actually plays a role in activating the instability.

5. Conclusions and Further Work

We presented a methodology for the detection of generalised modulation instability in
sea states generated by a known power spectrum, using phase-resolved simulation. Using
that, we recovered direct evidence for an abrupt Landau–Alber bifurcation, i.e., the abrupt
onset of generalised MI once the power spectrum becomes sufficiently narrow and intense.

To the best of the author’s knowledge, this abrupt bifurcation has not been observed
before. Part of the explanation is that, here, we look in a focused way for genMI events,
not merely for extreme events of any origin. Indeed, there may be extreme events due to
many mechanisms (linear and nonlinear), and there is evidence that such extreme events
gradually increase as the spectra become less stable [35,37]. Here, we find that unstable sea
states are expected to have genMI events that will produce extreme events and most likely
rogue waves. We do not claim that all rogue waves are due to genMI.

More subtle reasons for this bifurcation not being observed before may have to do
with the size of the computational domain used and the kind of inhomogeneity used. It
might be interesting to consider using other boundary conditions on large enough domains,
since periodisation is known to have a stabilising effect; after all, there is no MI for the NLS on
the torus.

A next natural step is to perform more extensive simulations (larger computational
domains, more realisations of the initial conditions). Another direction is to extend this
analysis to two-dimensional problems, including crossing seas (i.e., energy arriving from
different directions). More broadly, one could look for numerical methods that would
allow this kind of simulation to be made without periodising the problem (e.g., using some
kind of near/far field decomposition). Periodisation is not part of the theory nor of the
real-life problem, and it might be artificially suppressing nonlinear and unstable features of
the problem.
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Appendix A. Simulation of the Classical MI

In [5,11], the nonlinear evolution of MI is examined. It was found that, once the
localised inhomogeneity grows enough in amplitude, it stops growing and it spreads out
its spatial support. That way, a space–time cone is formed, with an homogeneous pattern
of fixed amplitude inside the cone, and approximately zero outside. Here, we reproduce

https://github.com/aathanas/LandauAlberData
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this behaviour for various initial inhomogeneities added to the plane wave solutions of the
cubic NLS. Some numerical issues related to periodisation are highlighted in the process.

More specifically, we consider the IVP

i∂tvj + p∆vj + q|vj|2vj = 0, vj(x, 0) = A + δ0
j (x) (A1)

and extract the inhomogeneity

δj(x, t) = vj(x, t)− AeiqA2t. (A2)

We use the parameters

p =
1
2

, q = 1, A = 0.99, t ∈ [0, 35]. (A3)

A computational domain of [−99, 99] was used with 4096 points in the spatial discretisation
and periodic boundary conditions. The timestep used was τ = 0.007. The four initial
inhomogeneities used are

δ1(x) = 0.05 e−x2
+ 0.01 sech(x), (A4)

δ2(x) = 0.05 e−x2
+ 0.01 i e−(x+0.021)2

, (A5)

δ3(x) = 0.05 e−x2
N(x) + 0.01 i e−(x+0.021)2

, (A6)

δ4(x) = 0.05 e−x4
x3 + 0.01 i e−(x+0.021)2

, (A7)

where N(x) is discrete white noise (for each discretisation point xm, a normal random
variable Xm ∼ N (0, 1) multiplies the smooth envelope). The position density |vj(x, t)|2 is
plotted as a function of x, t in Figure A1. We observe that, qualitatively, all smooth initial
conditions lead to very similar patterns. Even the non-smooth δ3 essentially exhibits the
same kind of pattern: the space–time cone of expanding inhomogeneity. A somewhat
surprising feature is that, around time t = 30, in all cases, the cone seems to suddenly
expand and cover all the computational domain. The solutions seem to not change if we
apply moderate refinements in space and time. This is likely an artefact of periodisation,
and highlights the need to investigate the role of periodisation when trying to simulate
problems on the real line with large computational domains.

Figure A1. In all plots, the horizontal axis is space, vertical axis is time. Top left: |v1(x, t)|2. Top right:
|v2(x, t)|2. Bottom left: |v3(x, t)|2. Bottom right: |v4(x, t)|2. In all cases x ∈ [−99, 99], t ∈ [0, 35]. The
solutions conserve mass and energy in time.
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It is very interesting to note that in [5], MI is found for other kinds of dispersive
equations, in addition to the NLS. One could investigate whether equations, such as,
e.g., [44–47] also exhibit MI.

References
1. Bespalov, V.I.; Talanov, V.I. Filamentary structure of light beams in nonlinear liquids. Sov. J. Exp. Theor. Phys. Lett. 1966, 3, 307.
2. Benjamin, T.B.; Feir, J.E. The disintegration of wave trains on deep water. J. Fluid Mech. 1967, 27, 417–430. [CrossRef]
3. Zakharov, V.E. Stability of periodic waves of finite amplitude on the surface of a deep fluid. J. Appl. Mech. Tech. Phys. 1968,

9, 190–194. [CrossRef]
4. Vanderhaegen, G.; Naveau, C.; Szriftgiser, P.; Kudlinski, A.; Conforti, M.; Mussot, A.; Onorato, M.; Trillo, S.; Chabchoub, A.;

Akhmediev, N. “Extraordinary” modulation instability in optics and hydrodynamics. Proc. Natl. Acad. Sci. USA 2021,
118, e2019348118.

5. Biondini, G.; Li, S.; Mantzavinos, D.; Trillo, S. Universal Behavior of Modulationally Unstable Media. SIAM Rev. 2018, 60, 888–908.
6. Zakharov, V.E.; Ostrovsky, L.A. Modulation instability: The beginning. Phys. D: Nonlinear Phenom. 2009, 238, 540–548. [CrossRef]
7. Gramstad, O.; Bitner-Gregersen, E.; Trulsen, K.; Nieto Borge, J.C. Modulational Instability and Rogue Waves in Crossing Sea

States. J. Phys. Oceanogr. 2018, 48, 1317–1331. [CrossRef]
8. Jin, J.; Liao, S.; Lin, Z. Nonlinear Modulational Instability of Dispersive PDE Models. Arch. Ration. Mech. Anal. 2019,

231, 1487–1530. [CrossRef]
9. Gallo, C. The Cauchy Problem for Defocusing Nonlinear Schrödinger Equations with Non-Vanishing Initial Data at Infinity.

Commun. Partial. Differ. Equations 2008, 33, 729–771. [CrossRef]
10. Muñoz, C. Instability in nonlinear Schrödinger breathers. Proyecciones (Antofagasta) 2017, 36, 653–683. [CrossRef]
11. Biondini, G.; Mantzavinos, D. Universal Nature of the Nonlinear Stage of Modulational Instability. Phys. Rev. Lett. 2016, 116, 1–5.
12. Faulkner, D. An independent assessment of the sinking of the MV DERBYSHIRE. Trans. SNAME 1998, 106, 59–103.
13. Haver, S. A Possible Freak Wave Event Measured at the Draupner Jacket January 1 1995. In Proceedings of the Rogue Waves

2004, Brest, France, 20–22 October 2004; Olagnon, M.; Prevosto, M., Eds.; Ifremer: Plouzané, France, 2004. [CrossRef]
14. Olagnon, M.; Athanassoulis, G.A. (Eds.) Rogue Waves 2000; Ifremer: Plouzané, France, 2000.
15. Olagnon, M.; Prevosto, M. (Eds.) Rogue Waves 2004; Ifremer: Plouzané, France, 2004.
16. Dysthe, K.; Krogstad, H.E.; Müller, P. Rogue Waves. In Encyclopedia of Ocean Sciences; Elsevier Ltd.: Amsterdam, The Netherlands,

2009; pp. 770–780. [CrossRef]
17. Onorato, M.; Waseda, T.; Toffoli, A.; Cavaleri, L.; Gramstad, O.; Janssen, P.A.; Kinoshita, T.; Monbaliu, J.; Mori, N.; Osborne, A.R.;

et al. Statistical properties of directional ocean waves: The role of the modulational instability in the formation of extreme events.
Phys. Rev. Lett. 2009, 102, 114502. [CrossRef]

18. Onorato, M.; Residori, S.; Bortolozzo, U.; Montina, A.; Arecchi, F.T. Rogue waves and their generating mechanisms in different
physical contexts. Phys. Rep. 2013, 528, 47–89. [CrossRef]

19. Zakharov, V.; Dyachenko, A. Rogue Waves and Modulational Instability. In Proceedings of the AGU Fall Meeting Abstracts, San
Francisco, CA, USA, 14–18 December 2015; Volume 2015, p. NG32A-08.

20. Bitner-Gregersen, E.M.; Gramstad, O. DNV GL Strategic Reserach & Innovation Position Paper 05–2015: ROGUE WAVES: Impact on
Ships and Offshore Structures; DNV-GL: Bærum, Norway, 2015. p. 60.

21. Mei, C.C.; Stiassnie, M.; Yue, D.K.P. Theory and Applications of Ocean Surface Waves; Advanced Series on Ocean Engineering; World
Scientific: Singapore, 2005; Volume 23. [CrossRef]

22. Kharif, C.; Touboul, J. Under which conditions the Benjamin-Feir instability may spawn an extreme wave event: A fully nonlinear
approach. Eur. Phys. Journal: Spec. Top. 2010, 185, 159–168. [CrossRef]

23. Trulsen, K. Rogue Waves in the Ocean, the Role of Modulational Instability, and Abrupt Changes of Environmental Conditions that Can
Provoke Non Equilibrium Wave Dynamics; Springer: Cham, Switzerland, 2018. pp. 239–247. ._17. [CrossRef]

24. Baronio, F.; Chen, S.; Grelu, P.; Wabnitz, S.; Conforti, M. Baseband modulation instability as the origin of rogue waves. Phys. Rev.
A At. Mol. Opt. Phys. 2015, 91, 033804. [CrossRef]

25. Fedele, F.; Brennan, J.; Ponce De León, S.; Dudley, J.; Dias, F.; León, S.P.D.; Dudley, J.; Dias, F. Real world ocean rogue waves
explained without the modulational instability. Sci. Rep. 2016, 6, 1–11. [CrossRef]

26. Alber, I.E. The Effects of Randomness on the Stability of Two-Dimensional Surface Wavetrains. Proc. R. Soc. A Math. Phys. Eng.
Sci. 1978, 363, 525–546. [CrossRef]

27. Athanassoulis, A. On the Onset of Modulation Instability in JONSWAP Sea States. Technical Report. 2022. Available online:
https://www.newton.ac.uk/seminar/37811/ (accessed on 21 December 2022).

28. Komen, G.J.; Cavaleri, L.; Donelan, M.; Hasselmann, K.; Hasselmann, S.; Janssen, P.A.E.M. Dynamics and Modelling of Ocean Waves;
Cambridge University Press: Cambridge, UK, 1994.

29. Ochi, M.K. Ocean Waves: The Stochastic Approach; Cambridge University Press: Cambridge, UK, 1998; p. 332.
30. Labeyrie, J. Stationary and transient states of random seas. Mar. Struct. 1990, 3, 43–58. [CrossRef]
31. Tournadre, J. Time and space scales of significant wave heights. J. Geophys. Res. Ocean. 1993, 98, 4727–4738. [CrossRef]
32. Anastopoulos, P.A.; Spyrou, K.J.; Bassler, C.C.; Belenky, V. Towards an improved critical wave groups method for the probabilistic

assessment of large ship motions in irregular seas. Probabilistic Eng. Mech. 2016, 44, 18–27. [CrossRef]

http://doi.org/10.1017/S002211206700045X
http://dx.doi.org/10.1007/BF00913182
http://dx.doi.org/10.1016/j.physd.2008.12.002
http://dx.doi.org/10.1175/JPO-D-18-0006.1
http://dx.doi.org/10.1007/s00205-018-1303-8
http://dx.doi.org/10.1080/03605300802031614
http://dx.doi.org/10.4067/S0716-09172017000400653
http://dx.doi.org/10.1007/s10665-009-9334-7
http://dx.doi.org/10.1016/B978-012374473-9.00612-3
http://dx.doi.org/10.1103/PhysRevLett.102.114502
http://dx.doi.org/10.1016/j.physrep.2013.03.001
http://dx.doi.org/10.1142/5566
http://dx.doi.org/10.1140/epjst/e2010-01246-7
http://dx.doi.org/10.1007/978-3-319-71934-4_17
http://dx.doi.org/10.1103/PhysRevA.91.033804
http://dx.doi.org/10.1038/srep27715
http://dx.doi.org/10.1098/rspa.1978.0181
https://www.newton.ac.uk/seminar/37811/
http://dx.doi.org/10.1016/0951-8339(90)90020-R
http://dx.doi.org/10.1029/92JC02625
http://dx.doi.org/10.1016/j.probengmech.2015.12.009


Fluids 2023, 8, 13 13 of 13

33. Athanassoulis, A.; Athanassoulis, G.; Ptashnyk, M.; Sapsis, T. Strong solutions for the Alber equation and stability of unidirectional
wave spectra. Kinet. Relat. Model. 2020, 13, 703–737.

34. Onorato, M.; Osborne, A.; Fedele, R.; Serio, M. Landau damping and coherent structures in narrow-banded 1 + 1 deep water
gravity waves. Phys. Rev. E 2003, 67, 046305. [CrossRef] [PubMed]

35. Athanassoulis, A.; Gramstad, O. Modelling of Ocean Waves with the Alber Equation: Application to Non-Parametric Spectra and
Generalisation to Crossing Seas. Fluids 2021, 6, 291,

36. Waseda, T.; Kinoshita, T.; Tamura, H. Evolution of a random directional wave and freak wave occurrence. J. Phys. Oceanogr. 2009,
39, 621–639. [CrossRef]

37. Janssen, P.A.E.M. Nonlinear Four-Wave Interactions and Freak Waves. J. Phys. Oceanogr. 2003, 33, 863–884. [CrossRef]
38. Ribal, A.; Babanin, A.V.; Young, I.; Toffoli, A.; Stiassnie, M. Recurrent solutions of the Alber equation initialized by Joint North

Sea Wave Project spectra. J. Fluid Mech. 2013, 719, 314–344. [CrossRef]
39. Gramstad, O. Modulational Instability in JONSWAP Sea States Using the Alber Equation. In Proceedings of the ASME 2017 36th

International Conference on Ocean, Offshore and Arctic Engineering, Trondheim, Norway, 25–30 June 2017.
40. DNV-GL. DNVGL-RP-C205: Environmental Conditions and Environmental Loads; Technical Report August; DNV-GL: Bærum,

Norway, 2017.
41. Besse, C.; Descombes, S.; Dujardin, G.; Lacroix-Violet, I. Energy-preserving methods for nonlinear Schrödinger equations. IMA J.

Numer. Anal. 2021, 41, 618–653. [CrossRef]
42. Pasciak, J.E. Spectral and pseudospectral methods for advection equations. Math. Comput. 1980, 35, 1081. [CrossRef]
43. Bedrossian, J.; Masmoudi, N.; Mouhot, C. Landau Damping in Finite Regularity for Unconfined Systems with Screened

Interactions. Commun. Pure Appl. Math. 2018, 71, 537–576. [CrossRef]
44. Trulsen, K.; Dysthe, K.B. A modified nonlinear Schrödinger equation for broader bandwidth gravity waves on deep water. Wave

Motion 1996, 24, 281–289. [CrossRef]
45. Ma, W.X. Reduced Non-Local Integrable NLS Hierarchies by Pairs of Local and Non-Local Constraints. Int. J. Appl. Comput.

Math. 2022, 8, 1–17. [CrossRef]
46. Ma, W.X. Integrable Nonlocal Nonlinear Schrödinger Equations Associated with so(3, R). Proc. Am. Math. Soc. Ser. B 2022, 9, 1–11.

[CrossRef]
47. Gramstad, O.; Trulsen, K. Fourth-order coupled nonlinear Schrödinger equations for gravity waves on deep water. Phys. Fluids

2011, 23, 062102. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1103/PhysRevE.67.046305
http://www.ncbi.nlm.nih.gov/pubmed/12786485
http://dx.doi.org/10.1175/2008JPO4031.1
http://dx.doi.org/10.1175/1520-0485(2003)33<863:NFIAFW>2.0.CO;2
http://dx.doi.org/10.1017/jfm.2013.7
http://dx.doi.org/10.1093/imanum/drz067
http://dx.doi.org/10.1090/S0025-5718-1980-0583488-0
http://dx.doi.org/10.1002/cpa.21730
http://dx.doi.org/10.1016/S0165-2125(96)00020-0
http://dx.doi.org/10.1007/s40819-022-01422-1
http://dx.doi.org/10.1090/bproc/116
http://dx.doi.org/10.1063/1.3598316

	Introduction
	The Classical Modulation Instability and Rogue Waves
	The Alber Equation and the Landau–Alber Bifurcation
	Onset of Generalised Modulation Instability on the Phase-Resolved Level

	Main Results
	Scaling of JONSWAP Spectra and the - Plane
	Numerical Results
	The Numerical Scheme
	Implementation of the Initial Conditions and Periodisation
	Discussion of the Results
	Dependence on the Computational Domain

	Conclusions and Further Work
	Appendix A
	References

