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Abstract

The objectives of this research were to develop experimental approaches that can be

applied to classify different stages of malignancy in routine formalin-fixed and paraffin-

embedded tissues and to optimise the imaging approaches using novel implementations.

It is hoped that the approach developed in this research may be applied for early can-

cer diagnostics in clinical settings in the future in order to increase cancer survival rates.

Infrared spectroscopic imaging has recently shown to have great potential as a powerful

method for the spatial visualization of biological tissues. This spectroscopic technique

does not require sample labelling because its chemical specificity allows the differentiation

of biocomponents to be achieved based on their chemical structures. Experiments were

performed on 3-µm thick prostate and colon tissues that were deposited on 2 mm-calcium

fluoride (CaF2) which were subsequently deparaffinised.

The samples were measured under IR microscopes, in both transmission and

attenuated total reflection (ATR) mode. In transmission, thermo-spectroscopic imaging

of the prostate samples was first carried out to investigate the potential of thermography

to complement the information obtained from IR spectral. Spectroscopic imaging has

made the acquisition of chemical map of a sample possible within a short time span since

this approach facilitates the simultaneous acquisition of thousands of spatially resolved

infrared spectra. Spectral differences in the lipid region (3000 – 2800 cm−1) were identified

between cancer and benign regions within prostate tissues. The governing spectral band

for classification was anti-symmetric stretching of CH2 (2921 cm−1) from PCA analysis.

Nonetheless, the difference in tissue emissivity at room temperature was minimal, thus the

contrast in the thermal image is low for intra-tissue classification. Besides, the thermal

camera could only capture IR light between 3333–2000 cm−1.

To record spectral data between 3900 – 900 cm−1 (mid-IR), Fourier transform

infrared (FTIR) spectroscopic imaging was used to classify the different stages of colon

disease. An automated processing framework was developed, that could achieve an over-

all classification accuracy of 92.7%. The processing steps included unsupervised k-means

clustering of lipid bands, followed by Random Forest (RF) classification using the ‘finger-

print’ region of the data. The implementation of a correcting lens and the effect of the
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RMieS-EMSC correction on the tissue spectra were also investigated, which showed that

computational RMieS-EMSC correction was more effective at removing spectral artefacts

than the correcting lens.

Furthermore, the effect of the fluctuations of surrounding humidity where the

experiments were carried out was studied by using various supersaturated salt solutions.

Significant peak changes of the phosphate band were observed, most notably the peak shift

of the anti-symmetric stretching of phosphate bands from 1230 cm−1 to 1238 cm−1 was

observed. By regulating and controlling humidity at its lowest, the classification accuracy

of the colon specimens was improved without having to resort to alteration on the RF

machine learning algorithm.

In the ATR mode, additional apertures were introduced to the FTIR microscope,

as a novel means of depth profiling the prostate tissue samples by changing the angle of

incidence of IR light beam. Despite the successful attempts in capturing the qualitative

information on the change of tissue morphology with the depth of penetration (dp), the

spectral data were not suitable for further processing with machine learning as dp changes

with wavelengths. Apart from the apertures, a ‘large-area’ germanium (Ge) crystal was

introduced to enable simultaneous mapping and imaging of the colon tissue samples. Many

advantages of this new implementation were observed, which included improvement in

signal-to-noise ratio, uniform distribution, and no impression left on the sample. In short,

the research done in this thesis set a groundwork for clinical diagnosis and the novel

implementations were transferable to studies of other samples.
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Chapter 1

Introduction

The use of infrared (IR) spectroscopy, particularly the Fourier transform infrared (FTIR),

for the imaging of biological samples is an expanding field of research over the last decade,

largely due to the improved acquisition speed of the data and the increased availability

of processing tools and statistical algorithms to analyse a large dataset (Sreedhar, et al.,

2015). In contrast to conventional histology using staining methods to examine tissues

under visible microscopes, FTIR spectroscopic imaging technique is a label-free method

which has the capability to provide biochemical information about the biological samples

under examination, thus providing a more objective analysis. It can be employed to

identify chemical bonds in molecules based on the specific IR spectra that are acquired

from the samples, which contain distinctive molecular fingerprints proved to be very useful

in the analysis of the biological tissues.

In this PhD project, prostate cancer and colon cancer were chosen to be studied

because they are the most common cancer among males and the third most common cancer

in the UK, respectively (Cancer Research, 2014). Prostate cancer is a type of malignant

tumor that occurs in the prostate which is located in men below the bladder and near the

rectum, whereas colon cancer may develop via polyp pathways in the colon. These cancers

have been subjected to intense study and recent work has highlighted the diversity of the

cancer lesions. The Prostate and Bowel Cancer Screening Program in the UK are aimed

at detecting and accurately categorising these lesions, as well as the early cancers, as the

basis for planning further follow up and treatment (Phalguni, et al., 2015).

Currently, the methods commonly used for screening of colon cancer are bowel

visualization and measurement of the faecal biomarkers (Phalguni, et al., 2015), and digital

rectal examination for prostate cancer, however the distinctions between the different

disease stages made by pathologists remain a challenge as there is a significant degree

of discordance, even between experts, based on the visual morphology alone. Failure to

accurately identify these cancer lesions may potentially result in over or under treatment,
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which should be avoided. This makes prostate and colon cancer important diseases to

study. Thus, there is a strong need to develop approaches which can identify early stages

of the development of cancer in a way that goes beyond the current approach adopted by

pathologists in order to increase the survival rates of patients suffering from these cancers.

Advances in biopsy analysis including immunohistochemical, molecular markers and new

imaging techniques have successfully identified key biomarkers. However, the complexity,

the high variability of these approaches and the insufficient consistency of the outcomes

have prevented their adoption in routine clinical use. There is, therefore, a raising need to

search for a more cost and clinically effective approach for the study of colon and prostate

cancer and FTIR spectroscopy was used to demonstrate that in this research.

In order to assess the FTIR spectra rigorously, multivariate analysis is employed.

A variety of different multivariate approaches such as partial least squares (PLS), prin-

cipal component analysis (PCA), and other clustering methods are often used to classify

the tissue biopsies as part of the machine-learning strategies. Benchmarking the perfor-

mance and improvements of FTIR spectroscopic imaging using multivariate approaches

will answer fundamental questions such as: ‘How does changing the mode of measurement

affect the sensitivity and specificity of classification?’ or ‘How does the performance of the

classification change with adjustments in the statistical processing methodology as well as

other factors such as the experimental environment?’. It should also be noted that these

developed algorithms do not aim to displace histopathologists completely at this stage of

research, rather they will be used to augment the existing complementary data identi-

fied by histopathological staining to further increase the diagnostic accuracy. In addition,

the move towards diagnosis of a higher accuracy means that novel implementations to

the current FTIR spectroscopic technique should be explored to yield spectra of better

quality.

The end-goal is the development of a robust and reliable protocol that utilise

FTIR spectroscopic imaging to study the tissues for cancer diagnostics. It is hoped that

the success of the research presented in this thesis will bring this imaging technique closer

towards clinical acceptance.

1.1 Objectives

The main aim of this research is to differentiate and classify the different stages of disease

for prostate and colon cancerous tissues using FTIR spectroscopic imaging technique.

The specific objectives of this research are outlined as follows:

• Develop protocols and processing frameworks for FTIR spectroscopic imaging of the
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prostate and colon tissues

• Optimize the imaging approaches using novel implementations to obtain qualitative

and quantitative information of the biopsy specimens studied

• Validate the results obtained from FTIR spectroscopic imaging by comparison with

histopathologically stained images

• Apply multivariate analysis and machine learning to achieve an understanding of

the imaging parameters on the reliability of diagnostics and classification
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Chapter 2

Literature review

2.1 Cancer biology

Cancer is caused by continual abnormal proliferation of cells which grow and divide un-

controllably to form a tumour, due to a defect in the regulatory systems of such cells. The

irregular growth of the cancer cells, if not inhibited in time, could result in them invading

the normal surrounding tissues and distant organs and to a more serious extent spread

throughout the body in a process known as metastasis (Cooper 2000). In fact, metastasis

accounts for approximately 90 % of cancer-related deaths. The high cancer mortality is

mainly due to the inability to manage the disease once it disseminates through the body,

therefore metastasis is often viewed as one of the terminal stages of cancer (Chaffer &

Weinberg 2011). Metastasis follows a chain of sequential steps. To put it briefly, the

primary step involves the detachment of these cells from its main tumour and their in-

travasation into the bloodstream as well as the lymphatic system; follows by the effusion

of the metastatic cells at distant capillary bed to settle and form into secondary malignant

tumour (Seyfried & Huysentruyt 2013). The difference of the cancer cells from normal

cells in their life cycles is detailed in Appendices 6.1.

It is well known that cancer is a complicated genetic disease – that is, cancer is

a result of an unnatural mutation or damage to the genes. Genes are segments of DNA,

and these segments, in turn, are the blueprint to produce proteins.1 The bases that make

up the backbone of DNA, namely Adenine, Thymine, Guanine, and Cytosine, are the

codes that are interpreted. Each sequence of three bases, called a codon, codes for a

specific amino acid (Griffiths et al. 2000).2 Two of the main types of genes that play a

1By definition, a gene is a sequence of nucleotides in DNA or RNA that encodes the synthesis of either
RNA or protein.

2Codon is a triplet of adjacent nucleotides in the messenger RNA chain that codes for a specific amino
acid in the synthesis of a protein molecule.

35



role in cancer induction are oncogenes and tumour suppressor genes (Lodish et al. 2000b).

Often, proto-oncogenes encode proteins that function to stimulate cell division, inhibit

cell differentiation, and halt cell death. These processes are crucial for normal human

development and for the maintenance of tissues and organs. When a proto-oncogene

mutates or replicates in an uncontrolled manner, it becomes a ‘bad’ gene that can become

permanently turned on or activated when it is not supposed to be. An example of an

oncogene is the HER2 gene that is present in greatly increased numbers in breast cancer

tumours as well as some lung cancer tumours (Bose et al. 2013, Cappuzzo et al. 2005).

Oncogenes are a major molecular target for anti-cancer drug design (Ke & Shen 2017).

Tumour suppressor genes (or anti-oncogenes), on the other hand, function to inhibit the

development of tumour and cell proliferation through apoptosis induction. They represent

the opposite side of cell growth control (Levine et al. 2008). One of the hallmarks of cancer

is the ability of malignant cells to evade apoptosis due to a mutation on the tumour

suppressor genes. Examples of tumour suppressor genes include BRCA genes and the p53

gene in the breast and ovarian cancer (Lee & Muller 2010).

A suitable analogy here to understand the contribution of oncogenes and tumour

suppressor genes to cancer is to think of the cell as a car. The former can be compared

to a gas pedal which controls the speed of the car, much like how fast the cell grows and

divide. An oncogene is like a gas pedal that is stuck down, hence the cell continues to

divide out of control. On the contrary, in this analogy, a tumour suppressor gene behaves

like a brake pedal, which stops the car when it is going too fast. When the gene stops func-

tioning properly, the ‘molecular switch’ for cellular check cannot be turned off, permitting

uncontrolled multiplication of the cell, leading to carcinogenesis and subsequently tumour

development. In cancer, tumours, once formed, exhibit another dimension of complexity

as they are not just masses of ‘malignant’ cells but a repertoire of other recruited normal

cells, including cells of the immune system, the tumour vasculature and lymphatics, as

well as fibroblasts, pericytes and sometimes adipocytes, which together create the tumour

microenvironment (TME) via their interactions (Balkwill et al. 2012). The malignant

cells thrive in this TME. However, not all tumours are cancerous – they could be ‘benign’,

meaning that they do not invade surrounding tissues nor spread around the body.

Underlying the hallmarks of cancer during the multistep development of tumour

are genome instability or in other words genetic mutation. Gene damage can happen

in several ways. Simplistically, this may involve missense mutation, nonsense mutation,

insertion, deletion, duplication, frameshift mutation, or repeat expansion of the DNA base

pair (Clancy 2008). The basic types of genetic mutation are acquired (somatic or sporadic)

mutation and hereditary (germline) mutation. The former being the most common one

(American Society of Clinical Oncology (ASCO) 2018). Hereditary gene mutation is passed

on in family whereas acquired mutation is a genetic change that occur at some point in a

person’s life and will not be passed on to his/her offspring (Griffiths et al. 2000). Acquired
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mutations can also be caused by external factors such as exposure to radiation, for instance,

UV rays from the sun or chemicals like carcinogens in tobacco (National Cancer Institute

(NIH) 2018).

There were an estimated 18 million cancer cases around the world in 2018, of

these 9.5 million cases were in men and 8.5 million in women. The most common cancer

(excluding non-melanoma skin cancer) globally were the lung and breast cancers, each

contributing 12.3 % of the total number of new cases diagnosed in last year, followed closely

by colorectal cancer and prostate cancer (CaP) (World Cancer Research Fund (WCRF)

International 2018). Cancer has caused serious global economic and public health burden

and is one of the most significant challenges need to be addressed in this century (Brown

et al. 2001). Cancer remains the leading cause of deaths worldwide despite improvement

in the diagnostic and therapeutic strategies, thus there is a need for ongoing research to

understand cancer and aid in its diagnostic (Liu et al. 2017).

2.2 Prostate cancer

The prostate (or prostate gland) is a chestnut-size muscular gland that weighs about three-

fourth of an ounce (or 20 grams) which constitutes part of the reproductive and urinary

system of a man. It is located deep inside the pelvis and is positioned inferiorly to the

neck of the bladder and superiorly to the external urethral sphincter (Canadian Cancer

Society 2020). The name ‘prostate’ reaches back to ancient Greece with similar sounding

‘prostatēs’, which literally means ‘someone who stands before someone or something’. The

term describes the position of the prostate gland. From the bottom view where the urethra

leaves the gland, the prostate ‘stands before’ the bladder (Josef Marx & Karenberg 2009).

The main function of prostate is the secretion of one of the components of semen, i.e.

the prostate fluid (Ashford 2020). During ejaculation, the muscles of the prostate gland

help propel this seminal fluid into the urethra. This alkaline fluid provides lubrication and

nutrition for the sperm. Moreover, the male sex hormone testosterone is transformed to a

biologically active form – dihydrotestosterone (DHT) in the prostate (Carson & Rittmaster

2003), which is an androgen famously known for causing male pattern balding, also called

androgenic alopecia (English 2018).

The three major conditions that affect the prostate are benign prostatic hyper-

plasia (BPH), prostatitis, and prostatic cancer. BPH is a common condition in which the

prostate increases in size when a man reaches late 40’s. The enlargement of prostate could

cause uncomfortable urinary symptoms from the physical compression it exerts on the

urethra that results in anatomic bladder outlet obstruction. As the name itself suggests,

BPH is not linked to cancer and does not increase the risk of developing CaP; nonetheless,

the symptoms of the two are very often very similar (Patel & Parsons 2014). Likewise,
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prostatitis is non-cancerous; yet unlike BPH, it can affect men of all ages. Prostatitis

is associated with the inflammation of the prostate which can be acute or chronic and

may or may not be caused by bacterial infection (Krieger et al. 2008). BPH occurs in

the transition zone, whereas most CaP begins in the peripheral zone (Canadian Cancer

Society 2020). The anatomy of the prostate is described in Appendices 6.2.

2.2.1 Epidemiology of prostate cancer

CaP is the second most frequent cause of cancer deaths in men in most developed countries

after lung cancer, and the incidence has increased significantly over recent years. In 2018,

1,276,106 new cases of CaP are recorded worldwide, 28.1 % of which resulted in deaths

(Bray et al. 2018). In the United States itself, the American Cancer Society’s estimates

for CaP mortality is 31,620, out of the 174,650 new cases reported. This high number of

cases suggests that around 1 in 9 men is likely to be diagnosed with this type of cancer

during his lifetime (American Cancer Society 2020b). In the United Kingdom, over the

last decade, CaP incidence rates have increased by around a twentieth (4 %). In fact,

the incidence rates for CaP are projected to rise at an alarming rate of 12 % in the UK

between 2014 and 2035. CaP can be fatal, but in fact, CaP survival is improving and has

tripled in the last 40 years in the UK, most likely due to prostate-specific antigen (PSA)

testing (Cancer Research UK 2017b).

Aetiology and risk factors

The well-established CaP risk factors are advanced age, ethnicity, genetic factors and

family history (Rawla 2019), out of which age is the most important risk factors. The

cases of CaP diagnosed under the age of 40 is uncommon; however, the odds increase

exponentially with age. About two-thirds of all CaPs are diagnosed in men age 65 and

older (WebMD 2020). Prevalence of CaP also varies substantially by race. The highest

global incidence rate is confirmed in African descent men, with the lowest rates in Asian

men (Rebbeck & Haas 2014). Other than the difference in socioeconomic conditions,

biological factor such as the genetic predisposition has been proposed by several studies

to be associated with the disparity . In one research study, African-American men are

found to have the more common chromosome 8q24 variants, which have been associated

with increased CaP risk (Okobia et al. 2011). Some other research studies have also

demonstrated that African descent men have a high rate of variations in tumour suppressor

genes such as EphB2 (Robbins et al. 2011) and BCL2 which regulates cell apoptosis

(Hatcher et al. 2009). Besides, family history plays an important role. About 5 – 10 % of

all CaP diagnosed are hereditary, meaning that a man with close relative suffering from

CaP is at a higher risk of developing it too (Memorial Sloan Kettering Cancer 2020). To
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date, research has identified several inheritable genes that could contribute to the increased

risk of getting CaP, for instance, mutations in the genes BRCA1 or BRCA2 (Castro &

Eeles 2012). In one recent study, it was found that patients who harbour germline BRCA2

mutations exhibit the worse clinical outcomes than non-carriers after treatment (Taylor

et al. 2019).

Diagnosis and treatment

The first test for CaP is digital rectal examination (DRE). It is a relatively simple check

to help detect abnormality in prostate. For DRE, the size and the hardness of the prostate

is felt by a physician who has his finger inserted into the rectum. The proximity of the

position of the prostate to the rectum allows this check to be carried out quickly. The

second test is equally simple: the prostate-specific antigen (PSA) test. It is a test that

measures the level of PSA present in blood. PSA is a glycoprotein enzyme secreted by

the epithelial cells of the prostate gland, believed to be instrumental in dissolving seminal

coagulum as well as the cervical mucus that aids sperm mobility into the uterus (Arneth

2009). The use of the PSA test in conjunction with a digital rectal exam (DRE) to test

asymptomatic men for CaP was first approved by FDA in 1994; However, neither tests

are 100 % accurate (National Cancer Institute (NIH) 2017). In the past, an elevated PSA

level above 4.0 ng mL−1 (conventional threshold) would be associated with potential risk

of CaP and biopsy often be recommended consequently; but recent study has disapproved

the consensus that PSA is a serum marker for cancer detection by showing that some

men with PSA levels below 4.0 ng mL−1 have CaP and that many men with higher levels

do not have CaP. Other prostate disorders can also cause the PSA level to fluctuate, for

instance, a man’s PSA level often rises if he has prostatitis or a urinary tract infection

(Thompson et al. 2004). The positive predictive value of a PSA test only lies in the range

of 20 – 30 % (Hayes & Barry 2014). The next step to screen for CaP is often the biopsy,

either through transperineal (TP) biopsy or transrectal (TR) biopsy. The difference being

the target site: via the rectum for TR and via the perineum (area between the anus and

scrotum) for TP. Due to the high risk of complications arising from bacterial infection

from the faecal matter introduced to the prostate in the TR biopsy, TP is nowadays

commonly performed in most clinics (Xiang et al. 2019). The biopsy is then sent to the

lab to be examined by pathologist and a corresponding Gleason score is assigned in the

presence of cancer. In addition, there are other diagnostics methods such as transrectal

ultrasound (TRUS) or imaging with MRI, just to name a few (Mayo Foundation for

Medical Education and Research (MFMER) 2020b). Men diagnosed with localized CaP

have few primary options: expectant management (‘active surveillance’), surgery, and

radiotherapy (or brachytherapy) or the less common cryotherapy. The treatment received

is most often largely dependent on the severity of the cancer and its growth rate. For

metastatic CaP, these might be chemotherapy, or hormone therapy (Litwin & Tan 2017).
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2.2.2 Pathological evaluation

Gleason grading system

An important milestone in the history of pathology occurred on Dec. 28th, 2008 with the

death of Dr. Donald F. Gleason from heart attack at the age of 88 years, whose work has

been the gold standard for staging CaP. An established prognostic indicator of CaP is the

Gleason grading system, which was proposed by Gleason in 1966 and further validated in

the year 1974 in a research in which 2,900 patients were involved. The score is based on

a pathologist’s microscopic examination for the ‘Gleason’ histology or features of prostate

tissue that has been chemically stained after a biopsy (Humphrey 2004). A significant

attribute of this scoring system is that it is independent on the assessment of nuclear

morphology but is based upon architectural changes that can be sufficiently evaluated at

low power magnification (Delahunt et al. 2009). The Gleason patterns are detailed in

Table 2.1 and Fig. 2.1.

The Gleason score ranges from 1 – 5 and describes how much the cancer from

a biopsy looks like healthy tissue (lower score) or abnormal tissue (higher score). Due to

the histological variation within the tumours, a 2-digit system, for example 2-1 or 4-3 is

introduced; with the primary score based on the predominant pattern or most common

cell morphology by area and the secondary score based on the non-dominant pattern with

the highest grade. In cases where a single morphology is identified, the secondary score

receives the same designation as the primary score, for example 3-3. The final Gleason

score is the addition of these two numbers (Gleason & Mellinger 1974). CaP of Gleason

patterns 1 and 2 are rarely seen. Gleason pattern 3 is by far the most common and in

large majority of cases, it is found in pure form, such that the most common Gleason score

is 3 + 3 = 6. (Chen & Zhou 2016).The World Health Organization (WHO) endorsed the

Gleason grading system in the classification of CaP in 2004 and following that, treatment

received by the patients is dictated by the grading score assigned (Montironi et al. 2016).

2.3 Colon cancer

The colon, also known as the large intestine, makes up the last part of the digestive

system in a human body. The colon functions to absorb water, salts, and nutrients from

the materials that have not been digested and remove the leftover waste product, via a

process called peristalsis. The colon is made up of c.a. 1.8 meter-long of dense muscle.

The first part of the colon, the cecum, connects to the ileum of the small intestine and

the rest of the colons are further divided into four parts – the ascending colon that runs

up the right side of the abdomen, transverse colon that travels across the abdomen, the

descending colon that travels down the left abdomen, and lastly the curving sigmoid colon
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Figure 2.1: The Gleason grading pattern, reproduced from (Humphrey 2004) with the
permission from Springer Nature
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Table 2.1: Table of features assigned to the different Gleason patterns from the Gleason
grading system

Gleason pattern Corresponding feature(s)

Grade 1 This is a pattern of very well-differentiated growth of small,
uniform and closely packed acini, which closely resembles
healthy prostate tissue.

Grade 2 The nodular mass of glands is still circumscribed but is less
well differentiated. A distinctive characteristic is the in-
crease in variability in gland size and shape compared to
grade 1.

Grade 3 This corresponds to a moderately-differentiated carcinoma.
Infiltrative tumour with ill-defined edges and irregular ex-
tension into stroma can be observed. They are often long or
angular.

Grade 4 This is a high grade and poorly differentiated carcinoma
growth. The glands look fused together with rare lumen and
raggedly infiltrative edges into surrounding tissue. They are
difficult to be distinguished from one another.

Grade 5 This comprises of raggedly infiltrative sheet-like growth of
anaplastic adenocarcinoma cells and comedo necrosis. The
neoplasms have no glandular differentiation.
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just before the rectum.

Colon cancer is sometimes referred to as colorectal cancer – a term that combines

colon cancer and rectal cancer. It usually begins as polyps in the inside lining of the colon.

According to (American Cancer Society 2020a), polyps are abnormal growth that are

benign. For polyps that have the potential to turn into cancer, they are the adenomatous

polyps or pre-cancerous polyps. Hyperplastic polyps, for example, are generally not pre-

cancerous; but some in the medical community perceives them as signs of future colon

cancer (Bradford 2016). On the other hand, dysplastic polyps can develop into cancer

over time. People who suffer from ulcerative colitis or Crohn’s disease for many years are

at a greater risk of growing this kind of adenomatous polyps. When the cancer starts

to develop from the polyps, the malignant cells can start invading the wall of the colon

or rectum as time passes on. Typically, this starts in the innermost layer, known as the

mucosa, and can grow outward to other layers of the colon. The layers of the colon wall

are described in Fig. 2.2.

Figure 2.2: The layers of the colon wall. By courtesy of American Cancer Society (ACS),
copyright 2020; used with permission

2.3.1 Epidemiology of colon cancer

Colon cancer is the fourth most common cancer in the UK in the year 2016. Between 2014

– 2016, there are approximately 42,000 new cases per year (Cancer Research UK 2017a).

In the United States, it is the third leading cause of cancer related deaths in men and
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women. In the year 2020 alone, it is estimated that colon cancer will cause about 53,200

deaths in the country; however, compared to previous decades, the death rate has been

dropping, possibly due to the more frequent screening (colonoscopy) for colon polyps and

their subsequent removal before they have the chance to turn into cancer. Besides, the

treatment for colon cancer has also improved over the last decade. Despite the drop in

the death rate, people younger than the age of 55 have seen an increase of 2 % annually

between 2007 and 2016. (American Cancer Society 2020a)

Aetiology and risk factors

Compared to other types of cancer, colon cancer has the strongest link to lifestyle-related

factors like diet, weight, and exercise. People who are overweight and physically inactive

are at a higher risk of getting colon cancer. A diet that is high in red meats or processed

food may also raise the risk. Other than these, nearly 1 in 3 people who develop colon

cancer has a family history. The most common inherited syndromes linked to colon cancer

are Lynch syndrome (hereditary non-polyposis colon cancer, HNPCC). This disorder is

caused by a defect in the inherited genes MLH1 or MSH2 3. The Lynch syndrome made

up about 5 % of the people diagnosed with colon cancer, the other 1 % is caused by familial

adenomatous polyposis (FAP), mutations in the APC gene. Almost all people with this

condition suffer from colon cancer if the colon has not been surgically removed by the age

of 40 (American Cancer Society 2020a).

Diagnosis and treatment

Research is ongoing for early detection of colon cancer to help reduce the mortality rate of

this cancer (American Cancer Society 2020a). This includes effort to define colon cancer by

its sub-categories. In other words, this means classifying based on evaluation on changes

that occur to the colon cells, such as the genetic mutations, how the cell looks and behave,

the speed of the cells divides, and morphological features of the tumour. It is the ultimate

goal to better understand the disease progression and outcome, which can also lead to a

higher precision treatment via continuous effort in research in this area. Besides, blood test

may also give an insight into the chemicals produced by colon cancer or carcinoembryonic

antigen (CEA). Based on the level of CEA present in the blood, medical examiner could

understand the prognosis better and provide a way to track how the cancer is responding

to the treatment provided. At the very early stage of cancer when the cancer is still

contained within the polyps, the polyps are removed during colonoscopy. This is an easy

3These genes help repair DNA that has been damaged. People who inherited this condition also have
a high risk of developing cancer of the endometrium. The Lynch syndrome has been linked to ovarian,
stomach, pancreas, kidney, prostate, breast, and ureters cancer (Centers for Disease Control and Prevention
(CDC) 2020).
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and quick procedure known as polypectomy. For larger polyps, however, this requires

the removal of a small amount of inner lining of the colon close to the polyps (endoscopic

mucosal resection) but is still minimally invasive. In situations where the polyps are unable

to be removed through colonoscopy, another procedure called the laparoscopic surgery is

introduced, which involves partial colectomy, i.e. the removal of part of the colon that

contains the cancer. Where surgery is not possible, other treatments are often issued to

alleviate the symptoms of colon cancer. These could be chemotherapy, radiation therapy,

targeted drug therapy, and immunotherapy (Mayo Foundation for Medical Education and

Research (MFMER) 2020a).

2.3.2 Pathological evaluation

Number staging system

The most frequently applied staging system is the American Joint Committee (AJCC)

TNM system, an abbreviation for tumor (T), lymph nodes (N), and metastasis (M). The

latest grading system is based on the examination of the tissues removed during operation.

Once a person’s T, N, and M categories have been determined, this information is combined

in a process called stage grouping to assign an overall stage. The assignment of the stage

is provided in Table 6.1 in Appendices 6.3.

However, the grading systems mentioned above have been subjects of contro-

versy, primarily because they are based upon visual criteria of pattern recognition that

are operator-dependent and subject to intra- and inter-observer variability. Thus, there is

a need for molecular based techniques to grade tissue samples in a reliable and reproducible

manner. In this case, FTIR spectroscopic imaging coupled with statistical pattern recog-

nition techniques could be used in order to demonstrate histopathologic characterization

of prostatic tissue and to differentiate benign from malignant prostatic epithelium.

2.4 Fundamentals of IR spectroscopy

The discovery of infrared (IR) radiation is accredited to Friedrich William Herschel (1738

– 1822), who called IR the ‘rays that occasion heat’. In his experiment, he observed that

the temperature of the mounted thermometers increased beyond the red portion of the

visible light after the sun rays passes through a prism. Shortly after, he discovered that by

placing a sample in the path of IR and changing the spectrum that transmitted through

the sample, at some point the temperature would drop. His work marked the earliest

experiment on the measurement of light absorption in the IR (Rowan-Robinson 2013).
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With the formulation of the Maxwell equations in 1861 and the proposal of the

electromagnetic light theory in 1864 by Maxwell, the interaction of light with matter could

be handled theoretically (Horvath 2009). According to Maxwell classical theory, light is

an electromagnetic (EM) radiation, consisting of electric field and magnetic field vector

oscillating perpendicularly to each other. These fields are in phase and are being propa-

gated as a sine wave, as shown in Fig.2.3a. The absorption of light is the interaction of

the electric field of light with matter. Apart from the classical theory, light can also be

explained from the perspective of quantum theory that was explained by Albert Einstein

regarding the photoelectric effect of light in the early 20th century. In Einstein’s quantum

theory, light is composed of particles called photons which have wave-like properties as-

sociated with them (Einstein, 1905). A collection of light at different frequency is known

as the EM spectrum, illustrated in Fig.2.3b. Infrared (IR) light is defined as a region

which encompasses a broad range of wavelength from 700 nm (∼14 000 cm−1) to 1000 µm

(∼10 cm−1) (Ball 2003). This IR region lies between the visible light and microwave ra-

diation. IR radiation is further sub-categorized into mid-IR (∼4000 cm−1 – ∼400 cm−1),

far-IR (∼400 cm−1 – ∼10 cm−1), and near-IR (∼14 000 cm−1 – ∼4000 cm−1) (Atkins et al.

2019). Mid-IR radiation, which is of particular interest in this thesis, is used to measure

infrared spectra as most molecules exhibit fundamental vibrational modes in this region

compared to far-IR which corresponds to rotational modes and many other low-frequency

vibrations, whilst near-IR corresponds to the overtones and combinations of molecular

vibrations (El-Azazy 2019).

Velocity of propagation of an EM wave in vacuum is constant at 3 × 108 ms−1.

This is known as the velocity of light, Vc. If one complete wave travelling a fixed distance

each cycle is visualized, it may be observed that the velocity of this wave is related to its

wavelength, λ which arise from the periodic modulation of light, such that

E =
hVc

λ
= hν = hc˜︁ν (2.1)

where E is the energy of the radiation (or in absorption spectroscopy, this refers to the

amount of energy absorbed from the incident radiation to excite a molecule from the

ground state to the higher energy excited state); h refers to Planck’s constant with a

value of 6.626 × 10−34 Js; ν is the frequency of light; and ˜︁ν refers to the wavenumber.

In general, the bond of a molecule experiences various types of vibrations and rotations;

however, only vibrational motion (and some contributions from rotations) is considered

in IR spectroscopy as the resonant frequency that can excite a vibrational motion of a

molecules falls in the IR region. At this resonant frequency, the atoms of a molecules

vibrate at a greater magnitude, resulting in the stretching of bond lengths and a change in

the bond angles. The vibrational degrees of freedom may be described using the models of

molecular oscillators. The most approximate description of molecular vibration is fulfilled
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(a) The EM wave (by courtesy of Hamamatsu Photonics, copyright 2020; used with permission)

(b) The EM spectrum (by courtesy of Encyclopædia Britannica, Inc., copyright 2020; used with
permission)

Figure 2.3: Electromagnetic wave and spectrum
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by a classical harmonic oscillator. The vibrating bond of a molecule is analogous to a

spring-mass exemplary system – therefore, IR spectrum reveals information about the

properties of the system where wavenumber is related to the force constant (kf ) and the

effective mass of (µ) the molecules, by solving the Schrödinger equation for the harmonic

oscillator using Hooke’s law that results in Eq. 2.1, whereby ˜︁ν =
1

2πc

√︄
kf
µ

and for diatomic

molecules, µ =
m1m2

m1 + m2
.

In harmonic approximation, only equidistant vibrational levels are permissible.

The transition of energy occurs between adjacent levels i.e. ∆n = ±1. The most likely vi-

brational transition at room temperature is the fundamental transition (Chalmers & Grif-

fiths 2002). According to Boltzmann distribution, the majority of the molecules populate

the vibrational ground level at moderate temperature as there is not sufficient thermal

energy to excite the molecules. In the case of fundamental transition, approximation with

harmonic oscillation works well; however, the true nature of molecular vibrations is more

complicated than that. At elevated temperature, the vibrational transitions from excited

levels can take place, for instance, ∆E1→2 – the IR bands observed in this kind of situation

is termed the ‘hot bands’ which occurs at a lower wavenumber compared to fundamental

transition. In actual experiments, the transitions between non-adjacent levels, ∆E0→2,

are also observed. The anharmonicity of the vibrational model needs to be considered

here for a correct representation of these observations.

Take an example of a diatomic molecule. The vibrational potential is as the

repulsive force increases when the bond shortens and vice versa when the bond elongates

as a molecule reaches the bond dissociation boundary, the binding force decreases. The

vibrational potential of an anharmonic oscillator is shown in and may be approximated

with Morse potential curve such that E(q) = De(1 − e−a(r−re))2 and a =

√︄
ke

2De
, where ke

is the force constant at the minimum of potential well and De is the dissociation energy,

whereas the energy levels of an anharmonic oscillator is governed by the following equation

En = hνosc(nL +
1

2
) − xhνosc(nL +

1

2
)2 (2.2)

The anharmonic constant x describes the decrease in spacing towards higher

energy levels of an anharmonic oscillator. In Eq. 2.2, the transitions between non-adjacent

levels ∆nL = ±1,±2,±3...,etc as described before are allowed. It describes the first

overtone (∆E0→2) and second overtone (∆E0→3) (Chalmers & Griffiths, 2006), which are

sometimes observed in an IR spectrum.

Not all vibrations are IR active. The gross selection rule for a change in vi-

brational state brought about by absorption or emission of radiation is that the electric
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dipole moment of the molecule must change when the atoms are displaced relative to one

another (Atkins et al. 2019) 4. Homonuclear diatomic molecules such as N2 and O2 are IR

inactive, since their vibrational motions fail to induce any change in the dipole moment;

but heteronuclear diatoms (i.e. CN) do have dipole moments that depend on internuclear

distance, so they exhibit vibrational spectra. This explains why N2 and O2 (present abun-

dantly at 78 % and 21 % by volume in the atmosphere, respectively) do not constitute

as the greenhouse gases and why IR spectrometer can operate at atmospheric condition.

Polyatomic molecules undergo more complex vibrations that can be summed or resolved

into normal modes of vibration. The normal modes of vibration can be anti-symmetric,

symmetric, wagging, twisting, scissoring, and rocking for polyatomic molecules.

The vibrational modes exhibited by a polyatomic molecule can be deduced from

the degree of freedom, the number of variables required to describe the motion of a par-

ticle completely. For an atom moving in 3-dimensional (3D) space, three coordinates are

adequate, so its degree of freedom is three. Its motion is purely translational. If we have

a molecule made of N atoms (or ions), the degree of freedom becomes 3N , because each

atom has 3 degrees of freedom. Furthermore, since these atoms are bonded together, all

motions are not translational; some become rotational, some others vibration. For non-

linear molecules, all rotational motions can be described in terms of rotations around these

3 axes, the rotational degree of freedom is 3 and the remaining 3N − 6 degrees of freedom

(where N is the number of atoms) constitute vibrational motion. For a linear molecule

however, rotation around its own axis is not counted because the molecule remains un-

changed, in this case, there are only 2 rotational degrees of freedom for any linear molecule

leaving 3N − 5 degrees of freedom for vibration. A good example of IR active molecule

to look at here is CO2, which constitutes 0.04 % (V/V) of the entire atmosphere. CO2

has 4 vibrational motions 5, namely symmetric stretching (∼1338 cm−1), anti-symmetric

stretch (∼2349 cm−1), and out-of-plane and in-plane bending (∼667 cm−1). Out of all the

vibrations, symmetric stretching is the only one that does not show up on an IR spec-

trum as there is no change in the dipole moment. On the other hand, the two bending

modes are known to be degenerate since they occur at the same wavenumber, but this

degeneracy disappears when CO2 interact with other molecules, i.e. the carbonyl band in

a polyketone sample (Ewing et al. 2015). The presence of CO2 and water vapour bands in

the IR spectrum poses a great challenge for interpretation of the data. This is addressed

in Section 2.5.

Band broadening is commonly observed at the high wavenumber end, assigned to

the hydrogen bonded vibrations (i.e. NH and OH). The wavenumbers position of NH and

OH bands largely depend on the force constant of the bond which is affected when H atom

is involved in H-bond interactions with similar molecules or water molecules (such as mois-

4The molecule need not have a permanent dipole in order to be infrared active.
5There are 3 atoms (N = 3) in a CO2 molecule, and since it is a linear molecule, 4 vibrational modes

can be found from 3(3)− 5.
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ture in the environment). These interactions also depend on proximity of other molecules

and functional groups which are not static (in crystals, for example), therefore, many

molecules with NH and OH groups have a number of slightly different H-bond interactions

with basic functional groups (such as carbonyls, N atoms, etc.) or the oxygen atom in wa-

ter. As a result, there is a broad distribution of the strengths of these interactions. Further-

more, NH and OH groups may also form combination bands with intermolecular stretching

and bending mode of H-Bonding, which have corresponding wavenumbers at around 150–

100 cm−1 and 60–20 cm−1, respectively. νOH + ν intermolecular stretching or bending vibrations

will result in many combinations bands which also contribute to the broadening of OH

and NH bands (Coulson & Robertson 1974).

2.4.1 Interpretation of IR spectrum

During a spectroscopic measurement, a spectrometer is used to measure the decrease of

the radiant power (or a decrease in the number of photons) that reached the detector due

to the absorption by molecules at a given wavelength. In an ideal model, absorption at

a wavelength would result in a sharp line of a decreased radiant power exactly at that

wavelength. However, in reality, physical effects descibed by the Heisenberg’s uncertainty

principle or Doppler shift as well as instrumental factors will lead to line broadening and

consequently absorption bands with different profiles that are approximated by Gaussian

or Lorentzian spectral profile functions and bandwidth are observed (Grabska et al. 2017).

The measured spectrum can further become increased through overlapping of the absorp-

tion bands. An IR spectrum that is useful for interpretation is a plot of IR light intensity

versus the light property. In conventional practice, this is often the absorbance versus

the wavenumber of IR light. Absorbance (A) can be calculated from intensity (I) plot

obtained after FFT such that

A = log
Io
I

(2.3)

The value is relative to the reference radiant power emitted from the radiation

source of the spectrometer. The inter-conversion between absorbance and transmittance

(%T ) is relatively straightforward following

%T = 100
I

Io
(2.4)

Although both conventions are widely adopted, absorbance spectrum is more

meaningful and well suited for quantitative analysis as it has a linear relationship on the

concentration of the sample measured, related by the Beer-Lambert’s Law, which states
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that

A = εcl (2.5)

where ε is the molar absorptivity of the sample, c is its concentration, and l is the effective

path length of measurement. Based on the Beer-Lambert’s Law, quantitative analysis

on any sample can be carried out easily. It can also be seen that absorbance is a factor

of path length, therefore, the sample thickness needs to be controlled to avoid truncated

peaks in the spectrum. This is particularly true for measurement in transmission mode;

in attenuated total reflection (ATR), sample thickness is not an issue which is explained

in Section 3.1.5. In addition, qualitative analysis on the IR spectrum acquired is also

possible. The peak positions of the spectral bands in an IR spectrum correlate with the

molecular structure. Extensive spectrum libraries from a great number of infrared spectra

measured over the years are now available, and the spectral bands of known molecules

derived from these spectra can be used to identify the molecules in an unknown sample.

2.4.2 IR on biological applications

IR spectroscopy has long been applied to study complicated molecules. By 1950, this

spectroscopic technique has been used to study complex proteins (Elliott & Ambrose

1950). However, the capability of IR spectroscopy is far beyond just proteins. DNAs

and lipids have also been successfully studied since (Theophanides 2012). This makes IR

spectroscopy a powerful analytical technique in bioscience.

In the development of diagnostic strategies for early cancer detection, the bio-

chemical changes of a cancer cell or tissue have preceded the morphological changes. This

led to the discovery of the use of IR spectroscopy to study disease and early cancer. ‘Bio-

spectroscopy’ is the general term used to describe the application of different forms of

spectroscopy to biological and biomedical studies (Trevisan et al. 2012). In recent years,

the rapid development of IR spectroscopy has allowed it to be envisaged as an objective

and robust tool to be used in cancer screening and diagnosis. In contrast to conventional

histopathological method of staining with dyes, IR spectroscopy is relatively fast and non-

destructive to the samples (Bird et al. 2008). Chemical knowledge of the composition of a

sample of interest can rapidly be obtained, which contains useful information for the clas-

sification of the cancer. In biomedical research with IR spectroscopy, the type of samples

used are determined, to a large extent, by the instrumentation and methodology employed

to carry out the study (Bel’skaya 2019). They could be biological fluid, tissues or cells;

which are measured either in-vivo or ex-vivo.

The applications of spectroscopy to bodily fluids present a less invasive approach
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than performing biopsy on patient. An example of bodily fluids extensively study is the

human blood serum in the detection of cancer (Bonnier et al. 2014). In this context, human

blood serum is rich in chemical information that can be obtained to analyse the health

condition of a person as it contains no less than 20,000 proteins of a huge variety with the

total concentration of protein estimated at 1 mM. From as little as 1 ng L−1 of troponin (or

other lower abundance of serum proteins including human growth hormone and prostate

specific antigen) to as high as 50 g L−1 of serum albumin, the complex composition of

the proteins is a promising candidate for cancer diagnostic purposes (Adkins et al. 2002,

Pieper et al. 2003). In particular, the low molecular weight fraction of the serum, known

as ‘peptidome’, which is bound to albumin is identified as a potential cancer biomarker

that helps to interpret the molecular events taking place in the presence of malignant

cells or the TME (Liotta & Petricoin 2006). In the context of cancer detection, it is

recognised that for breast cancer, carcinoembryonic antigens, i.e. CA 15-3, HSP90A, and

PAI-1 can be considered as serum biomarkers (Bast et al. 2001, Kazarian et al. 2017);

for high grade gliomas (or brain tumour) YKL-40 and MMP-9 have been found to be

potential serum biomarkers (Hands et al. 2016, Hormigo et al. 2006); for prostate cancer,

the prostate specific antigen was found in higher levels in the serum of patients (Catalona

et al. 1991, Labrie et al. 1992); for colorectal cancer, carcinoembryonic antigen in blood

serum has been reported to be a potential diagnostic biomarker (Locker et al. 2006) in

research studies in recent decades. The low concentration the analytes in the serum often

leads to spectra of poor signal-to-noise (S/N) ratio in IR spectroscopy, presenting a huge

challenge to the ability to identify these components. This is made even worse if aqueous

solution is used as the strong absorption of water will mask the spectral bands of analytes

of interest (Fabian et al. 2005). The scissoring vibrational mode of the O-H functional

group of water exhibits feature at ∼1638 cm−1 which superimposes with the amide I band

– characteristic of protein rich samples – and also partially overlapping with the amide II

band region between 1580 – 1490 cm−1 (Bonnier et al. 2014).

Although the spectral contribution of water could be overcome by the use of ATR-

FTIR spectroscopic approach (more so in the multi-reflection set up) due to its shallow

penetration depth of the evanescent wave into the samples, water associated peaks could

still make it difficult to analyse the convoluted spectral bands obtained in the fingerprint

region, and to a more serious extent, this could lead to misinterpretation of the spectra.

In addition, it is not uncommon that components of low concentration in the serum may

not be detected by ATR-FTIR spectroscopy until it is completely dry in a phenomenon

called the ‘Vroman effect’ – the redistribution of protein in the drying process based

on their abundance and the biochemical and electrochemical affinity to the deposition

surface (Hirsh et al. 2013). Therefore, to overcome these issues, experimental studies on

human serum have predominantly been carried out on air dried droplets deposited on IR

transparent substrates such as CaF2 (Cameron et al. 2018, Ghimire et al. 2017, Butler

et al. 2019). Other than blood serum, to date, tears (Nagase et al. 2005, Travo et al.
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2014), urine (Paraskevaidi et al. 2018, Yu et al. 2017), saliva (Takamura et al. 2018),

and cerebrospinal fluid have also been employed to study with vibrational spectroscopy

(Horosh et al. 2016).

Having said that, spectroscopic measurement of air dried biofluid samples present

another kind of concern. Coffee-ring formation, cracking and gelation patterns have all

been observed in biofluid drops and it has been shown by optical and spectroscopic as-

sessment that this deposition is heterogeneous. Non-uniform spectra have been observed

for different patterns due to the inhomogeneous distribution of components within the

sample (Cameron et al. 2018). Distortions to IR spectra were found to arise due to this

chemical heterogeneity across the drop surface. In the well-known phenomenon known as

the ‘coffee-ring effect’, it was observed that absorption at amide I and II regions around

1647 cm−1 and 1542 cm−1 respectively; as well as lipid band at 1442 cm−1, and nucleic acid

at 1078 cm−1 differ across the droplets in an experiment carried out with IR spectroscopy

in transmission mode. The absorption values of the bands are higher at the periphery of

the ring (Hughes et al. 2014). In the same transmission study, spectral distortions affecting

the absorbance ratio and baseline of the amide I and II bands due to light scattering at the

cracks which appear in the center of the ring were seen. At the same time, peak shifting

in spectral features between 1500 – 1000 cm−1 was also observed at different points of

measurement across the ‘coffee-ring’ (Bonnier et al. 2014). As discussed, the inhomogene-

ity of the deposits of air-dried biofluids is the main limiting aspect for potential clinical

practice, hence consistent and improved protocols are needed to handle biofluids. One of

such proposed methodology is sample concentration by centrifugal filtering that helps to

improve the quality of the spectra (Bonnier et al. 2014).

The advent of IR microscope with high resolution limit allows the spectral in-

formation of cells and tissues to be studied (Naumann 2013). A number of researches

involving cancer cell lines and tissues such as ovarian cancer (Li et al. 2018), colon ade-

nocarcinoma (Gao et al. 2015), prostate cancer (Baker et al. 2010), skin cancer (Mostaco-

Guidolin et al. 2009), and lung cancer (Lee et al. 2009, Liberty et al. 2015) have been

published since. Furthermore, spectral features within a single eukaryotic cell can be

successfully determined with this IR microscope, as demonstrated by (Lasch et al. 2002).

2.4.3 IR features of molecular composition of cell

Biological samples contain macromolecules, such as nucleic acids, proteins, lipids and

carbohydrates that have characteristic and well-defined IR vibrational modes. These bands

can be used as markers for pathologies (Sabbatini et al. 2017). The low wavenumber region,

also known as the ‘fingerprint region’, loosely defines spectral range between 1500 or 1400 –

500 cm−1. This region usually contains a very complicated series of IR absorptions. Within

the fingerprint region, it is difficult to recognise individual bonds from this collective of
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convoluted bands; however, the fingerprint region is important in the analysis of compound

as no two compounds will exhibit the same ‘fingerprint’ (Smith 2011). The identity of the

samples can thus be determined by analysing the fingerprint region. Commonly utilised

regions for detection of cancer biomarkers are between 3000 – 2800 cm−1 and 1800 –

900 cm−1 (Baker et al. 2014) (Fig. 2.4) Some of the most important spectral bands and

their corresponding assignment to the biomolecules can be found in literature (Movasaghi

et al. 2008) and are listed in Table 2.2.

Figure 2.4: An example of IR spectrum obtained with biological sample, reproduced from
(Baker et al. 2018) with the permission from Springer Nature

2.4.4 Expected metabolic changes and IR signatures in cancer cells

Common metabolisms expected in cancer cells include aerobic glycolysis, reduced oxidative

phosphorylation, and the increased production of biosynthetic intermediates required for

cell growth and proliferation (DeBerardinis & Chandel 2016). Most cancer cells demon-

strate the ‘Warburg effect’. For example, colon cancer cells often exhibit exacerbated

glucose (carbohydrate) uptake and glycolysis utilization leading to increased lactate pro-

duction (Brown et al. 2018). The spectral absorbance in the region between 1200 – 900

cm−1 is attributed mainly to glucose (carbohydrates) and glycoprotein (Sahu et al. 2017).

In addition, colon and prostate cancer proliferation are also encouraged by lipid intake
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Table 2.2: Assignment of the spectral bands of a biological sample

Spectral band (cm−1) Band assignment Ref.

966 – 964 νs C–C and C–O in deoxyribose of
DNA backbone

(Gioacchini et al.
2014, Sahu et al.
2004)

998 – 996 νs C–O ribose and C–C in uracil
ring of RNA

(Sahu et al. 2004)

1020 νs in deoxyribose of DNA (Prabhakar et al.
2012)

1030 Glycogen and collagen (Movasaghi et al.
2008)

1050 νs C–OH (coupled with δ C–O) of
polysaccharides or carbohydrates

(Tseng 1997)

1085 – 1080 νs PO2− in nucleic acids (Movasaghi et al.
2008)

1121 – 1120 νs ribose C–O in RNA (Prabhakar et al.
2012)

1241 νs PO2− in nucleic acids (Giorgini et al.
2017)

1255 – 1252 Amide III (δ N-H bending, v C–N
stretching, ν C–C stretching)

(Chiriboga et al.
1998)

1400 δ CH3 in amino acid and fatty acid
side chains

(Fung et al. 1996)

1468 – 1460 δ CH2 in amino acid and fatty acid
side chains

(Fabian et al.
1995)

1553 Amide II (νs C-N and δ C-N weakly
coupled to the Vs C=O)

(Rath et al. 1991)

1650 – 1648 νs C=O (and weak δ C-N and δ N-
H) in Amide I

(Dovbeshko 2000)

1745 – 1744 νs C=O in ester of triglycerides (Wu et al. 2001)

2859 νs CH3 (predominantly fatty acid
chains or lipid, with little contribu-
tions from proteins, carbohydrates,
and nucleic acids)

(Mignolet et al.
2016)

2926 νas CH2 (predominantly lipid) (Mignolet et al.
2016)

2970 – 2967 νas CH2 (predominantly lipid) (Mignolet et al.
2016)
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(Long et al. 2018). The other hallmark for many cancers is the increased cholesterol

biosynthesis and uptake (because of the increased absorbance of the bands between 3000

– 2800 cm−1) via the mevalonate pathway (Huang et al. 2020). As for nucleotides, cancer

cells have been shown to stimulate de novo nucleotide synthesis to support nucleic acid and

protein synthesis along with energy preservation, signaling activity, glycosylation mecha-

nisms, and cytoskeletal function (Villa et al. 2019). An increase in the spectral absorbance

of nucleic acids is thus expected in most cancer cells.

Case study 1: Prostate cancer (CaP)

The study of CaP with FTIR spectroscopy can be dated back 1990’s, whereby the dis-

crimination between normal prostate tissues, benign prostatic hyperplasia (BPH), and

adenocarcinoma tissues is achieved by clustering of the spectral data measured with PCA,

based on two regions of the spectra, i.e. 1174 – 1000 cm−1 (assigned to strong stretching

vibrations of the PO− and C–O groups of the phosphodiester- deoxyribose structure) and

1499 – 1310 cm−1 (assigned to weak NH vibrations and CH in-plane deformations of the

nucleic acids) (Malins et al. 1997). It is thus concluded that progression of normal prostate

to cancer involves structural alterations in DNA that are distinctly different. It was later

showed that histologically normal tissues adjacent to tumours also displays abnormalities

in the nucleic acid bands, providing clues for the onset of carcinogenesis in prostate (Malins

et al. 2005). IR spectroscopy has seen substantial progress in the last decade, following

this, its applications on biological samples have also been widely employed (Diem et al.

2004) and this includes the study on prostate cancer. FTIR micro-spectroscopy was ap-

plied to study the FFPE tissues samples of benign and cancerous prostate, as well as the

prostate cancer cell lines. It was found that the ratio of peak areas of 1030 and 1080 cm−1

(corresponding to glycogen and phosphate vibrations respectively) could be utilised for

the differentiation of benign from malignant cells (Gazi et al. 2003). Further studies on

prostate cancer were also carried out since (Lasch, Mahadevanansen & Diem 2004, Baker

et al. 2009, 2008, 2014, Bassan et al. 2009, 2012, 2013, Diem et al. 2004, Gazi et al. 2006,

2004, Harvey et al. 2007). Some of the potential biomarkers identified to distinguish be-

tween normal and malignant prostate are amide I, II, and III; as well as protein regions

(1400 – 1585 cm−1), DNA/RNA (νs PO−
2 ) (1080 cm−1), and DNA (νas PO−

2 ) (1230 cm−1)

regions (Siqueira et al. 2018).

Case study 2: Colon cancer

IR spectroscopic studies on colon tissues have shown important spectral biomarkers for

colon cancer, which differentiate the malignant tissue sections from the healthy ones.

In transmission FTIR experimental studies involving non-deparaffinised FFPE human
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colon tissues, the spectral bands correspond to the vibrations of the functional groups

of deoxyribonucleic rings (1085 cm−1, 1249 cm−1), proteins (1550 cm−1, 1648 cm−1), and

water (3250 cm−1) are not observed in tumour compared to healthy tissue. An addi-

tional oscillation at 1385 cm−1 observed in tumour, which is not present in healthy tissue,

was reported to be an important cancer biomarker. This additional spectral feature is

likely to arise due to the mutations in DNA during cancer genesis (Depciuch et al. 2017,

Kaznowska et al. 2017). Similarly, changes in amide I band and nucleic acid-related vibra-

tions at 1090 cm−1 and 1235 cm−1 are detected on de-paraffinized cancerous colon tissues

(Kallenbach-Thieltges et al. 2013). The weaker absorption bands of cancerous colon over

a broad region of infrared, in particular the absorption peaks at 1240 and 1076 cm−1

assigned to the anti-symmetric and symmetric stretching of PO−
2 in nucleic acids respec-

tively are, likewise, observed by (Mahadevan-Jansen et al. 2000). This reported decrease

in phosphate concentration relative to normal colonic tissue is entirely different from other

types of cancer such as breast cancer or skin cancer which typically show a rise in phos-

phate absorption. The cause of this behaviour is not well understood, although hypotheses

were put forward to explain this observation – the rapid cell metabolism in the cancer-

ous colon causes a boost of phosphate consumption by the cells but the low availability

of intracellular glucose in adenocarcinoma cells leads to glucose starvation which would

consequently cause the degradation of DNA Topoisomerase II a by proteasome, which in

turn reduces the DNA synthesis (Kim et al. 1999). Moreover, a shift in the DNA peaks,

for example the shifting of 970 cm−1 peak in normal to 966 cm−1 in cancer, is also an

indicator for changes in DNA (Argov et al. 2004). They also suggested the potential use

of FTIR spectroscopy for routine monitoring of colon in patients with a continuous his-

tory of bowel diseases by predicting the progression of Crohn’s disease and inflammatory

bowel disorder to cancer, based on parameters such as the ratio of integrated absorbance

of tyrosine/phosphate (1512 cm−1/1020 cm−1) and RNA/DNA (996 cm−1/966 cm−1). For

lipid bands, significant difference between malignant colon tissues and colitis was recorded

in another published work on frozen tissues. C-H stretching bands (2966 cm−1, 2927 cm−1,

2858 cm−1) decrease and even disappear in the spectra of colon cancer; mainly because the

development of carcinoma requires increased lipid consumption for the generation of more

energy to sustain its proliferation (Li et al. 2012, Rigas et al. 1990). In the same study,

the relative absorbance of amide II (1550 cm−1) to amide I (1643 cm−1) band of protein is

found to decrease in the spectra of malignant colon tissues. Further deconvolution of the

amide I band also suggested that the cellular proteins are to a large extent α-helices with

considerable segments of β-sheet; yet the relative amount of β–sheet with respect to that

of the α-helical segment is greater in cancer than in normal tissues (Rigas & Wong 1992).

When the human colon cell lines are investigated, some of the important spectroscopic

features observed in malignant colon tissues are also shared by the colon cancer cell lines,

namely: (a) increased hydrogen bonding of the phosphodiester groups of nucleic acids;

(b) decreased hydrogen bonding of the C-OH groups of carbohydrates and proteins; (c) a

prominent band at 972 cm−1; and (d) a shift of the band normally appearing at 1082 cm−1
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to 1086 cm−1 (Rigas & Wong 1992). In the high wavenumber spectral region between 3100

— 2800 cm−1, an increase ratio of spectral absorbance of CH3/CH2, reflecting the forma-

tion of shorter fatty acid chains in colon cancer, was found in a research on de-paraffinized

colon tissues (Sahu et al. 2005). Short-chain fatty acids can promote cell migrations in

colonic crypts that can lead to abnormal crypt proliferation, a precursor of colon cancer

(van der Beek et al. 2017).

2.5 Challenges in IR spectroscopy on biological tissues

Despite the increasing popularity of the field, translation of research studies of cancer with

infrared spectroscopy to actual clinical environment have been difficult; there are a few

challenges with regards to preparation of samples, IR instrumentation and data processing

which need to be addressed before bio-spectroscopy can become a routine process in the

clinical settings (Baker et al. 2014).

2.5.1 Tissue de-paraffinization

The preparation of tissues for measurement with IR spectroscopy can have a serious impact

on spectral interpretation for their biochemical significance and for imaging studies, the

spatial distribution of biomolecules could be affected (Lyng et al. 2010).

For FFPE tissue, the presence of paraffin poses an important issue. Paraffin is

known to have significant peaks at 2920 cm−1, 2846 cm−1, 1462 cm−1, 1373 cm−1, and

∼954 cm−1, which may mask solvent-resistant methylene components of native tissue

(Sahu et al. 2005, Baker et al. 2014). In addition, paraffin also alters the frequency of

the C–O vibration, which could explain the reduction of the band at 1938 cm−1. Forma-

lin fixation of the tissue could also lead to the peak shifting of amide I and II spectral

bands by ∼10 cm−1 (O Faolain et al. 2005). An investigation on the protein secondary

structure after ethanol fixation of rat femur revealed changes in the amide I and II bands

near 1650 and 1550 cm−11, respectively, a result of alteration of the protein conformation

of the tissue (Pleshko et al. 1992). Although not all the effects of formalin fixation are

well understood yet, the alteration of amide by formalin could be explained as follows:

aldehydes in formalin form cross-links (or methylene bridge) between proteins creating a

gel, thus retaining the cellular constituents in the tissues. Soluble proteins become fixed

to structural proteins. The majority of cross-links are formed between the nitrogen atom

of lysine and the nitrogen atom of a peptide linkage. Secondary amide is altered to a

tertiary amide from this cross-link (O Faolain et al. 2005).

Currently, there is a lack of consensus regarding the standard protocol for de-
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paraffinization of FFPE tissues (Lyng et al. 2010). There are a lot of preparation protocols

reported to dewax samples. For example, a study on colon cancer used xylene (or xylol),

C8H10, and alcohol for de-paraffinization of the samples prior to measurement (Sahu et al.

2005). It was shown that after two washes with xylene (10-min with three changes for

each wash with mild shaking to hasten the paraffin removal process), there is complete

paraffin removal. This is verified by examining the disappearance of spectral bands from

paraffin at wavenumbers from 1483 to 1426 cm−1. The samples were then left in 70 %

alcohol overnight for ∼12 h and changes in the region 1185 to 900 cm−1 were observed;

which indicates that alcohol could have removed the xylene and some sugars in the tis-

sues. The processing of tissues could, of course, result in a differential extraction of small,

easily removable lipids between normal and cancer tissues in the short time that they

are exposed to xylene and alcohol – minor changes , i.e. reduction in absorbance of the

spectral bands, were observed in the region 3100 to 2800 cm−1 during de-paraffinization;

however, this could also be beneficial and a minor factor contributing to the better di-

agnostics observed in colon tissues compared to cell lines, as demonstrated in the study

(Sahu et al. 2005). Nonetheless, the use of spectral peak of paraffin at 1462 cm−1 alone as

an assessment for the complete paraffin removal in FTIR spectroscopy was questioned by

(Faolain et al. 2005) whose work showed that a number of strong signals from vibrations of

C–C and CH2 functional groups of paraffin were still observable using Raman spectroscopy

at 1062 cm−1, 1296 cm−1, and 1441 cm−1 when the parenchymal tissue from placenta was

dewaxed with xylene followed by ethanol. They found that Raman spectroscopy produced

more detailed spectra and is intrinsically more sensitive to some paraffin bands than FTIR.

In fact, IR spectral peak at 1462 cm−1 is not unique to paraffin as it is a bending (scissor-

ing) vibration of methylene (CH2). Biological molecules themselves will have abundant

naturally-occurring methylene bending vibrations of similar strength at this wavenumber

(Hughes et al. 2014). Other less toxic xylene substitutes such as Citroclear has also been

used to remove the paraffin (Gazi et al., 2006). Among all dewaxing agents tested to date,

hexane, C6H14, was shown to be the most effective dewaxing agent, resulting in almost

complete removal of wax (Faolain et al. 2005, Lyng et al. 2010). It was also shown that

when using either xylene or hexane as the solvent, paraffin removal can be achieved in a

period of ten minutes (Hughes et al. 2014).

The effect of the dewaxing process on human tissue is still a matter of debate and

commonly discussed within the biomedical field. It has been suggested that methylene

chains of free, unbound tissue lipids are leached from the tissue assumingly in the first

tissue processing stages prior to paraffin embedding (Hughes et al. 2014). The situation is

complicated by the overlap of paraffin bands with the lipid bands. Although de-paraffinized

FFPE tissue sections may display a change in spectral band observed as mentioned before,

all of the bands in fresh tissue are present and many are still diagnostically useful (Faolain

et al. 2005). Despite the leaching of free lipids, not all information is lost. The solvent-

resistant lipids remain present in de-paraffinized FFPE tissues due to them being locked
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into the protein–lipid complex matrices, predominantly in the membranes. It is these

lipids signals that are subsequently detectable by spectral pathology and have important

diagnostic values (Hughes et al. 2014). A recent study comparing the spectra of bone tissue

embedded in paraffin and de-paraffinized tissue showed that paraffin has no statistically

significant impact on FTIR results (Chaber et al. 2017). Nonetheless, much doubts have

been raised as to whether to deparaffinise samples or not. Omitting paraffin de-waxing

could have helped eliminate the disturbances caused by variation in de-paraffinization

protocols, as well as the tissue damage which could potentially arise due to inappropriate

specimen processing and paraffin-embedding technique (Werner et al. 2000).

Routine de-waxing with hexane or xylene is time consuming. Alternate ap-

proaches to de-paraffinize tissues were introduced. One of these is modelling the con-

tributions of paraffin and mathematical de-paraffinization of the samples based on the

model; an approach which was shown to be highly effective in several studies on colon

and skin tissues (de Lima et al. 2017, Ly et al. 2008, Nallala et al. 2012, Wolthuis et al.

2008). Apart from the high efficiency of digital de-waxing, this method also confers in-

dex matching thereby potentially reducing scattering artefacts (Nallala et al. 2015). The

common approach for digital de-waxing is the Extended Multiplicative Signal Correction

(EMSC) algorithm, which was first developed in 1980s for near-IR spectroscopy (Geladi

et al. 2016). The same EMSC algorithm is descibed for Mie scattering correction. This

algorithm is adapted and modified to neutralize the spectral contributions of paraffin using

models consisting of the mean paraffin spectrum and its first ten principal components

accounting for the paraffin variability and the target spectrum. Using this approach the

variability arising from the paraffin is then neutralized across all the pixels in the dataset

and only the chemical variability from cells and tissues is retained (Nallala et al. 2015).

2.5.2 Patient-to-patient variation

Another challenge with disease diagnosis is the interpatient variability, which arise from

patients of different genders, ages, ethnic background, lifestyles, medical histories, and

physical conditions including hormonal status. These interpatient variabilities are all

thought to manifest themselves as disparities in the chemical content of the biological

samples sourced from the patients. As a result, it has to be taken into account when

designing a diagnostic framework or validating a model for disease classification based

on the IR spectra of such samples. By using a large patient cohorts with varying stages

and different grades of disease would minimise the interpatient variability (Kallenbach-

Thieltges et al. 2013). Appropriate selection of patients and control subjects is of utmost

importance to reduce the risk of false positives. Unmatched comparison may lead to

biased results and differences between the spectra detected by these diagnostic models

could be caused by these confounding factors instead of the disease of interest. The
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downside of sourcing from a large patient database is the increased time needed to collect

huge amount of IR spectra. This is shown to be made possible by performing feature

extraction to identify the salient spectral information, thus reducing the patient variance

by targeting the most discriminatory regions during spectral collection to reduce collection

times (Hands et al. 2016). That said, it was based on the single spectra of blood serum

which are easier to sourced and measured. The story is different for tissue samples,

especially with imaging, whereby a significant amount of time is needed to acquire the

data of a small sample area. However, the acquisition of a large patient cohort might

not be necessary in the study of colon tissues. It has been suggested in previous research

studies that the patient-to-patient variations in spectral patterns are actually smaller than

those arise from the different stages of disease, or even due to different tissue types. From

their findings, it can be inferred that training the spectra from a smaller dataset to achieve

reliable results in the study of colon cancer with machine learing is highly possible; but

transferring the diagnostic model to another model for a different type of cancer is likely

to result in failure of the model to cope (Lasch & Naumann 1997).

2.5.3 Resonant Mie scattering

When electromagnetic radiation encounters an object, in general, it is either scattered,

absorbed, or transmitted depending on the morphology (size and shape etc.) of the object,

its composition, and the wavelength of the light. In IR transmission spectroscopy study,

the amount of light that is transmitted through a sample, representing the loss of light

due to absorption by the sample, is calculated in relative to the background spectrum

with nil absorbance. However, this only holds true for ideal system with a flat surface.

In real situations, a substantial part of the light is lost due to scattering. Samples of a

non-flat surface, such as most biomedical samples (single cells and tissue sections), tends

to cause light scattering. As a result, the interpretation of the data becomes difficult,

since a major part of the incoming light intensity does not reach the detector because of

the deviation in light path from scattering. The amount of intensity scattered is strongly

dependent on the wavelength of the electromagnetic radiation, the size of the scatterer,

and its refractive index. In the field of biomedical optics, the phenomenon called Rayleigh

scattering and Mie scattering are commonly encountered. Despite the common use of

the terms ‘Rayleigh scattering’ to refer to scattering by small particles or mass density

fluctuations much smaller than the wavelength of light and ‘Mie scattering’ to refer to

light scattering that takes place when the size of the scatterer (or dielectric sphere) is

comparable to or larger than the wavelength of light, they are not the correct definitions

– Mie scattering is the generic name for scattering by any spheres of any size; whilst

Rayleigh scattering is the Rayleigh limit of Mie scattering (Jacques 2013). This scattering

process was first described theoretically by Gustav Mie in his famous paper on the subject

of light scattering by spherical particles hundred years ago (Mie 1908).

61



In recent years, the effect of scattering has become a subject of interest as this

loss of light is evident in the absorbance spectra of single cells. A broad, undulating

scattering background in the IR spectrum of an individual cell onto which the absorption

features are superimposed was first observed by (Mohlenhoff et al. 2005), paricularly for

nucleus which is denser in terms of biochemical content compared to cytoplasm which is

relatively spearse. Depending on the positions of the scattering maxima, the observed

spectral intensities and the baseline for absorption spectra are distorted. In this effect

they described as ‘dispersion artefact’ or simply annotated as ‘anomalous dispersion’ at

that time, spectra of isolated single cells also exhibit significant distortion of band shapes,

most notably a derivative-like distortion on the high wavenumber side of the amide I

band (Bassan et al. 2009). The distortion to the spectra of a single cell or the ‘dispersion

artefact’ is now fully understood to be of the same origin as Mie scattering. The term

‘dispersive artefact’ circumscribes the fact that absorption resonances lead to fluctuations

in the real part of the refractive index, which affect the extinction efficiency and thereby the

measured absorbance spectrum (Kohler et al. 2008). The excellent qualitative agreement

between the PMMA-sphere model and close packed spheres of the same size in a study

by (Bassan et al. 2009) demonstrated the principle that resonant Mie scattering (RMieS),

i.e. scattering when there is simultaneous absorption, is the main cause of the dispersion

artefact. The scattering effect can give rise to the shifting of band positions in both positive

and negative direction; hence, this resonant Mie scattering is believed to be different from

the reflective dispersion artefact that could be present in trasflection spectra (Bassan et al.

2009) 6.

Spectral distortion which arises from strong Mie scattering in the IR microscopy

of cells hampers the chemical interpretation of the absorption peaks, thus it is paramount

to come up with a solution to be able to achieve separation of the chemical information (the

‘true’ absorption properties) of the sample from its physical properties (scattering effect)

(Blumel et al. 2016). A set of equations that could approximate the Mie extinction, Q
7, known as the anomalous diffraction approximation of van de Hulst, was formulated

(Hartmann 1984), as follows:

Q = 2 − 4

ρ
sin ρ +

4

ρ2
(1 − cos ρ) (2.6)

and

6The reflective dispersion follows the Kramers–Kronig dispersion but does not exhibit ’opposite’ be-
haviour in the spectral band shift.

7The sum of ‘scattering’ and ‘absorption’ for light-transmitting biological material is termed ‘extinction’.
Extinction can therefore be used for both phenomena – ‘absorption’ and ‘scattering’. Mie extinction is
then equivalent to Mie scattering.
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ρ =
2πd(n− 1)

λ
(2.7)

where n and d denote the ratio of real refractive indices of particle to surrounding medium

and the diameter of the scattering particle, respectively. However, the approximate Mie

scattering equation is a good approximation merely for a non-absorbing dielectric sphere

uniformly illuminated with a parallel beam, none of which strictly applies in the case of

biological systems. Biomedical samples such as single cells are strongly absorbing mate-

rials and IR microscopes use Schwarzschild optics to collect light over a large numerical

aperture, hence this equation could not fully describe all the scattering phenomenon ob-

served.

In recent years, several investigations have contributed substantially to the de-

velopment of the spectral correction strategies for the removal of Mie type scattering on

cells. Most notably in 2008, an iterative algorithm based on EMSC, in conjunction with

PCA based model, was developed to allow correction of the non-resonant Mie scattering

of FTIR absorbance spectra measured for individual lung cancer cells (Kohler et al. 2008).

In their work, a simple EMSC model can be used to describe the measured absorbance

spectrum Aapp(˜︁ν) as the reference spectrum Zref (˜︁ν) multiplied with an effect b, in addition

to the deviations from the reference spectrum, denoted as c and

Aopt∑︂
i=1

gipi(˜︁ν), representing

the baseline shift and the sum of multiple scattering arise from heterogenous particles,

with a residual term ε(˜︁ν) to capture the any un-modelled part, as shown in Eq. 2.8.

Aapp(˜︁ν) = bZref (˜︁ν) + c +

Aopt∑︂
i=1

gipi(˜︁ν) + ε(˜︁ν) (2.8)

where the measured absorbance spectrum can be corrected according to

Acorr(˜︁ν) =
Aapp(˜︁ν) − c−

∑︁Aopt

i=1 gipi(˜︁ν)

b
(2.9)

The algorithm was then improved to take into account the fluctuating real re-

fractive index of absorbing materials (Bassan, Kohler, Martens, Lee, Byrne, Dumas, Gazi,

Brown, Clarke & Gardner 2010) to correct for resonant Mie scattering. The caveat of noise

accumulation in the iterative methods was avoided by using a least square curve-fitting

step. Despite failing to account for the complex imaginary part of the refractive index, the

EMSC model provides sufficiently good extraction of the pure absorbance spectrum and

has been used widely in the field of biomedical spectroscopy (Bassan & Gardner 2010)

and is coined the term ‘RMieS-EMSC correction’ algorithm 8 . The main issue of the

8The term ’correction’ is often used to describe the RMieS-EMSC algorithm, however, it is important
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RMies-EMSC lies in its processing time. Since it requires the iterative calculation of KK

transform, the running of this algorithm proves to be very time consuming. Further devel-

opment was carried out to refine the RMieS-EMSC algorithm. The computation time of

the algorithm is shown to improve by a factor of 100 when the KK transform is replaced

with a fast Fourier transform (FFT) algorithm 9 (Konevskikh et al. 2016). Recently, a

different modelling approach was proposed – extracting a single absorption band of sam-

ples of a low refractive index, for instance, biological tissues, has been made possible by

modelling the band as Fano resonances 10 (Schofield et al. 2019).

The research work governing Mie scattering mentioned so far are mostly per-

formed on isolated cells. The RMieS-EMSC algorithm was first applied by (Bambery

et al. 2012) to cervical tissue and the rat brain tissue to check for its efficiency. The

findings showed that the true chemical content of the tissue samples are better presented

after correction compared to uncorrected image data, more so for the strongly scattering

collagenous fibrils within the connective tissue of the cervical section. (Bassan et al. 2009)

mentioned in their study that the significance of resonant Mie scattering is dependent

on confluency of cells. Close packed cells in tissue are likely to give rise a low degree of

scattering compared with isolated cells and suggested that the difference is actually quite

dramatic. Mie scattering mostly affect just the protein bands of the edges of the tissues

(Schofield et al. 2019).

to note that the spectra are already correct in that they correctly reflect the underlying chemical and
physical (which are both related) structures. A better term would be to ’extract’ absorption spectra since
the absorption measure is obtained from the recorded spectrum in which absorption and scattering are
co-mingled as advised by (Bhargava 2012)

9The algorithm of RMieS-EMSC, with the outline of the computational strategies and equations can
be found in (Bassan & Gardner 2010).

10In physics, a Fano resonance is a type of resonant scattering phenomenon that gives rise to an anti-
symmetric line-shape, due to the Interference between a background and a resonant scattering process.
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Chapter 3

Materials and methods

3.1 Instrumentation

3.1.1 Development of IR spectrometers

The first commercial IR spectrometer was produced by an English company Adam Hilger

Ltd in 1913. The instrument was a single beam spectrometer, which means that back-

ground spectrum and sample spectrum need to be recorded one after the other. The

complication in operating this type of spectrometer was later eliminated by the produc-

tion of double-beam spectrometer with chopped IR radiation. When the radiation is

chopped, no light arrives at the phototransducer (or detector). The dark current can be

measured and subtracted from the overall light measurement this way (Chasteen 2009).

The dispersive IR spectrometer was first introduced in the 1940s (El-Azazy 2019).

3.1.2 Dispersive IR spectrometer

Dispersive IR instruments are sometimes called grating or scanning spectrometers (Thermo

Nicolet Corp 2002). Rudimentary parts of a dispersive spectrometer include a radiation

source, a monochromator, a slit, and a detector. As the name implies, dispersive spectrom-

eters optically disperse the incoming radiation into its spectral (or frequency) components.

Common dispersive elements include prisms and gratings (Saptari 2003). These instru-

ments work by the principle of monochromatic tracing and hence, the recording time of

a whole spectrum is very long. Classical dispersive instruments also feature other consid-

erable limitations such as tedious external calibration of wavenumbers using an external

sample and poor S/N ratio from the detector analysing only a very narrow part of spectral

region at a time (Sijbers et al. 1996). An example of the dispersive IR instrument is shown

in Fig. 4.1 in section 4.2.
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3.1.3 FTIR spectroscopy

During late 1940s and 1950s, there were a large number of publications that used disper-

sive IR instruments. It was in the 1960s when Fourier transform (FT) instruments came

to the scene. The first commercial FTIR spectrometer designed for laboratory use was

the FTS-14 marketed by Digilab (now under Agilent Corporation) in 1969 (Griffiths &

de Haseth 2007). An FTIR also has an IR source and mirrors, but the similarities to

a dispersive instrument end there. The presence of interferometers in FTIR instrument

leads to markedly pronounced improvement in the efficiency of IR measurement and sub-

sequently, the widespread use of IR light in a number of scientific research areas (El-Azazy

2019). An example of FTIR spectrometer is shown in Fig. 3.1.

Figure 3.1: Bruker Tensor 27 with a macrochamber for macro spectroscopic measurement.
This Tensor FTIR spectrometer contains an MCT detector, swappable with a DGTS
detector

Working principles of FTIR spectrometer

The ’heart’ of the FTIR spectrometer is an optical device known as interferometer. The

design of many interferometers nowadays is based on a two-beam interferometer, known as

the Michelson interferometer, named after its inventor in 1891. The term ‘interferometer’

comes from ‘interference meter’ and as suggested by the name itself, it is a device capable

of splitting a beam of radiation into two and measuring the interference pattern of the

beams when they recombine. In physics, the principle of superposition of waves states

that when two or more propagating waves are incident upon one another, the resultant

displacement of the medium at any point in space or time, is simply the vector sum
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of the individual waves. If the waves are in phase, i.e. the crest of a wave meets the

crest of another wave of the same frequency at the same point (or trough with trough),

then a greater resultant amplitude is obtained—this is ‘constructive interference’. On the

contrary, if the superimposed waves are out of phase, i.e. the crest of one wave meets the

trough of another, then a decrease in the amplitude of the resultant wave is observed—this

is known as ‘destructive interference’ (Stark 2020).

The simplest set-up of a Michelson interferometer is shown in Fig. 3.2. It consists

of two mirrors, a fixed (a) and a movable (b) one, placed perpendicularly to each other.

The collimated IR beam 1 coming from the light source first passes through a beamsplitter

(c), where the rays are partially reflected to the movable mirror (ray B), and at the same

time partially transmitted to the fixed mirror (ray A). The optical path difference (OPD)

between the two rays introduced by the movable mirror results in the difference in the

interference patterns of the light when the beams return to the beamsplitter, where they

are partially reflected and transmitted once again. The movement of the movable mirror

can be controlled for different purposes, for instance, at constant velocity (for continuous

scan) or at a continuous velocity greater than ∼0.1 cm s−1 (for rapid scan) or be held at

equally spaced distance for a fixed period (for step scan). Ultimately, it is the variation of

intensity of the beam emerging from the interferometer measured as a function of the path

difference collected by a detector (d) which yields the spectral information in an FTIR

spectrometer. The interference pattern of the two light beams are recorded in a plot of

light intensity versus OPD, known as interferogram (which means ‘interference writing’).

For monochromatic radiation, understanding the interference pattern is relatively

simple – the two light beams reaching the detector will be in phase if their OPD2 (δ) is

exactly an integer multiple of their wavelength (λ), i.e.,

δ = nλ, where n = 0, 1, 2, 3, ..., (3.1)

whilst the OPD is in a Michelson interferometer is always twice the mirror displacement
3 (∆), given by

δ = 2∆ (3.2)

However, in many cases, a broadband IR source, such as Globar, which gives off

light of many different wavelengths (6000 – 50 cm−1) are used in an FTIR spectrometer.

They pass through the interferometer together. This results in constructive interference

1In an interferometer, a collimating mirror is sometimes placed after the IR light source to collect the
light and make its rays parallel. This collimating mirror is not shown in the set up in Fig. 3.2.

2The optical path difference (OPD) is also called the retardation.
3Light traverses the displaced distance twice on the way to and from the moving mirror.
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Figure 3.2: An illustration of a Michelson interferometer inside an FTIR spectrometer. By
courtesy of Encyclopædia Britannica, Inc., copyright 2020; used with permission (Stark
2020)

takes place only where there is no OPD or zero path difference (ZPD), when n = 0 and

all the lights are in phase with one another. The large burst of intensity recorded in

interferogram at ZPD is known as the centerburst. The amplitude of the centerburst gives

the total amount of IR light reaching the detector. An example of a centerburst is given

in Fig. 3.3. On both sides of the interferograms (‘wings’), the signal intensity falls rapidly

to zero as the optical distance from ZPD increases.

The interferogram is a function of time and it is said to represent signal in the

time domain. The time domain is then Fourier transformed to get an IR intensity plot in

the frequency domain, as shown in Fig. 3.4.

f(t) =

∫︂ ∞

−∞
F (˜︁ν)ei2π˜︁νtd˜︁ν ⇔ F (˜︁ν) =

∫︂ ∞

−∞
F (t)e−i2π˜︁νtdt (3.3)

Development of Fast Fourier Transform (FFT) algorithms was a key break-

through enabling practical implementation of FTIR spectroscopy (Brigham 1988). Nowa-
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Figure 3.3: An example of the centerburst with no sample being measured, reproduced
from (Khan et al. 2018) with the permission from Springer Nature

Figure 3.4: Interferogram of air in the sample compartment and its spectrum after Fourier
transformation, measured using Alpha system (Bruker Inc.) in ATR-FTIR mode

days, FFT algorithms are commonly used in commercial FTIR spectrometer. The most

commonly used FFT is the Cooley-Tukey algorithm. The success of FT spectrometers

resulted from technology progress, as high mechanical and optical precision is essential

in interference-based devices. Otherwise, a number of detrimental effects may appear as

a result of beam divergence, alignment errors, velocity errors, and double modulation,

for example (Chalmers & Griffiths 2006). Other residual effects need to be mitigated by

numerical processing, such as the apodization procedure necessary to conceal artefacts

appearing as a result of a finite path difference (Norton & Beer 1976).
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Advantages of FTIR spectroscopy

FTIR spectrometer has practical advantages over dispersive IR instrument in terms of

its mechanical simplicity, acquisition speed (Felgett advantage), sensitivity (Jacquinot

advantage), and its capability of internal self-calibration (Connes advantage) (Thermo

Fisher Scientific Inc 2013). First of all, with the use of interferometer, all wavenumbers of

the IR beam can be measured simultaneously, thus speeding up the process of measurement

significantly. Measurement with FTIR can be completed in a matter of seconds. On top of

that, the fast measurement time allows several co-added scans of a sample to be taken to

improve the signal-to-noise (S/N) ratio of the final spectrum obtained – commonly referred

to as ‘signal averaging’. Typically, repeating the measurement n times increases the S/N

ratio by
√
n times (Fellgett 1949). The amount of light reaching the detector is also higher

compared to dispersive spectrometer as the use of monochromator slit in the latter, which

restricts the amount of light passing through, is eliminated. Lastly, most modern FTIR

spectrometer is calibrated by a laser beam of known wavelength, such as a HeNe laser of

15,800 cm−1. The OPD is monitored by coupling the monochromatic laser beam collinearly

with the IR beam into the interferometer. The zero crossings (destructive interferences)

of the sinusoidal laser interferogram measured simultaneously at a photodiode identify

the OPD in multiples of half the laser wavelength, providing an internal calibration and

a signal to digitize the interferogram at equidistant OPDs (Fahmy 2013). This is much

more stable and accurate than in dispersive instruments where the scale depends on the

mechanical movement of diffraction gratings.

3.1.4 Measurement modes of FTIR spectroscopy

With respect to FTIR spectroscopy, there are three modes of measurements, including

transmission, reflectance, and attenuated total reflection (ATR). Transmittance FTIR

spectroscopy is commonly employed to obtain high-quality spectra but requires IR trans-

parent substrates. In addition, transmission mode is subjected to total absorption patterns

and limited by a certain thickness of the measured samples. On the other hand, FTIR

measurement in reflectance mode has the advantage of obtaining FTIR spectra of thick

and opaque samples; whilst ATR provides an alternative mean of probing the surface re-

gion of a sample (Zhao et al. 2018). ATR-FTIR spectroscopy is discussed in further detail

in the following section.

3.1.5 ATR-FTIR sepctroscopy

The operation principle of ATR-FTIR spectroscopy is based on the total internal reflection

of light at the interface between a high refractive index element (n1), called an internal
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Figure 3.5: Schematic of ATR and the evanescent wave. By courtesy of Anton Paar
GmbH, copyright 2020; used with permission

reflection element (IRE) and a sample of a lower refractive index (n2). This occurs when

the angle of incidence of the incoming light beam (θ) is greater than the critical angle (θc)

– the minimum angle at which light is reflected off the internal surface of the IRE. The

schematic of ATR is shown in Fig. 3.5. The critical angle is dependent on the refractive

indices of both sample and crystal and can be calculated from Snell’s Law 4.

θc = sin−1n2

n1
(3.4)

At the point of reflection, a remnant of the electric field that propagates from

the interface into the medium when ATR takes place is known as the evanescent wave

(Smith 2011). The amplitude of the electric field is largest at the interface and decays

exponentially as it moves away from the surface. An important property of the ATR,

known as the penetration depth, describes the distance where the amplitude of this electric

field decreases to e−1 of its maximum value. The expression of the penetration depth 5,

dp, is given by

4Snell’s law states that the ratio of two refractive indices is equal to the inverse ratio of the angle of

incidence and the angle of refraction
n1

n2
=

sinθr
sinθi

5Note that the value of dp is the same for both s- and p-polarized light. This expression is only
applicable for supercritical internal reflection; below the critical angle, dp is an imaginary value. (For
angles of incidence below the critical, internal reflection is subcritical internal reflection, and above the
critical angle, it is supercritical internal reflection (Milosevic 2013).)
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dp =
λ

2n1π
√
sin2θ − n21

2
(3.5)

as a function of wavelength (λ), the angle of incidence of the light beam (θ), and the

refractive indices of medium to IRE (n21) (Specac Limited 2020). ATR-FTIR spectroscopy

requires that the refractive index of the IRE to be real – in other words, this translates

into assuming that it is always fully transparent in the mid-IR region. In addition, the

IRE needs to have a high refractive index for total internal reflection to take place. Most

commonly used IREs for ATR-FTIR are diamond (nDi = 2.4), germanium (nGe = 4.0),

zinc selenide (nZnSe = 2.4), zinc sulphide (nZnS = 2.2), and silicon (nSi = 3.45), just to

name a few. The evanescent wave is absorbed by the absorbing medium and consequently,

some of the energy from the incident wave is transferred to replenish this loss of energy.

This results in a decrease in the energy of the reflected light compared to the incident

beam and the internally reflected wave is no longer total – this type of reflection is known

as ‘attenuated’ reflection (Milosevic 2012).

There are several advantages of ATR measurement over transmission, most no-

tably in its efficiency. The ATR technique requires minimal sample preparation and hence

little to no destruction to the sample; solid or liquid sample can be loaded directly onto

the IRE. Liquid samples by their nature inevitably makes good contact with the IRE

crystal, but the solid samples might be more challenging. In particular for imaging in

ATR, good contact between the sample and the measuring surface of IRE needs to be

achieved in order to ensure a high quality spectrum. The light radiation penetrates only

a few micrometres into the sample species. For sample greater than this depth, the ATR

technique for the collection of IR spectra is independent of the sample thickness that is

crucial to the transmission mode of measurement. All these factors contribute towards

highly reproducible results using ATR-FTIR. Spectra of a higher S/N ratio can be ob-

tained if a multi-reflection ATR is used instead of single beam ATR (PIKE Technologies,

Inc. 2020). A theoretical increase in sample absorbance that can be achieved with multi-

ple beam reflection is equal to the multiple of the effective thickness and the number of

reflections of the IR beam at the sampling surface (Kempfert 2004). Nevertheless, there

are fewer spectral libraries for ATR users, which could be inconvenient when an unknown

sample is tested (Specac Limited 2019).

ATR-FTIR spectroscopy is particularly suited to study in-situ intermolecular

interactions; for instance, the supercritical fluid processing of polymers (Ewing & Kazarian

2018) and the deposition of asphaltenes from crude oil (Shalygin et al. 2019), as well as to

study proteins (Glassford et al. 2013), pharmaceutical samples (Kimber et al. 2012), and

biomedical specimens (Kazarian & Chan 2006).

ATR-FTIR spectroscopy in many ways resembles the transmission FTIR spec-
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troscopic technique, in which the reflected light (or the transmitted light for the latter)

has a reduced intensity compared to the incident beam. Likewise, the absorbance spectra

of an ATR can be analysed in the same way as in a transmission experiment – they are

mutually related. That is to say, sample quantification via the Beer-Lambert law is valid

as long as the ‘sample thickness’ in ATR-FTIR spectroscopic measurements is known such

that the absorbance of the spectral band measured in both ATR and transmission modes

is the same. This is known as the effective thickness (de) and can be obtained from the

following correlations6.

For s-polarised beam:

de⊥ =
λn21cosθ

n1π(1 − n21
2)
√
sin2θ − n21

2
(3.6)

and for p-polarised beam:

de∥ =
λn21cosθ(2sin2θ − n21

2)

n1π(1 − n21
2)[(1 + n21

2)sin2θ − n21
2]
√
sin2θ − n21

2
(3.7)

where λ is the vacuum wavelength, θ is the angle of incidence of light beam at the surface

of IRE, n1 is the refractive index of IRE, n2 is the refractive index of the sample, and n21

is the ratio of n2 to n1. In brief, the effective thickness for s-polarised light is always less

than the effective thickness of the for p-polarised light when all parameters, such as the

angle of incidence of IR light, are kept constant. In general, when the efficiency of the

instrument in s- and p-plane is similar, the average values of de⊥ and de∥ can be taken as

the effective path length of non-polarized light in Eq. 3.8 below.

de =
de⊥ + de∥

2
(3.8)

Macro vs Micro ATR-FTIR spectroscopic imaging

The micro ATR-FTIR spectroscopic approach measures a relatively small area, c.a. 0.01

mm2, of any sample whilst a commercial macro ATR-FTIR spectroscopic accessory may

measure area of about 4 – 20 mm2. On the flip side, micro ATR-FTIR spectroscopic

imaging offers a higher spatial resolution of ∼3 – 6 µm compared to macro ATR-FTIR

spectroscopic imaging at ∼13 – 18 µm (Chan & Kazarian 2003). In study where a high

spatial resolution is not needed, imaging using macro ATR-FTIR spectroscopy at a lower

magnification but increased field of view (FOV) would be more beneficial.

6These definitions of effective thickness exist only for angles of incidence above the critical angle and is
valid in the low absorption approximation.
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Macro ATR-FTIR spectroscopic imaging

A magnification of 1:1 can be found in commercially available macro ATR-FTIR spectro-

scopic system. Therefore, the FOV is only limited by the size of the imaging detector. For

example, a 64 × 64 FPA with a pixel size of 40 µm will generate an image of 2.56 × 3.58

mm2 (Kazarian & Chan 2010). For simple sample handling, an inverted IRE prism is often

used in the macro ATR-FTIR accessory, with two plane mirrors that reflect the light to

the prism and direct the light beam to detector. A large sample compartment (Fig. 3.6b)

can be used to accommodate the ATR accessories (also known as the ‘Golden Gate’ for a

single reflection diamond ATR accessory with more complex optics). The ‘Golden Gate’

is shown in Fig. 3.6a. The alignment of the ‘Golden Gate’ in the sample compartment

can be done by adjusting the mirrors or shifting the accessory along the beam path. The

optical design of the sample compartment determines the magnification of the system.

(a) ’Golden Gate’ accessory (Specac Inc.) (b) Bruker Tensor IMAC compartment

Figure 3.6: The set-up of macro ATR-FTIR spectroscopic system

There is the issue with image distortion when the inverted prism is used. The

reason for the image distortion was discussed by (Chan & Kazarian 2003). Imagine the

light beam to be cone (or cylindrical)-shaped, when the light enters the IRE prism at 45◦

with respect to the sampling surface, the area imaged on the surface is elliptical; yet the

beam collected after internal reflection is once again in cone shaped. This results in a

change in aspect ratio of the image obtained, i.e. the image is compressed in the direction

of the beam path. A schematic diagram showing the deformation of the image is presented

in Fig. 3.7.

The good news is the distortion of the image can easily be corrected by applying

a scale factor to the axes where distortion takes place, that is determined by the angle of
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incidence of the light beam. With the example above at 45◦, the correction factor is thus√
2.

Figure 3.7: Image distortion in the macro-ATR set up, reproduced from (Chan & Kazarian
2003) with the permission from SAGE Publications

Spectral distortions in ATR

The IR spectrum obtained in ATR measurement mode is somewhat different from that

obtained in transmission measurement. The distortion of the relative peak absorbance

measured by ATR can be explained in terms of the path length of measurement. Prin-

cipally in transmission experiment, this refers to the thickness of the sample and is thus

constant across the different wavelengths of IR light. This is different for ATR measure-

ment whereby the penetration depth (dp) is a function strongly dependent on wavelength

of light, the angle of incidence, and the refractive indices of both samples and the IRE

(Eq. 3.5). Besides, most commonly established band positions and spectrum libraries

nowadays are available for transmission spectrum. As a result, the ATR spectrum needs

to be corrected from its distortion of the relative intensities of the bands and the shifting

of the bands to resemble transmission spectrum if it were to be compared to transmission

experiment. The origin of the spectral distortions and the correction algorithms available

are described in Appendices section 6.4.
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FTIR microscopy

The first IR microscope was built by C.R. Burch in 1947 (Burch 1947) and manufactured

by Perkin-Elmer at an early stage. IR microscopes have become very widely used since

FTIR was introduced. They are applied to obtain spectra of very small samples or of small

parts of larger samples. Today, essentially all commercial FTIR spectrometer manufactur-

ers offer optimized FTIR microscope systems, and FTIR microscopy has become a routine

analytical tool. Most of these systems provide some form of hyperspectral imaging, an

extremely powerful tool for advanced materials characterization (Vichi et al. 2018), foren-

sic identification (Ewing & Kazarian 2017) and, most importantly, medical diagnostics

(Kimber & Kazarian 2017). The FTIR microscopes used in this study are shown in Fig.

3.8a and Fig. 3.8b.

Operation of IR microscopes in transmission mode requires more sample prepa-

ration, one of which is the control of the sample thickness. The main requirement is that

the sample needs to be sufficiently thin to produce an absorbance value of ideally less than

0.8 in order for Beer-Lambert law to be applied (Chalmers & Griffiths 2006). A general

rule of thumb for an optimum sample thickness to ensure good qualitative and quanti-

tative analyses is around 10 µm (Chalmers & Griffiths 2006). Sample preparation could

involve flattening the samples, however, the methodology that can be used to control the

thickness is highly dependent on the sample’s physical properties and whether the alter-

ation on the sample can be done without affecting its physical properties. In the case of

biopsy section where the sample integrity must be maintained, the sample is microtomed

to the desired thickness. Once the samples are suitably thin, it is mounted on a support

that is transparent in IR. Common mounting materials commercially available include

CaF2, NaCl, and KBr substrates (with useful spectral range of 40 000 cm−1 to ∼600 cm−1,

respectively). One of the major issues to be taken into account when conducting a trans-

mission experiment is the shift in the focus of the microscope as a result of the refraction

in the substrate (Messerschmidt 1987), which is illustrated in Fig. 3.9. The change in

focus is dependent on the refractive index and thickness of the substrate. For example, a

2 mm thick KCl window (nKCl = 1.468 at 1700 cm−1) will induce a focal shift of ∼ 800

µm (Chalmers & Griffiths 2006). An approach has been taken that include readjustment

of the focus with a hemispherical lens (Kimber et al. 2016) which is described later in

Section 4.3.

In a FTIR microscope, light from the source is first focused onto the sample using

a condenser. Light transmitted by the sample is then collected by a Schwarzchild objective,

which houses reflective surfaces with spherical geometries. Most optical microscopes use

lenses to focus light and remove chromatic aberrations by the principle of refraction;

however, FTIR microscopes employ curved mirror surfaces to condense and collect IR

radiation. This is because optical microscope performs over a limited range of wavelength
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(a) Hyperion 3000 FTIR microscope (Bruker Inc.)

(b) Cary 620 FTIR microscope (Agilent Inc.)

Figure 3.8: FTIR microscopes used in this thesis

∼ 0.5 µm whereas IR microscopes need to be able to operate over a range of ∼ 1 mm

which is far too large for the chromatic aberration to be corrected via refraction. Most

manufacturers provide objective with NAs of 0.6 at 6× and 15× magnification. Objectives

at higher magnification (i.e. 32×, NA = 0.65) are also available at the expense of working

distance. After the sample, there is an aperture typically made of four independently
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Figure 3.9: Focal shift in transmission mode in FTIR microscopes

adjustable knife blade that can be used to limit the size of the image. Lastly, a magnified

image of the illuminated sample is recorded by a detector. The optical path in an IR

microscope is shown in Fig. 3.10. In addition, by switching mirrors in the optical train,

the microscope can be converted from transmission mode to reflectance mode, and vice

versa.

Micro ATR-FTIR spectroscopy

Similar to macro ATR-FTIR spectroscopy, micro ATR-FTIR spectroscopy offers the perks

of minimal sample preparation and also a shorter probing length which is ideal for highly

absorbing material. In particular, in the microscope configuration, there is an additional

advantage of increase in spatial resolution over the transmission experiment (spatial res-

olution improves with the refractive index of IRE), yet the measurement area is smaller

(Lewis & Sommer 1999). Typical contact areas for ATR-FTIR microscope range from

10−3 to 10−1 mm2 (Chalmers & Griffiths 2006). The implementation of ATR measure-

ments on a FTIR microscope can be as simple as using a Ge hemisphere in the objective

of the microscope, in a set up illustrated in Fig. 3.11. An interesting extension of mi-

cro ATR-FTIR spectroscopy is the ’mapping’ method with the use of mapping stages.

Manufacturer, Bruker for example, has come up with software that allows the stage to be

lowered and raised automatically between different sampling locations. However, in this

kind of procedure, there is always the risk of sample contamination, i.e. the material from

one section of the sample is transferred to the crystal and is subsequently transferred to
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Figure 3.10: Schematic of the beam path inside an FTIR microscope, adapted with per-
mission from Bruker Inc.
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the next measurement section, as well as the lack of time between measurements to relax

between neighbouring locations (Nakano & Kawata 1994). A new micro ATR-FTIR set

up involving a large area Ge crystal devised to map soft materials is introduced in this

thesis in Section 4.6.

Figure 3.11: Schematic showing the set-up of a germanium IRE in ATR-FTIR microscope

The building blocks common for all FTIR spectrometers are a radiation source

and a detector. The source is an inert material that is heated to an elevated temperature for

thermal emission of radiation (black-body emission spectrum) with a maximum intensity

in the IR region; whilst a focal plane array (FPA) detector is used for hyperspectral

imaging to acquire FTIR spectroscopic images (see Appendices 6.5 for types of sources

and detectors).

Hyperspectral imaging

The more advanced use is the hyperspectral imaging (HSI) technique where the advantages

of optical spectroscopy as an analytical tool are combined with two-dimensional (2D) ob-
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ject visualization obtained by optical imaging (Vasefi et al. 2016). Data obtained from HSI

systems are 3-dimensional (3D) structures that consist of 2 spatial (x- and y-directions)

and 1 spectral dimension (Su & Sun 2018), as illustrated in Fig. 3.12. This data hy-

percube can be created through various scanning method, such as single point mapping,

linear array mapping, and FPA imaging (Lu & Fei 2014). FPA imaging is described in

detail here as it is the approach used in this thesis. FPA imaging poses several undeniable

advantages such as fast acquisition over the other methods, thanks to its ability to acquire

thousands of spectra simultaneously.

Figure 3.12: Hyperspectral data cube to unfolded matrix acquired from FPA imaging,
reproduced from (Pisapia et al. 2018) with the permission from Springer Nature

FPA consists of an array of photon-sensitive pixels with its surface being a pho-

tovoltaic panel. Similar to other photovoltaic detectors, each pixel detects photons at

certain wavelengths and generate a corresponding voltage proportional to the number of

photons. The digitised output voltages are used to construct an image of the sample, also

known as the chemical map or chemical image, via the hyperspectral cube of information

(Dorling & Baker 2013). This is possible as each pixel collects completely independent IR

spectrum from different spatial location of the measured sample. The best commercially

available FPA detectors today consists of 128 × 128 pixels, permitting the simultaneous

collection of 16,384 individual spectra at one time (Kazarian & Chan 2013).

3.2 Sample preparation

3.2.1 FFPE tissue

Tissues are first collected from patients through surgical procedure. Formalin-fixed paraf-

fin embedded (FFPE) technique is a way of preserving the tissue specimen obtained that

could be used later in examination or experimental research. The first most important

step in this process is tissue fixation, whereby a chemical called formaldehyde (also known

as formalin) is used to react with the tissue. Vital morphology and proteins’ states within
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the tissue is preserved in this step. Next, the tissue is dehydrated, commonly with ethanol,

isopropanol, or glycol ether dehydrants in tissue processing to remove the free water. Fol-

lowing this, the tissue section is impregnated or embedded with paraffin wax to produce

tissue block; this makes it easier for it to be microtomed into thin sections (Feldman &

Wolfe 2014).

FFPE vs frozen tissue

Both FFPE and frozen biopsy samples can preserve the specimens adequately well but

each of them has their own pros and cons (BioChain Institute, Inc. 2018). FFPE tissue

blocks have been archived for decades for later use in ‘biobanks’ developed by universities

and hospitals. This has resulted in FFPE being a plentiful resource of research material

as well as being able to offer a vast collection of historical perspective. This is because

FFPE samples remain stable after a long time as well as can be stored in a cabinet at

room temperature. Furthermore, since FFPE is a well-established method of preserving

the tissue specimens, pathologists are accustomed to making diagnoses from them. How-

ever, formalin involved in this procedure is toxic. The fixation process can also be time

consuming. More importantly, the proteins in FFPE, despite being preserved, is no longer

biologically active as they are often denatured in the fixing procedure. Additionally, the

nucleic acid (DNA and RNA) is not very well preserved, thus limiting the use of FFPE tis-

sue samples in molecular analysis. Frozen tissue sample proved to be better for molecular

genetic analysis (Geneticist Inc. 2018). Proteins are kept in its native state, which makes

frozen tissues ideal in immunohistochemistry. Nonetheless, storage of frozen tissues can be

costly, and the tissues are more vulnerable in situations where there are power outages and

mechanical failures. When compared to FFPE tissues, this method of preserving tissue

specimens is relatively newer, hence the collection of frozen tissue in biobanks is smaller

and limited for experimental research (Luder Ripoli et al. 2016).

3.2.2 Tissue deposition and de-paraffinisation

The samples were microtomed at 3-µm thickness from a paraffin-embedded specimen block,

one of which was mounted onto a 2-mm-thick CaF2 window (Crystran Ltd., Dorset, UK)

with the adjacent section mounted onto a glass slide and stained with haematoxylin and

eosin (H&E) by pathologists for viewing under visible microscope. The sections deposited

on the CaF2 window were deparaffinised for IR measurements. The protocol used for

deparaffinisation was as follows: the tissues were washed with hexane (HPLC grade) for 5

minutes, followed by 100, 95, 70, and 50 (v/v%) ethanol (HPLC grade), each for 2 minutes

before being air dried for 1 hour at ambient condition. The tissue samples were kept in a

desiccator at room temperature when no measurements were taken throughout the study.
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The samples used in this study were:

• Two prostate biopsy samples (1 control and 1 diseased) from the same patient were

provided by Kingston Hospital (London, UK). A Gleason score of 3 + 3 was assigned

to the areas of malignancy identified within the H&E stained tissues. (see Fig.4.2)

• Six colon biopsies (2 control and 4 diseased), from different patients, at different

disease stages of malignancy (hyperplasia, dysplasia, and cancer), provided by Prof.

Robert Goldin at St. Mary’s Hospital (Imperial College London, UK). (see Fig. 4.16

H&E and 4.17 H&E)

The tissues were microtomed by pathologists. The disease ‘class’ or ‘category’ of

the adjacent tissue sections, that were retained for pathological H&E staining, were iden-

tified by pathologists.7 Research ethics code for the polyps is 14/EE/0024 and approved

by Imperial College London Research and Ethics Committee.

The prostate tissue samples were already de-paraffinised by postdoctoral re-

searcher, Dr. Martha Vardaki, from the same research group; whilst the de-paraffinisation

of colon tissues was carried out by myself with the same protocol used for prostate tissues

as outlined above. The absence of spectral peak of paraffin at 1462 cm−1 was used as

an assessment for the paraffin removal. Although chemical dewaxing does not warrant

complete paraffin removal as described earlier in Section 2.5.1, examination of its charac-

teristic spectral bands here made sure its presence was greatly reduced to minimize any

potential impacts it has on the interpretation of the spatial heterogeneities of the chem-

ical images. The positive outlook was supported by recent studies that the presence of

paraffin has null effect on the absorbance, surface area, full width at half maximum, and

peak position observed in the spectrum peaks of the biological samples when the spectral

bands of paraffin are minimized accordingly (Depciuch et al. 2016, Chaber et al. 2017).

3.2.3 H&E staining

Staining is a common process for medical examination of cancer in which a dye is applied

on tissue specimen to locate the tumorous cells (Alturkistani et al. 2015). The standard

stain of anatomical pathology diagnostic is the H&E stained tissue section, but before

tissue staining can take place, the FFPE tissue section needs to be de-paraffinized. The

basis of H&E is selective staining based on the acidity or basicity of the stains and their

ability to form cross-linkages with ionizable radicals within the tissue. Hematoxylin is a

positively charged (cationic) basic dye. Eosin is a negatively charged (anionic) acid dye.

7Pointers to the disease category were given to general area, not all areas of the samples fully categorised
by the histologists. The areas examined were suggested by pathologists and the borderline of the cancer
types falls beyond the small section assigned.
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Tissue elements that exhibit affinity for the basic dye are termed basophilic or hema-

toxyphilic; whilst tissue elements that react with the acidic dye are termed acidophilic

or eosinophilic. Sequential application of the dyes to histologic section results in cyto-

plasm and extracellular matrix being stained with varying degree of pink whereas nuclei

are stained blue (or purple) (Fischer et al. 2008). Red blood cells are stained intensely

red. It is important to note that lipid, partially dissolved out of the cells by the reagents

used during tissue processing will lack staining and appear as empty spaces (Chan 2014).

Table 3.1 summarises the properties of the most important cellular organelles in the H&E

staining method. The interplay of colour shown by the H&E stain gives the internuclear

details. Some other advanced stains in the same line as routine H&E are immunohisto-

chemical (immunological labelling with fluorescent or enzymatic stains) and the in situ

hybridization (Musumeci 2014).

Table 3.1: Nature of the organelles in a living cell

Basophilic

• Nucleus (and parts of cytoplasm that contains RNA)

• Rough endoplasmic reticulum (RER)

• Ribosome

Eosinophilic

• Mitochondria

• Cytoplasm

• Most proteins (including cytoplasmic filaments in mus-
cle cells, intracellular membrane, and extracellular fi-
bres)

3.3 Spectral processing

This section discusses the spectral processing to enhance the spectral information and

make spectral interpretation easier. Firstly, spectral subtraction is discussed, which is

a method applied to extract spectrum of an individual components from a mixture of

different compounds. Next, baseline correction is described. Third, spectral derivatives

to determine peak positions of spectral bands and deconvolve overlapping peaks are pre-

sented. Lastly, the S/N ratio of any spectrum can be improved by smoothing.
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3.3.1 Spectral subtraction

Spectral subtraction is commonly applied to eliminate unwanted contribution, such as

that of atmospheric CO2 and water vapour which will lead to erroneous conclusion if

not removed (see discussion under section 2.5). The sample spectra in Fig. 3.13 are

from healthy colon tissue, whilst the spectrum used for subtraction are the atmospheric

background. For subtraction to work properly, a reference peak needs to be identified. The

spectra were checked for water vapour correction based on its second derivative spectra in

the 1900 – 1750 cm−1 region. Unfortunately, the absorbance of the spectral bands of sample

to reference is not always 1:1, which can make subtraction complicated. However, this

situation can be accounted for by introducing scale factor. The mathematical algorithm

behind spectral subtraction is relatively straightforward, as follows:

Resultant absorbance = Sample absorbance − scale factor × Reference absorbance (3.9)

The scale factor is a user adjustable parameter. Ideally, the best scale factor is

identified when the resultant absorbance contains no features from reference absorbance

or is said to be free from contaminant. Although spectral subtraction is a subjective

but legitimate way of simplifying a mixture spectrum, the resultant absorbance after

subtraction is noisier than the original spectrum. A good rule of thumb here is to use only

original data with a high S/N ratio to yield useful data after subtraction (Smith 2011).

3.3.2 Baseline correction

An ideal IR spectrum should have a flat baseline at zero absorbance (Griffiths & de Haseth

2007), however, this does not happen in most cases. The baseline distortion generally falls

into few categories, one of which is the offset of the entire baseline of the spectrum,

equivalent to adding a constant value to all the absorbance values in a spectrum. This

happens when an equal amount of IR light is reflected or absorbed at all wavenumbers,

possibly due to a thick sample. An example of this is the thick KBr pellet spectrum of

aspirin (Smith 2011) which has a constant offset of 0.2. Fortunately, a constant baseline

offset does not need to be corrected if the integrated absorbance is analysed as it is

independent of this baseline shift. The second type of a baseline distortion is slope,

as a result of scattering (Coleman 1993) which has been discussed under Section 2.5.3.

Specific particulate matter of samples may scatter the infrared beam and the extent of

scattering increases with wavenumber, resulting in a sloped spectrum as shown in Fig.

3.14. Sloped baseline problem due to the nature of the sample like this cannot be usually

fixed experimentally, hence we turn to correction algorithm to help solve this issue. The
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(a) Between 3500 – 1000 cm−1

(b) Between 2000 – 1700 cm−1

Figure 3.13: Example spectrum from healthy colon tissue before and after water vapour
subtraction (blue and orange line, respectively)
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algorithm used in the work in this thesis is the RMieS-EMSC correction algorithm which

incorporates the baseline correction.

Figure 3.14: Example spectrum showing dispersion artefact arising from resonant Mie
scattering effect, reproduced from (Song et al. 2019) with the permission from Springer
Nature

3.3.3 Normalization

A normalisation step is essential for comparing variations in absorbance between different

spectral bands. Based on Beer-Lambert law, the absorbance of a specific spectral band is

dependent on its concentration, thus absorbance of different spectral bands might exhibit

different range of absorbance. One simple approach is vector normalisation, which maps

the spectra onto a unit sphere in multivariate space. Vector normalization is carried out in

the following way: the square root of the sum of the squared absorbances of the spectrum

(the ’norm’) is first calculated. Then, the spectrum is scaled by dividing each of the

spectral absorbances by the ’norm’ (Gautam et al. 2015). Other simple approaches include

normalisation to constant total and min–max normalisation, which scales each spectrum

to between 0 and 1. Without normalisation, the spectral band with lower absorbance in

the tissue section will be given less weight in subsequent multivariate analysis, which may

mask important variations due to compositional changes that may relate to pathology

(Hermes et al. 2018).
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3.3.4 Spectral derivatives

From simple calculus, we know that the first derivative of any mathematical function

represents its slope. By calculating the first derivatives of an IR spectrum, an absorption

band can easily be identified where the slope of the peak is zero (the zero-crossing point)

and the two sides of the absorption band have different slopes, i.e. below and above zero

respectively. This bipolar function is characteristic of all odd-order derivatives (Owen

1995). The concept of derivatizing spectral data was first introduced in the 1950s and was

popularised in the late 1970s, when it becomes practicable to use mathematical methods

to generate derivative spectra quickly, easily and reproducibly. This significantly increased

the use of the derivative technique with respect to wavelength for qualitative analysis and

for quantification, also known as the ‘Derivative spectroscopy’.

A huge advantage of taking derivatives of the spectra is that they do not contain

offset – their baselines are at zero. Likewise for second derivatives of the spectrum, which

measures the change in slope or concavity (Smith 2002). The second derivative has three

lobes – a positive value followed by a negative and then a positive value. The peak min-

imum in second derivatives corresponds to the position of the peak in the spectral band,

therefore, second derivative spectra are commonly used in peak picking, peak identifica-

tion, and library searching. Compared to first derivative, the added advantage of higher

derivatives is its ability to deconvolve or separate overlapping peaks without resolving to

more complicated processing technique. The simplest way to calculate the derivatives is

to apply mathematical techniques to the spectrum with a constant sampling interval. The

sampling interval is dependent on the natural bandwidth of the absorbance bands or the

bandwidth of the instrument. In FTIR spectroscopy, this interval refers to the spectral

resolution, ∆˜︁ν i.e. 4 cm−1 or 8 cm−1. The calculation of the first derivative, ∆˜︁ν , can

be carried out for an intermediate wavenumber between two absorbance wavenumbers

following the differential equation, such that

D˜︁ν+∆˜︁ν
2

=
A˜︁ν+∆˜︁ν −A˜︁ν˜︁ν (3.10)

The method is a linear interpolation between adjacent wavenumbers. Similarly,

for higher order derivatives, such as the second derivative, absorbance values at three

closely-space wavenumbers are used in similar expression as above

D˜︁ν =
A˜︁ν−∆˜︁ν − 2A˜︁ν + A˜︁ν+∆˜︁ν

∆˜︁ν2 (3.11)

In addition, the derivatives are very useful in obtaining quantitative information

of the spectrum. The integrated area of a spectral feature in the derivative spectrum is
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proportional to its area under the peak in the zero-order spectrum. In other words, the

linear relationship between concentration and absorbance as described in Beer-Lambert

Law still applies. The modification to Beer’s Law for nth order derivative is

dnA

d˜︁νn =
dnε

d˜︁νn cl (3.12)

A problem with derivative spectra is that they contain more noise than the spec-

tra from which they are calculated. In order to improve the signal, smoothing algorithm

can be applied while calculating the derivatives.

3.3.5 Smoothing

FTIR software packages often come with smoothing functions. This includes the Bruker

OPUS software and the Agilent Resolution Pro software which are used in this study.

Among others, the best-known and most widely used smoothing algorithm is the Savitsky-

Golay (SG) algorithm (Savitzky & Golay 1964). In this algorithm, the first step is to select

an appropriate size of smoothing window, i.e. setting the number of points in the windows

(5-, 7-, or 9-point being the most common one) (Baker et al. 2014). The amplitude of

smoothing is proportional to the number of data points included in the window. Next, a

polynomial function (A˜︁ν = a0 + a1˜︁ν + ...+ an˜︁νn) is fitted to the set of data points in each

smoothing window. The higher the degree of polynomial function fitted to the data, the

less smoothing is achieved. One can imagine if the polynomial order, n, is less than the

number of data points in the window, it is impossible for the polynomial function to fit all

the points, hence a smooth approximation of the data is obtained. This is widely used to

counteract the degradation of the signal inherited from the derivatization described above

in a combined algorithm, in which the coefficients at each wavenumber is multiplied by

the factorial of the derivative order, a1 is the first derivative, 2!a2 the second derivative,

3!a3 the third derivative, and so on (Owen 1995).

The approach adopted in this study to find the optimum smoothing parame-

ters is to begin the with a small number of data points in the smoothing window and

gradually increase the number in small increments. This is terminated when the peaks

start to broaden significantly or merge together. In a nutshell, the choice of the process-

ing techniques and their parameters is rather subjective and dependent on the operator’s

judgement.
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3.3.6 Chemometrics

Chemometrics is the use of mathematical and analytical methods to optimize the design

of experiments and improve the understanding of chemical information from large and

complex datasets (Varmuza & Filzmoser 2009). Naturally, statistical analysis of such data

should employ one or more multivariate statistical tools – the simultaneous analysis of

dependent variables (outcome) against a plethora of independent variables (predictor).

The most common types of multivariate tests for the processing of spectral data include

factor analysis such as principal component analysis (PCA), cluster analysis (CA), partial

least squares discriminant analysis (PLS-DA), artificial neural network (ANN), and many

others (Christou et al. 2018). Experimental data in spectroscopy can be either qualitative

or quantitative. The data is considered qualitative when it falls into one of these three

categories, i.e. nominal (such as three patients, six tissue samples and so on); dichotomous

(male/female); and ordinal (degree of malignancy of tissue samples, such as 1= healthy, 2

= pre-cancerous, 3 = cancer etc.) and quantitative when continuous variables are involved

(the wavenumber range of measurements taken). Most often the data is a mix and match

of both. The good news is that regardless of the type, all variables can be analysed by

the chemometrics approach (Szymanska et al. 2015). The objective of using chemometrics

to analyse spectral datasets is to obtain insights into classifying the cancer specimens

based on their chemical specificity obtained from FTIR spectra. Due to the nature of

each experiment and the extent of available data, it is deemed unsuitable for all aspects

of chemometrics to be covered simultaneously in any one research study.

Exploratory analysis

PCA analysis is the most important statistical technique for chemometric analysis of spec-

tral data (Varmuza & Filzmoser 2009). The methods commonly required pre-treatment or

pre-processing of the data (Skov et al. 2014), which could be normalization or scaling, as

well as anomaly detection and removal (Nunes et al. 2015). These two analytical methods

are often employed for exploratory analysis of the data. PCA can be thought of as an

unsupervised learning problem – no a priori knowledge about the sample is required. The

central idea of PCA is to reduce the dimensionality of the data while retaining the largest

number of variations possible, achieved by transforming and projecting the data onto new

sets of uncorrelated axes, known as the principal components (PCs). The data matrix X

(I × J) is decomposed by the following equation:

X = TPt + E (3.13)

where T is the (I × A) scores matrix, P is the (J × A) loadings matrix, E is the (I × J)
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residual matrix, and A is the number of PCs (Granato et al. 2018). The number of PCs

is the most important parameters for the meaningful results of PCA. A suitable number

of dimensions needed to explain the data variation at a selected significance level can be

obtained by subjecting the data to a Bartlett’s test of sphericity (The MathWorks, Inc.

2020a) or by selecting the number of PCs based on the total variance obtained in a plot

of variance against PCs (Gonsales 2018). The latter approach was chosen in this study

for its convenience.

Another chemometric analytical method that can be used for exploratory study is

the cluster analysis. Among the multiple clustering methods, the non-hierarchical meth-

ods such as k -means and k -medians, and hierarchical cluster analysis (HCA) are most

frequently used (Baker et al. 2014). In k -means clustering, the data is separated in k

different clusters, chosen to be far enough apart from each other spatially in Euclidean

distance to produce effective data mining results. Each cluster has a centre, called the

centroid, and the data point is clustered into a certain cluster based on how close the

features are to the centroid by minimising the objective function shown below in a set of

iterations:

J =
k∑︂

i=1

n∑︂
j=1

(∥xi − νj∥)2 = 1 (3.14)

where ∥xi − νj∥ is the Euclidean distance between a point, xi, and centroid, νj , iterated

over all k points in the ith cluster for all n clusters. To put it briefly, the algorithm works

by first assigning centroids randomly and calculating the distance of each data point to

its nearest centroid using Euclidean distance, then finding the new value of centroids

by calculating the mean distance of all points belonging to the centroid. Through an

iterative process each data points are grouped into a ‘cluster’ with the minimum distance

to the centroid of the cluster and maximum inter-cluster distance. Fuzzy c-means is also

used in FTIR spectrocopic study, for instance, on the quantitative estimation of collagen

and proteoglycan contents of articular cartilage of rabbits (Kobrina et al. 2012). The

use of clustering algorithms has been shown to dramatically increase the information

content of FTIR spectroscopic images of colorectal adenocarcinoma tissues as compared

to univariate methods of FTIR spectroscopic imaging, i.e. the chemical map obtained

from the integrated absorbance of a functional group. It has also been demonstrated

that among the cluster imaging methods, HCA proved to be the best in terms of tissue

structure differentiation, but HCA is significantly more time-consuming. Therefore, it is

justified that HCA cluster analysis for routine analysis of FTIR spectroscopic imaging

data recorded by FPA detectors is impracticable (Lasch, Mahadevanansen & Diem 2004).

Instead, the task of classifying large datasets can be taken on by supervised classifiers.
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Classification methods

PLS-DA is one of the most popular and effective analytical tool that can be utilised on

processing a singular covariance matrix where the predictor matrix X (I × J) and a spe-

cially constructed response matrix Y (I × K) comprises categorical or ‘dummy’ variable

describing the class membership are fed into the algorithm (Stahle & Wold 1987). PLS-DA

will output response values Y predicted for unknown new samples. In the classification

methods, the result is a confusion matrix that allows the visualisation of actual and pre-

dicted classification. In the past, the results of classification are often presented as type I

error, which is the incorrect rejection of a class membership and type II error, which is the

wrong acceptance of an object as a member of a class. They are now termed ‘sensitivity’

and ‘specificity’ respectively. In attempt to increase both sensitivity and specificity, a large

number of samples must be used (Berrueta et al. 2007).

Other techniques that can be used for classification purposes are ANN and Ran-

dom Forests (RF). The former is a network of connected neurons grouped in layers whereas

the latter is an ensemble of decision trees. Since RF is easier to be implemented (lower

computational demand and no need for data scaling), RF is successfully applied to a

wide variety of high dimensional data, arising from microarrays, time series, and even on

spectra. To explain briefly, RF construct many individual decision trees at training and

predictions from all trees are pooled to make the final decision. The architecture of a RF

is briefly illustrated in the schematic below (Fig. 3.15.).

Figure 3.15: The architecture of a RF classifier (Verikas et al. 2016).

As a classifier, RF performs an implicit feature selection, using only a small

subset or ‘strong variables’ for the classification. The outcome of this feature selection can

be visualised by the ‘Gini importance’, which can also be used as a general indicator of

feature relevance. This feature importance score provides a relative ranking of the spectral

features, and is technically – a by-product in the training of the random forest classifier:

92



At each node (τ) within the binary trees (T ) of the random forest, the optimal split is

sought using the Gini impurity (i(τ)) – a computationally efficient approximation to the

entropy – measuring how well a potential split is separating the samples of the two classes

in this particular node (Menze et al. 2009, Nembrini et al. 2018):

i(τ) =
J∑︂

j=1

ˆ︁ϕj(t)(1 − ˆ︁ϕj(t)) (3.15)

where ˆ︁ϕj(t)) is the class frequency for class j in the node τ . The higher the value of Gini,

the more important the feature. By default, Gini impurity is used to represent the feature

important for classification with RF.
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Chapter 4

Results and Discussion

4.1 Overview

This chapter is divided into several main investigations with the aims to provide insights

to the challenges and literature gaps that were discussed in Section 2.5. The motivation

behind each investigation is discussed here.

The first section – Section 4.2 presents and discusses the spectroscopic measure-

ments of prostate tissue using dispersive spectrometer in transmission mode 1. The pos-

sibility of identifying the biochemical differences between cancer and benign areas within

these prostate tissues based on their spectra were analysed. This is important as despite

the popularity of FTIR spectroscopy, dispersive instruments are still being used in some

research labs. If the benign and cancer tissues can be successfully differentiated and the

potential biomarkers are identified, it would mean that there is a great potential that a

new system which relies on only several discrete wavelengths can be developed for the

purpose of tissue classification. Such a system is not only cost saving, but also has a

high efficiency as the acquisition time would significantly reduce. Apart from that, this

experiment was novel as the dispersive IR spectroscopic imaging system was combined

with thermography to study the potential of thermographic imaging on the tissues with-

out having to analyse the IR spectra. In other words, the computational effort required

to process the spectra can be eliminated as the thermal images alone are sufficient. That

said, dispersive spectroscopy has some limitations including the low S/N ratio compared

to, discussed in Section 3.1.2. Therefore, the other studies were carried out with FTIR

spectroscopy.

The second section – Section 4.3 presents the results of FTIR spectroscopic imag-

1This work was a 3-weeks’ research carried out in collaboration with Prof. Junko Morikawa at Tokyo
Institute of Technology, Japan. The spectral data were saved and kept in the lab of Prof. Morikawa.
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ing of colon biopsy tissues in transmission mode in combination with machine learning for

the classification of different stages of colon malignancy. The availability of the samples

was the main factor colon tissues are used in this study instead, and not the prostate

tissue. There were four different grades of colon tissues available for classification which

makes it interesting for classification with machine learning, but only a type of prostate

tissue (see Section 3.2.2 for more details on the samples) was available for measurements.

The processing method in this investigation was not new – i.e. it followed that outlined

in previous literature described under Section 3 where the samples were first measured to

obtain their FTIR spectra, followed by pre-processing methods, and analysis with both

unsupervised and supervised machine learning techniques. However, interesting results

and observations were obtained, making this study rather unique. Besides, this was the

first time machine learning was used to compare the effect of two different approaches, an

optical and a computational one, for the elimination of the resonant Mie scattering effect.

The third section – Section 4.4 discusses the effect of fluctuations of surrounding

environment on the spectra, as a follow-up studies of the previous part mentioned in

the paragraph above. As the presence of CO2 and water vapour has been accounted for

(Section 3.3.1), all that is left for further investigations are the temperature and humidity

of the surrounding where the measurements were carried out. Unfortunately, dealing

with biological tissues means that changing temperature is not an option as they will

undergo degradation at high temperature; therefore, the focus was on humidity at room

temperature. The effect of humidity on the hydration of tissue and also on the classification

of tissue was investigated.

The fourth section – The previous experiments were all carried out in transmis-

sion mode, but the application of spectroscopic imaging on biological tissues could also be

extended to measurements in ATR mode. With studies in different modes, their difference

and effectiveness in biological applications could be compared. Section 4.5 investigated

the possibility of examining embedded components within a prostate tissue specimen us-

ing ATR-FTIR spectroscopic imaging by depth profiling. This was achieved by changing

the angle of incidence with the use of home designed apertures to cut off the light beam

at different angle. It is known that ATR gives higher spatial resolution in the x- and y-

direction (Section 3.1.5); but might result in impressions left on the tissues, thus prostate

tissues were measured first before deciding if the application of depth profiling should be

carried out on colon tissues.

The fifth section – ATR-FTIR imaging on biological tissues has been measured

extensively, thus it is necessary to develop an improved method of ATR to make it more

efficient. Here, section 4.6 discusses the idea of combining imaging and mapping together

to get a bigger picture of the tissues measured. This was carried out by using a new

‘large-area’ Ge ATR crystal. This idea of implementing a large crystal is to potentially

reduce the pressure applied on the soft colon tissues, thus making it possible for them
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to be measured for classification purposes without leaving any impressions on them. It

is important to make sure the research has not affected the colon tissue samples, for

reproducibility reasons.
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4.2 Thermo-dispersive IR spectroscopic measurements on

prostate tissue

Thermal radiation, or thermal emission, is an EM radiation generated by all matters with

a temperature greater than absolute zero (Landau & Lifshitz 2013). The IR radiation

emitted is detectable with an infrared camera, where information related to the emitter’s

material properties (Brugel 1965) and temperature distribution (Christensen et al. 2001)

can be obtained. The basis of thermal emission spectroscopy is that different types of

compounds will take on different temperatures when exposed to the same amount of light.

Thermal emission researches are broadly conducted at high temperatures (Dyachenko

et al. 2016, Yeng et al. 2012), such that the signal dominates over the thermal background

emitted by components of the measurement instrument, the Johnson-Nyquist noise in the

detector, or the room that houses the experiment. Recently, there has been a growing

interest in measuring thermal emitters at room temperature (Liu & Padilla 2017). How-

ever, the measurement can be challenging due to the large thermal background and the

low S/N ratio compared to heated samples (Xiao et al. 2019). The near-room temper-

ature emissivity measurement ensures that Kirchoff’s Law, as originally conceived to be

applicable to situations where the sample is isothermal and is in thermal equilibrium as

the background to which it radiates, can be applied (Salisbury et al. 1993). The Kirchoff’s

Law states that at thermal equilibrium, the power radiated by an object must be equal to

the power absorbed (Riedl 2001). This is the definition of a blackbody. In reality, most

radiation sources are not blackbody. The radiant emittance of a real object is less than

that of a blackbody, as some of the energy is reflected or transmitted. The ratio of the

two radiant emittance values is the ‘emissivity’, a value measured in a typical thermal

emission experiment.

4.2.1 Set-up of the thermo-dispersive IR spectrometer

Prostate tissue samples were prepared, as described in Section 3.2. The instrument was

housed in the laboratory of Prof. J. Morikawa (Tokyo Institute of Technology, Japan).

The components and optical path of the instrument are as follows. IR light is emitted

by a ceramic heater, which passes through a mechanical chopper. The chopper can be

switched between ’open’ and ’close’ position, allowing the alternate acquisition of IR and

thermal images. In “open” position, light beam is allowed to reach the sample; while it is

cut off in ’close’ position. The period between these two measurements was set at 5 ms.

To prevent a high order of diffraction, the light beam is passed through an order sorting

filter, after which a grating monochromator (CT-10; JASCO Corporation, Tokyo, Japan)

is in place to produce monochromatic light of various discrete wavelengths from 3 to 5

µm (3333 –2000 cm−1) at a spectral resolution of 2 nm or 1.33 cm−1 (1000 data points).
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The frequency of the chopper is controlled by a DC power supply to match that of the

grating motion. The emitted beam is then condensed with a parabolic mirror and focused

onto the sample in the transmission mode. The parabolic mirror has a 3× magnification.

The objective lens of IR camera is designed considering the wavelength of the spectral

band and the angle of the view of the sensor, with a numerical aperture at 0.7. The

anti-reflective coating on the achromatic lens is composed of materials suited for mid-IR.

The transmitted light is recorded with an IR high-performance camera (Phoenix, Indigo

Systems Corporation, California, USA). It consists of a closed-cycle Stirling cryogenic

cooled indium antimonide (InSb)-based FPA detector 2, which operates at a temperature

of 77 K; 128 × 128 pixels are used to compose the images. The pixel size is 30 × 30

µm2, giving a total field of view of 512 × 512 µm2 under 7.5× magnifications. The input

trigger of the camera is highly synchronized with the signal to the chopper to achieve high

simultaneity in measurement with the in-house written LabView software (Tokyo Institute

of Technology, Tokyo, Japan). A schematic of the optical setup is shown in Fig. 4.1.

Figure 4.1: Set-up of the dispersive IR spectrometer, adapted from (Ryu et al. 2017) with
the permission from Elsevier

4.2.2 Data processing

The data obtained from the system (S) involve contribution from both transmitted IR (I)

and thermal emission expressed in the digital level of the IR camera (E), which is related

to thermal energy or temperature after calibration with a reference. Eq. 4.1 relates S, I,

and E, where x and y are the spatial coordinates (m), λ is the wavelength (m), and T is

the absolute temperature (K). All data are multidimensional arrays (hypercubes).

2Photovoltaic detector of p-n junctions that delivers high sensitivity in the atmospheric window between
3 – 5 µm.
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S(x, y, λ, T ) = I(x, y, λ, T ) + E(x, y) (4.1)

E is further defined as

E(x, y) = ελσa(T 4 − T0
4) (4.2)

where ελ is the thermal emissivity (< 1 for a grey body); σ is the Stefan-Boltzmann

constant (Wm−2K−4); and a is the area of measurement (m2). Rearranging Eq. 4.1, IR

only (I) image is obtained by subtracting E image from S image. The sample spectra were

divided against background scans which were obtained from a region of no tissue sample.

Absorbance as a function of wavenumber of the incident IR light was then calculated

from the logarithmic transmittance ratio. Chemical images made up of a total of 16,384

(128 × 128) pixels were constructed from the integrated absorbance of the spectral band

of 2940 to 2900 cm−1. Further spectral data processing was performed using MATLAB

(Mathworks Inc., Natick, Massachusetts).

The IR imaging data were subjected to a spectral quality test to eliminate spectra

from areas with poor S/N ratio or without any tissue. The signal is the peak absorbance

at 2921 cm−1, while the noise is the SD of data between 2810 and 2760 cm−1. Spectra

which pass the quality test set at a threshold of 5 % of the maximum S/N ratio were

then differentiated twice to deconvolute overlapping bands for comparison of the spectra

between cancer and healthy areas of the tissue. SG smoothing algorithm with 13 smoothing

points was implemented on the second derivatives. To determine the natural grouping

of the spectra, the data were subjected to successional k -means clustering. Clusters of

maximum inter-cluster variance but minimum intra-cluster variance were formed from

this unsupervised clustering technique. The obtained pseudo-colour cluster images were

compared directly with the IR and H&E stained images taken from the same sample.

Randomly chosen data from each cluster were then compared with PCA, whereby the first

PC explains most of the data variance, followed by second independent PC accounting

for most residual variance and so on. A plot of the projection of the spectra on the PCs,

represented by scores, on a 2-dimensional space was used to validate the difference between

each cluster. Reproducibility of the results was attained by repeating the experiment on

another biopsy tissue of the same kind and same stage of malignancy from the same

patient. The two samples used were denoted as ’Sample 1’ and ’Sample 2’.
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4.2.3 Thermal effect on IR image

In this study, the micro-scale areas of cancer cells and benign stroma in the biopsy tissues

of prostate were identified from IR spectroscopic and thermal images, by comparing them

to histopathological H&E stained images of adjacent sections, described in Section 3.2.3.

Fig. 4.2 shows the H&E stained prostate cancer tissues of two different samples (Sample

1 and Sample 2). Both tissues are assigned a Gleason score of 3 + 3, the least aggressive

tumour that can be identified on prostate biopsy. In H&E staining, nuclei are stained

purple due to its basophilic nature, while the cytoplasm is stained pink (Chan 2014). The

areas where a high concentration of nuclei are found were identified to be cancerous by

pathologists.

Figure 4.2: Photomicrographs of the H&E stained prostate tissue sections under 20×
magnifications: (a) Sample 1 and (b) Sample 2. The squares represent the IR spectroscopic
sampling areas (512 × 512 µm2) with the orientation of the tissues when measurements
were taken in our experiment

The chemical images displaying the integrated absorbance of the lipids or fatty

acids band (2940 – 2900 cm−1), attributed to the anti-symmetric stretching mode (νas) of

the CH2 group, are shown in Fig. 4.3. A comparison of the IR images before and after

correction of the thermal effect is also depicted.

From Fig. 4.3, the images are different before and after removal of thermal

contribution, particularly within the sections outlined in red boxes. A larger area of low

concentration of fatty acids in the tissue (pixels with dark blue colour) is seen on images on

the left. When the IR chemical images, after subtraction of thermal effect, were compared

with Fig. 4.2, the coverage of the dark blue areas coincides with the regions identified

as cancer. On the contrary, when comparing images before thermal subtraction to H&E

stain, the same regions are unable to be classified from the surrounding areas due to the
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Figure 4.3: IR images of (a) Sample 1 and (b) Sample 2, showing the distribution of
the integrated absorbance of the stretching of the C-H band under 7.5× magnifications
(i) after removal of thermal effect and (ii) before removal of thermal effect. Areas in
the boxes of Sample 1 (numbered as box 1 to 3 from top to bottom respectively) were
further examined under 10× magnifications and analysed through unsupervised clustering
technique to identify different regions of the tissue. The colorbar on the right indicates
the colour scale from low to high absorbance

lower contrast between the cancerous and benign cells from thermal noise. The observation

was quantified by examining the mean spectra of several pixels of low intensity (marked

as ‘X2’ in Fig. 4.3); and neighbouring pixels of high intensity (‘X1’). The spectra are

presented in Fig. 4.4 below. The average ratio of the corresponding integrated absorbance

of A1/A2 at 2940 – 2900 cm−1 for these two areas is 4.5; whilst the value is lower for A3/

A4 (for spectra measured before removal of thermal effect) for the same two areas at 2.0,

thereby confirming that thermal effect contributes to the reduced contrast of the image in

identifying different regions within a tissue, however, it is also noted that the S/N ratio

is higher for the spectra obtained from the same pixels prior to subtraction of thermal

radiation, therefore correction for thermal contribution does not help to improve spectral

quality. Other noise reduction methods, such as increasing the number of co-added scans

for any single spectrum, need to be implemented to improve the S/N ratio.
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Figure 4.4: The average spectra of areas from 9 pixels marked with ‘X1’ and ‘X2’ in
Fig. 4.3, representing areas of high and low integrated absorbance of the spectral band
assigned to νas of CH2 respectively. The spectra before subtraction of thermal contribution
are shown in dotted blue lines while the spectra after correction are shown in solid red
lines

4.2.4 Distribution of thermal signal intensity in tissue samples

Thermal DL signal is dependent on temperature and emissivity of the biopsy tissues.

Emissivity of an object, in turn, is correlated to its absorption of incident radiation,

also known as its absorptivity according to Kirchoff’s law of thermal radiation (Planck

2013). The value of emissivity is unique to every object. In our research, the integrated

thermal and IR spectroscopic measurements allow the absorption to be estimated from the

integrated absorbance of the IR spectra at the wavelength specific to the sample. Images

showing the distribution of thermal signal intensity taken on the prostate biopsy samples

are shown in Fig. 4.5.

Fig. 4.5 shows the distribution of thermal DL signal, which was calculated by first

obtaining the average value of all combined pixels of the background, which refers to CaF2

window only without the presence of tissue. The value of each single pixel is then corrected

for the non-uniformity in thermal image. Areas of high absorbance at 2940 – 2900 cm−1

(benign stroma in the tissue) also shows high thermal signal as it has higher emissivity

compared to cancer cells. The thermal DL signal can be translated to the temperature of

a certain area of the sample if the relationships between concentration, temperature, and

infrared emisssion are determined beforehand. This requires calibration for concentration
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Figure 4.5: Thermal images of (a) Sample 1 and (b) Sample 2 obtained for the same area
of prostate tissues as IR spectroscopic images. Cancer is shown in dark shade of blue,
while stroma is highlighted in yellow. The colour bar on the right indicates the thermal
signal intensity

versus DL signal and temperature versus DL signal on the sample examined, as discussed

by (Ryu et al. 2017). Nonetheless, subjecting biological specimens to heating can result

in irreversible cellular and structural changes (Rossmanna & Haemmerich 2014), thus the

calibration is avoided in this case. Instead, the temperature distribution of sample of the

same region with similar concentration of fatty acids was interpreted, which translates

to constant emissivity, thereby limiting the thermal signal to a function of temperature

only. A uniform DL signal is obtained within areas of tissues with same emissivity. Based

on the results, it can be inferred that the thermal variation of studied samples mainly

comes from differences in IR absoprtion of tissue structures., thus fortify the findings that

thermal radiation has a substantial effect on dispersive IR imaging measurements of a

heterogeneous samples of various emissivities.

It is also noted that thermal signal is the lowest at the interface between tissue

structures, i.e. at the edge between tissue and non-tissue and also between cancer and

benign areas. The increased diffuse thermal reflectance at these interfaces could be the

reason behind this phenomenon although the real reason is unclear. Unlike absorptivity

which positively correlates to emissivity, reflectance has an opposite effect on thermal

emission spectra according to the formula ε = 1 − R − τ , where ε is emissivity, τ is

transmissivity, and R is reflectivity of an object. As depicted in Fig. 4.5, the ‘thermal

sink’ effectively outlines various regions of interest (The ’thermal sink’ here refers to area

of low thermal signal) and can be explored for future inspection of cancerous areas.

The main visual difference between the IR spectroscopic and thermal images is

the diminished contrast of the latter. This is due to the heterogeneity in tissue components

that introduces multiple degrees of reflectance, which effectively suppresses the contrasts
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in the image. The same phenomenon is observed by (Byrnes et al. 2007) when studying

thermal emission of glass.

4.2.5 Analysis of IR spectroscopic imaging data

Sample 1

Unsupervised k -means clustering was applied to sort the data that exhibit similar fea-

tures. It uses an iterative algorithm to randomly assigned a center for the clusters until a

distinct boundary between different clusters is obtained. Each spectrum is assigned a class

membership through this method. The number of clusters set in this experiment was 4

to match the regions wanted to be identified (prostate glands, cancer and its surrounding

tissues, and benign stroma), with the maximum number of iterations set at 100. The

process continued until maximum inter-cluster but minimum intra-cluster ‘euclidean’ dis-

tances were achieved. Fig. 4.6 depicts the pseudo-colour images assembled in 2D spatial

coordinates where each cluster is represented by a colour. The clusters clearly defined the

areas of cancer and surrounding cells in the tissue, and when compared to H&E images

side-by-side for the assessment of regions, they correspond to each other. Each region is

labelled 1 – 4 for comparison of the spectral information.

Spectral data in each cluster were extracted, and the mean and their correspond-

ing smoothed second derivatives with SG algorithm are presented in Fig. 4.7. Comparison

with second derivative is more precise as the baseline shift is eliminated. The peaks of

the second derivatives are assigned to the vibrational modes of the functional groups:

symmetric stretching of methylene group, νs CH2 (2852 cm−1); anti-symmetric stretching

of methyl group, νs CH3 (2885 cm−1); anti-symmetric stretching of methylene group, νas

CH2 (2921 cm−1); and anti-symmetric stretching of methyl group, νas CH3 (2967 cm−1).

The phospholipids, lipids, triglycerides, and proteins absorb within the studied IR region

of 3000 – 2800 cm−1 (Bogomolny et al. 2007).

From Fig. 4.7(a), prostate glands, cancer, and benign stroma show an increasing

order of absorbance at the 2852 cm−1 and 2921 cm−1 bands. This observation was sup-

ported by the hypothesis from (Liu 2006) that fatty acid oxidation becomes the dominant

bioenergetics pathway in prostate cancer, in contrast to the common glycolysis pathway.

An increase in the utilization of fatty acids as an important energy source to provide

adenosine triphosphate (ATP) is crucial to sustain the energy requirement for the en-

hanced proliferation of cancer cells and their high metabolism. Their finding consolidates

the observation in Fig. 4.3, such that cancerous lesions have a lower concentration of lipid

compared to surrounding benign tissues. Differentiation of the cancerous regions employ-

ing the fatty acid spectral bands has already been investigated for breast cancer (Baker

et al. 2008), but employing region between 3000 – 2800 cm−1 only to identify cancerous le-
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Figure 4.6: Top: Pseudo-colour cluster image of areas of cancer lesions of (a) Box 1,
(b) Box 2, and (c) Box 3 of Patient 1 respectively, following the convention used in Fig.
4.3(a)(i), constructed from the second derivative spectra. Each cluster is assigned to a
colour (Brown = region 4; Light blue = region 2; Dark blue = region 1; and Yellow =
region 3). Bottom: H&E stained image to differentiate the cluster assigned: region 1 =
benign stroma at a distance from the cancer; region 2 = stroma in between cancer; region
3 = cancer; and region 4 = prostate glands. The H&E stain images were cut out from the
boxes in Fig. 4.2 and re-oriented for easier comparison, resulting in the irregularities in
their shapes

sions in biopsy, without utilizing the spectral bands of phosphates and carbohydrate from
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Figure 4.7: (a) Average spectra of all the spectra coming from each of the 4 clusters
identified from unsupervised clustering in the range of 3000 – 2800 cm−1 of Sample 1. (b)
Second derivatives of the mean spectra of each cluster. Two more unresolved peaks at
2885 cm−1 and 2967 cm−1 were obtained from the second derivatives

IR spectroscopic imaging is uncommon. As can be seen in Fig. 4.7(b), the number of

overlapping peaks in the spectral region of stretching C-H vibrational modes of fatty acids

is fewer than in the fingerprint region of 1800 – 900 cm−1. Therefore, direct comparison

of the results without having to resolve the convoluted peaks can be made, saving the

computational power required to analyse the data.

The ratios were calculated for the integrated absorbance of both symmetric and

anti-symmetric stretching modes of CH2 functional group. The average ratio of absorbance

of the corresponding bands of CH2 group (νs CH2: νas CH2) is found to decrease for tissue

areas closer to cancerous region at 0.57, 0.36, and 0.21 for regions 1, 2, and 3 respectively.

The peak absorbance were calculated by taking the integrated absorbance of the second

derivative spectra between the nearest minimum points of the specific spectral peak. The

ratios of these bands qualitatively monitor the conformational change of chain and packing

of fatty acids (Mendelsohn et al. 2006). This ratio is useful as an indicator of cancer cells.

The values have been shown to increase for malignant tissues of oesophagus, breast, and

skin; whilst a decrease in the ratio has been recorded for leukaemia and invasive cervical

cancer cells (van den Driesche et al. 2011). In this study, a decrease in the CH2 ratio

is seen closer to the cancerous section of the prostate tissues. The reduced CH2 ratio in

prostate cancer could be due to an increase in cholesterol in these cells, as suggested by

(van den Driesche et al. 2011). This is consistent with the fact that cholesterol, which

is already present in large quantity in normal prostate tissues, further increases during

progression to prostate cancer (Krycer & Brown 2013). The absorbance at 2852 cm−1 (νs

CH2) is assigned to lipid or fatty acid, thus a change in CH2 stretch ratio can be associated

with changes in lipoprotein of membrane that governs the cell permeability to transport

metabolites for rapid cell growth. Apart from that, νas CH2: νas CH3 absorption ratio
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provides information on the composition of fatty acids. It is found to be higher in benign

stroma than cancer at 31.1 and 11.3 respectively, thus it is postulated that lipids of shorter

chain could be found in prostate cancer. The postulation is supported by a study on colon

where short-chain fatty acids have been reported to induce cell migration in colon polyps

that leads to abnormal crypt growth (Sahu et al. 2005). In addition, a reduction in the

cytoplasmic to nucleic size in cancer could possibly contribute to the ratio change. No

frequency shift of the CH2 and CH3 spectral bands is observed in measured spectra.

PCA score plots (Fig. 4.8) were used to explain the difference in spectra of the

clusters formed from unsupervised clustering. Twenty randomly chosen data points from

each cluster were used to generate the figure. Two PCs that make up 98.71 % of the

total variance are identified, namely PC1 (95.04 %) and PC2 (3.67 %). In these plots,

the scores are oriented primarily in the direction of PC1 (between cluster 2 and 3, and

3 and 4), followed by PC2. PC1 corresponds to variation along νas CH2 whereas PC2

corresponds to νs CH2. The other wavelengths have little relevance in understanding the

total variability of the system. As the data points from region 2 and 3, as well as region 3

and 4, do not overlap with one another in the PCA score plots, it is inferred that cancer,

represented by region 3 can significantly be distinguished from the surrounding tissues and

prostate glands by examination of the CH2 vibrational modes. The results were analysed

with student’s t-test and showed that there is a significant difference (P < 0.001) among

them. This is not the case for region 1 and 2 since the data points slightly overlap with

each other. This is understandable as region 1 and 2 both stand for stroma, thus they

share similarity in their chemical composition with the only difference between them is

the distance from cancer, resulting in only a slight disparity between the concentration of

lipid.

Sample 2

The mean integrated absorbance at 2967 cm−1 is found to be ∼ 0.40 for region 4, ∼ 1.50

for region 3, ∼ 2.85 for region 4, and ∼ 3.75 for region 1. The values for absorbance were

used as cut-off threshold on an independent set of spectra obtained from Sample 2, another

tissue of the same type, degree of malignancy, and thickness as Sample 1, presented in

Table 4.1. Fig. 4.9 shows that the threshold introduced are validated as the areas of the

regions can be defined from false colour image after implementing the lower and upper

limits for classification of the region. It is shown in later study, however, that machine

learning could be more useful at data classification when a larger range of spectral data

is involved.

Apart from that, the time taken for measurement within a short range of wavenum-

ber is greatly reduced. In our experiment the acquisition time was reduced to within 5

minutes, significantly more efficient compared to FTIR spectroscopic imaging where mea-
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Figure 4.8: Score plot of randomly selected data from the clusters along the first two
principal components (PCs)

surements on a similar area of measurement can take up 2 hours for spectral ranging from

3900 – 900 cm−1 at spectral resolution of 4 cm−1 with 512 co-added scans (Bruker Tensor

27 with Hyperion 3000 Microscope, Bruker Optics, Ettlingen, Germany). The image of

Sample 2 obtained from FTIR spectroscopic measurements under 15× magnifications and

dispersive IR spectroscopic imaging instrument under 10× magnification is compared in

Fig. 4.10 which shows that image on the left is more pixelated. The image resolution that

is achieved in FTIR spectroscopic imaging is higher due to a smaller projected pixel size
3 of 2.7 µm, than the dispersive IR instrument used in our study at 3.0 µm.

3The projected pixel size is not the same as actual spatial resolution, which can be estimated by
measuring the IR absorbance across a sharp interface of two substances of similar refractive indices, as
demonstrated in the following sections.
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Table 4.1: The lower and upper limits of each clusters used for validation of the workflow
and results on the other independent spectral data obtained from Sample 1

Assigned cluster Corresponding area Integrated absorbance

Region 1 Benign stroma <0.8

Region 2 Cancer surrounding benign stroma >0.8 and <2.2

Region 3 Cancer >2.2 and <3.5

Region 4 Prostate gland >3.5

Figure 4.9: (a) False colour image generated from the cut-off thresholds set from Sample 1
to validate the reproducibility of the results on Sample 2 and (b) the corresponding H&E
image of the area under focus

Figure 4.10: IR images (470 × 470 µm2) showing distribution of integrated absorbance of
peak at 2920 cm−1 of Sample 2 taken with (a) dispersive IR and (b) FTIR spectroscopic
imaging instrument
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4.2.6 Summary

A system that combines dispersive IR micro-spectroscopic imaging and thermography has

been developed to study the effect of thermal radiation on the IR absorption spectra of

prostate biopsy samples. The system allows the distribution of thermal signal intensity

as a function of emissivity to be interpreted from the integrated absorbance obtained by

spectroscopic imaging. Biochemical differences between cancer and benign areas within the

specimens were identified in the spectra. Side-by-side comparison of H&E stained adjacent

tissue sections with infrared images constructed before and after removal of thermal effect

showed that the latter strongly support differentiation of regions within tissues. A systemic

methodology was implemented to process the data, firstly by k -means clustering on the

second derivative spectra, followed by PCA analysis. Four distinct regions within the

tissue samples were successfully classified based on the anti-symmetric stretching mode of

methylene functional group. Separation between data in clusters occured when projecting

spectra on a PCA score plot on a plane made by first two PCs. The significance of the

disparity was verified with statistical test.
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4.3 FTIR imaging of colon tissue in transmission mode

FTIR spectra contain a wealth of information about the sample. As such, in analysis

of spectra of biological systems, multivariate statistics and machine learning algorithms

are frequently applied to extract the important information. The two main strategies in

chemometrics used to analyse FTIR spectral data are unsupervised learning and supervised

learning. The variety of the methods are detailed by (Goodacre 2003). The aim of this

study is to utilise the well established machine learning approach, random forest (RF)

in this case, to examine the FTIR spectral ranges obtained in transmission mode that

contain the most important spectral biomarkers to distinguish between colon specimens

of various degree of malignancy.

4.3.1 Experimental set-up

Colon tissue samples were prepared, as described in Section 3.2. The experiments were

carried out in transmission mode at 15× magnification (NA = 0.4), with a Hyperion

3000 FTIR microscope coupled to Tensor 27 FTIR spectrometer (Bruker Corp.). A liquid

nitrogen cooled 64 × 64-pixel FPA, which has FOV of 170 × 170 µm2, was used for simul-

taneous acquisition of FTIR spectral dataset. As imaging was combined with mapping,

3 × 3 individual images were stitched into one, resulting in a total measured area of 510

× 510 µm2 for each tissue. The spectral images from 8 sample areas were acquired (2

control/healthy and 6 diseased sample areas). A new background was recorded before

measuring each individual image. All measurements were taken in the mid-IR range from

3900 cm−1 to 900 cm−1, at 4 cm−1 spectral resolution and with 521 co-added scans. An

additional CaF2 lens, which has been shown to significantly reduce Mie scattering (Chan

& Kazarian 2013), was also employed for imaging of the exact same tissue areas. The

design and set-up of the lens for combining imaging and mapping were described in Fig.

4.11 by (Kimber et al. 2016). To put it briefly, the added lens is kept in focus with an

external holder whilst the stage is shifted in x- and y-direction for different areas to be

measured. The additional lens implemented to correct for the chromatic aberration in in-

frared measurement is referred to as ‘correcting lens’ (Kimber et al. 2016). The assessment

of the performance of the correcting lens has never been examined with machine learning

prior to the work discussed here.

4.3.2 Data processing framework for the classification of disease

The spectral data were processed with Matlab R2019b (The MathWorks, Inc.). The

spectral data in the range of 1800 – 1000 cm−1 and 3000 – 2800 cm−1 were used for

further analysis. The region between 2800 – 1800 cm−1 contains no important spectral
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Figure 4.11: Illustration showing the set-up of the imaging and mapping approach using
the correcting lens. The lens is fixed in line with the objective with an external lens
holder while the substrate and sample are moved underneath to allow mapping to take
place (shown here is a sample of Barrett’s oesophageal adenocarcinoma). Reproduced
from (Kimber et al. 2016) with the permission from Royal Society of Chemistry

information whilst region > 3000 cm−1 is sensitive to water content within the tissues.

Second derivatives of the obtained spectra were calculated with SG 9-point smoothing,

which were then vector normalised. The spectra, second derivatives, and normalized

second derivative data were then separately subjected to unsupervised machine learning,

in this instance, the k -means clustering algorithm (tested for 2 to 6 clusters, each with 5

replicates and infinite iteration until the solution converges to a local minimum). A total

of 2000 individual sample spectra were recorded and used for machine learning. Training

and test models were created, each made up of 500 random spectra sampled from each

cluster without replacement, for tissue at the same disease stage. In other words, the

model consists of 2000 spectral data- 500 for healthy (H); 500 for hyperplastic polyps

(HY); 500 for dysplastic polyps (D); and 500 for cancer sections (C), which are identified

by H&E staining. The models were from different individuals ensuring that the inter-

patient variability is included in the study. Employing machine learning to study imaging

data has been demonstrated in previous works (Goodacre 2003, Berisha et al. 2019).

The training model, after undergoing data dimensionality reduction with PCA,

was subsequently supplied to random forest (RF) classifier to generate a prediction model

on the test model. RF operates by constructing multiple decision trees for classification

on the data, gets prediction from each tree and thus outputs the class mode by means

of voting. In this study, bootstrapping as well as a 5-fold cross validation of the dataset

is implemented (Breiman 2001). Among various supervised machine learning classifiers,
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Table 4.2: Parameters of RMies-EMSC algorithm used in Matlab to correct for Mie scat-
tering effect

Number of iterations 10

Number of PCs used 8

Lower range for scattering particle diameter /µm 2

Upper range for scattering particle diameter /µm 8

Lower range for average refractive index 1.1

Upper range for average refractive index 1.5

Reference spectrum Matrigel

RF is preferable since it is faster and insensitive to over-fitting (Chen et al. 2015) The

prediction accuracy of the RF model is presented in the form of a confusion matrix. Inter-

model predictability was carried out with independent training and test set. The size of

training to test models were varied from 1:1 to 1:6. The analytical procedure was repeated

with the measurement data obtained from the added correcting lens, as well as for no-lens

data but corrected with RMies algorithm (provided by Peter Gardner’s Lab, University

of Manchester) (Bassan, Kohler, Martens, Lee, Byrne, Dumas, Gazi, Brown, Clarke &

Gardner 2010, Kohler et al. 2008, Martens & Stark 1991). The parameters of the RMies

algorithm are given in Table 4.2. Several machine learning parameters, namely the number

of clusters, the spectral range for supervised and unsupervised classification, the size of

training and test models, and the variance of retained PCA have been tried and tested, to

optimize the prediction model. The important features are selected from the Gini index – a

score of the feature importance that is derived from the training of the RF classifier, which

technically correlates to the optimal ‘Gini impurity’ split at each nodes within the binary

trees (Menze et al. 2009). Based on the selected features or spectral range, a flowsheet

depicting all the different pathways to re-training machine leaning in categorizing the

different stages of the colon cancer is shown in Fig. 4.12. The prediction accuracy of

the test models was used as the criteria to cross-check the spectral range highlighted by

the machine learning as the ‘key biomarker’ that can be utilized to understand different

degree of malignancy of colon. Fig. 4.12 shows all the pathways that were tested with

unsupervised and supervised approach via training and re-testing of the spectral data.

4.3.3 Physical and computational correction of Mie scattering effect

Mie scattering effect was significantly reduced at the edges of the tissues when correcting

lens was added, shown in Fig. 4.13, where increase in absorbance of the amide I band

and reduction in the sharp derivative-like distortion to the spectra at ∼1710 cm−1 were

observed. Correction with the added lens did not significantly shift the peak position of
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Figure 4.12: Schematic overview of the data processing and machine learning steps ex-
plored in this study. The best pathway leading to the optimised result is highlighted in
grey
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the amide I band (1652 cm−1), most likely because the chromatic aberration was only

partially corrected with a single lens (Fig. 4.15(a)). With the added lens, which acted

like an immersion objective as reported by Kimber et al. (Kimber et al. 2016), the image

has ∼ 40% increase in magnification (total area of 360 × 360 µm2 compared to 510 × 510

µm2 for image without lens) and the image is flipped due to the arrangement of the tissue

during measurement whereby the tissue was placed facing downwards with the correcting

lens added on top of it. Computation correction with RMies algorithm was more efficient

at recovering a flat baseline of the spectra (Fig. 4.14) compared to correction with the

added lens but was more time consuming and without the added benefit of increasing the

magnification (spatial resolution). The peak position of amide I band was corrected to

where the peak is supposed to be at 1654 cm−1 with the computational method.

Figure 4.13: Top: false colour k -means cluster images of healthy colon tissue without the
lens (left) and with the lens (right) obtained by mapping from nine stitched images. Each
of the chemical images has a size of 510 × 510 µm2. Cluster represented in light blue
shade (box) indicates the edges of the tissue. Bottom: the average measured spectra from
the areas representing the edges of the tissue

4.3.4 Analysis of FTIR spectroscopic images

Eight different tissue regions, which comprise of 4 training and 4 test models (as described

in data processing procedure), were measured and analyzed. Chemical images showing
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Figure 4.14: The raw spectra of 100 random pixels before and after computational RMieS-
EMSC correction, shown on the left and on the right respectively. Resonant Mie scattering
effect can be seen in the figure on the top prior to correction
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Figure 4.15: Schematic of (a) a single correcting lens and (b) two correcting lens on both
sides of the sample

the distribution of integrated absorbance, estimated with trapezoidal rule of integration,

at the spectral bands of 1272 – 1184 cm−1, 1712 – 1589 cm−1 and 2944 – 2880 cm−1,

which are assigned to asymmetric phosphate stretching of nucleic acid, amide I, and CH

stretching of lipid respectively (Movasaghi et al. 2008) are represented in Fig. 4.16 and

4.17, alongside the H&E stain images, which were used by pathologists to assign the stage

of tissue malignancy.

As can be seen in the images in Fig. 4.16 and 4.17, the integrated absorbance

of nucleic acid band at 1271 – 1184 cm−1 is lowest for healthy colon biopsy; likewise

for amide I band. The opposite is observed for the lipid spectral band within 2944 –

2880 cm−1, whereby the lowest integrated absorbance is achieved in cancer tissues. This

is in agreement with the high nucleic acid-to-cytoplasmic volume ratio observed in colon

cancer tissues (Li et al. 2014) as well as the loss of normal glandular architecture. The

inner lining or mucosa of healthy colon is lined with columnar epithelium and large num-

ber of goblet cells, where numerous secretory vesicles containing mucus (glycoprotein)

are present, in addition to the secreted mucin in the intestinal epithelial surface layer.

Mucus is a complex biochemical layer made up of carbohydrates, antimicrobial peptides,

immunoglobulins, electrolytes, and lipids (Bansil & Turner 2018). For diseased tissue

however, the goblet cells are not differentiated well to perform its function, instead they

become highly metastasizing cells with high metabolic rate, which might progress to cancer

(an aggregation of undifferentiated cells).

The difference between different stages of cancer is also highlighted in the mean

average spectrum obtained after taking their second derivatives. The evaluation of the

variation is not very straightforward, thus the need for machine learning to perform the

task of classification of colon disease. The machine learning algorithm only required the

input of ‘features’, which is the wavenumber and ‘label’, the stage of disease. The sec-
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Figure 4.16: FTIR spectroscopic images of the colon biopsy used in the training models,
depicting the distribution of different components by evaluating the integrated absorbance
at various spectral ranges, which are labeled at the top of each column. The first column
gives the H&E stained images identified by the pathologist. Each image has a size of 510
× 510 µm2

118



Figure 4.17: FTIR spectroscopic images of the colon biopsy used in the test models
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ond derivative spectral bands and their corresponding band assignment are, nonetheless,

provided in Fig. 4.18 and table 4.3 to demonstrate the potential variation that might be

picked up by the machine learning classification model. The differences were picked up

by the machine learning algorithm by recognising the peak shift and the intensity of the

trough of the second derivative data.

Figure 4.18: The second derivative spectra of colon biopsy tissue (from top to bottom:
healthy, hyperplasia, dysplasia, and cancer) within the spectral range of 1400 – 1000 cm−1

by taking average of all pixels of high lipid absorbance (high lipid cluster classified via k -
means clustering technique after water vapour subtraction). The red dotted lines show the
shift in spectral band as colon cancer progresses, whilst the blue dotted lines denote the
peak where only slight change is detected in the intensity of the trough is observed. The
blue regions show the spectral ranges where significant changes in intensity are observed.
On the other hand, the green region denotes the spectral range susceptible to minor
interference of the water vapour peaks. The second derivative spectra in this region is
compared before and after water vapour subtraction in Fig. 4.19. The details of the
spectral observation are tabulated in Table 4.3

4.3.5 Unsupervised learning

K -means clustering were used for intra-tissue classification, by maximizing inter-distance

variance between data within a tissue. It is important to recognize here that the optimum

parameters for clustering in this study, after assessing the outcome of the supervised

predictive model by comparing different spectral ranges and the number of clusters (results

not shown), were based on the second derivative of the spectra between 3000 – 2800 cm−1

(introduced as the ‘lipid region’ henceforth, although strictly speaking the spectral band

within this region is not limited to lipid, it is assigned to the C-H stretching of methyl and

methylene groups) (Movasaghi et al. 2008). The three clusters identified were considered
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Table 4.3: Differences in second derivative spectra with the increase in progression of
colon cancer (from healthy to hyperplasia, followed by dysplasia and lastly cancer). Band
assignment is taken from (Movasaghi et al. 2008)

Wavenumber/cm−1 Band assignment Observation in
peak intensity

Observation in
peak shift

1037 C-C, CH2OH, C-O
stretching coupled with
C-O bending

– Shift of band to
lower wavenum-
ber at 1030
cm−1

1050 C-O stretching coupled
with C-O bending of
the C-OH of carbohy-
drates;Glycogen

Insignificant in
healthy tissue,
significant in
diseased tissues

–

1080 Symmetric phosphate
PO2

− stretching; Col-
lagen; Phosphodiester
groups of nucleic acids

Decrease –

1117 C-O stretching vibra-
tion of C-OH group of
ribose (RNA)

– Shift of band to
higher wavenum-
ber at 1124 cm−1

1155 C-O stretching vibra-
tion

Insignificant in
healthy tissue,
significant in
diseased tissues

–

1171 CO-O-C asymmetric
stretching

Insignificant in
healthy tissue,
significant in
diseased tissues

–

1190 Deoxyribose – –

1205 Amide III; Collagen – –

1235 Composed of amide III
as well as phosphate vi-
bration of nucleic acids

Increase –

1263 PO2
− asymmetric

(phosphate I)
Significant only in
healthy tissue

–

1282 Amide III; Collagen – –

1315 Amide III Increase –

1338, 1352, 1367,
1386

CH2 wagging; Stretch-
ing C-O, deformation
C-H, deformation N-H

– –
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Figure 4.19: Second derivative spectra in the range of 1400 – 1325 cm−1 (a) before and (b)
after water vapour subtraction. The contribution of water vapour was very little in this
study, so elimination of water vapour via water subtraction method did not necessarily
improve the performance of the RF predictive model

sufficient in this study following these reasonings: first of all, the various tissue morphology

categorized by the clusters were fed into supervised machine learning independently as a

way of phasing out unnecessary regions of the tissue since not all morphology or clusters

showed essentially distinct spectra between different stages of colon disease, the highest

performance was obtained with the spectra from high lipid region, which can be easily

classified with just 3 clusters. Secondly, the higher the number of unsupervised clusters

implemented, the higher the degree of similarity of the spectral data within each cluster,

the lower the tolerance for dissimilarity of the test datasets, in other words, overfitting

of data was introduced. In addition, since k -means is an unsupervised imaging approach,

higher number of clusters has a tendency to cluster data that are close to each other

which should have been treated as one (the sum of squared distances between each cluster

decreases exponentially with increasing number of clusters). Besides, the main objective of

this study is to assess the importance of lipid and amide bands in the prediction ability of

122



the RF machine learning, the least number of clusters which can output a good predictive

performance is desirable, in this case, three clusters for the intra-tissue differentiation

could warrant a prediction outcome greater than 90 % accuracy. Most importantly, higher

category of classification (> 3 groups) was not needed as the lipid region is of secondary

importance, as discussed before. Although the higher number of clusters were useful

at exploration of the various histopathological architecture of colon adenocarcinoma, as

analyzed by (Lasch, Haensch, Naumann & Diem 2004) using similar multivariate imaging

approaches, higher number of clusters was not explored here. Classification of the tissue

morphology was shown in Fig. 4.59 in Section 4.6. The false-color images generated from

k -means clustering and their corresponding second derivatives are shown in Fig. 4.20.

From the mean second derivative spectra by averaging all the pixels within the

same cluster, the tissue regions were effectively classified into low and high lipid absorbance

regions (cluster 1 and cluster 2 respectively), which were fed into the supervised learning

algorithm separately. This reinforced the previous findings in Section 4.2. that spectral

bands of lipid are useful biomarkers for intra-tissue classification, despite the lower Gini

importance index. The lipid spectral region contains a wealth of information. (Bassan

et al. 2014) has also demonstrated that the high wavenumber spectral range (O-H, N-H,

and C-H stretches occurring at ca. 3800 – 2500 cm−1) was useful for the generation of false

color classification image of breast tissue microarrays on glass substrate. They were free

from interference from the spectral bands of water vapor and Mie scattering, with the only

possible variation coming from the de-paraffinization process on the formalin fixed tissues.

This variation was controlled and minimized by strictly adhering to the de-paraffinization

protocol.

It is possible that the cancerous tissues are more susceptible to change during

solvent-based removal of material, that was carried out prior to the paraffin embedding

process. The FFPE process required fixation of fresh tissue in formalin for 6 to 24 hours,

followed by multiple washes in ethanol/water with increasing ethanol concentration until

water has been removed. Xylene, or possibly isopropanol, was then used to remove the

ethanol, taking with it much of the fats within the natural tissue. Finally, the tissue

was soaked in molten paraffin, usually at 60 ◦C. Precautions were taken to conduct the

de-waxing process in a closely controlled manner, so that each of the three samples were

treated in the same way; however, the manner in which the FFPE was first conducted

is out of our control, including the amount of fats and other materials that might have

been removed in that process. That said, surprisingly similar observations were made

on prostate cancer tissues that were supplied by different pathologists but de-waxed with

the same procedure (Song et al. 2018), that this wavenumber region (3000 – 2800 cm−1)

is different between normal and cancer samples. Thus, the explanation that tissues of

different malignancy retains various amount of fats after de-paraffinisation essentially still

offers a different kind of ‘key biomarker’ for cancer differentiation in FTIR imaging study.
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(a)

(b)

Figure 4.20: Representative color-coded k -means clustered images of healthy colon biopsy
sections of (a) test and (b) training model. Cluster represented in light blue is for areas
dominated by goblet cells (denoted as cluster 2), dark blue for basal membrane (denoted
as cluster 1) and yellow for areas without tissue. (c) Average second derivative spectra of
the corresponding clusters in the high wavenumber spectral region (3000 – 2800 cm−1),
following the color code in k -means cluster

4.3.6 Supervised machine learning

RF classifier was shown to be an efficient supervised machine learning technique for the

classification of spectral data in previous studies (Smith et al. 2016, Balbekova et al. 2018,

Goodacre 2003). In this study, second derivative data (for measurements with and without
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correcting lens) from various spectral ranges were used to train the algorithm – Model 1:

between 1800 – 1000 cm−1 and 3000 – 2800 cm−1 (all range), Model 2: 1800 – 1000 cm−1

only (fingerprint region with amide bands), Model 3: 1500 – 1000 cm−1 only (fingerprint

region), and Model 4: 3000 – 2800 cm−1 only (lipid region). To clarify, re-training and

re-testing of the RF models was still required after Gini selection to subjectively assess the

prediction performance, hence the results are organized in the way shown in the workflow

(Fig. 4.12).

The overall prediction accuracy for each model is shown in Fig. 4.21. A typical

fingerprint region of infrared measurement is loosely defined to be between ∼1600 cm−1

or 1500 cm−1 to 500 cm−1 (Baker et al. 2014, Stuart 2004). To avoid confusion, here, the

fingerprint region is referring to spectral range within 1500 – 1000 cm−1 inclusive. At this

part of the analysis, no computational correction of resonant Mie scattering was applied.

Figure 4.21: The bar chart shows the overall prediction accuracy in percentage of various
models for measurement with and without correcting lens (and without computational
correction for Mie scattering effect) for cluster 1 of low lipid absorbance and cluster 2 of
high lipid absorbance

Fig. 4.21 shows that overall prediction accuracy is higher for data in cluster 2,

region of higher lipid absorbance, than cluster 1. A comparison of the performance of

measurements with and without correcting lens can be achieved by analyzing cluster 2,

which reveals that apart from model 1 and model 4, the measurements with correcting

lens, despite its ability to minimize Mie scattering at the edges of the tissues, generally

underperform compared to measurements without the added lens. The lowest accuracy of

cluster 2 prediction is obtained from model 3 with added lens. This is because while the

added lens approach removes the scattering effect and thus improves the quality of amide
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I band, the spectra collected in the range of 1100 – 1000 cm−1 suffer from enhanced noise,

which is not an issue with computational approach. This happens because the additional

stacking of lens on top of the CaF2 substrate (from the way the correcting lens is set up)

reduces the throughput of light. Due to the lower photon counts that pass through the

sample and the fact that CaF2 has a cut-off at ∼900 cm−1 in transmission, the spectral

quality in the low wavenumber region deteriorates significantly compared to the set-up

without correcting lens.

Model 2 (with lens) gives a slightly better performance when amide bands are

factored into consideration as added lens is shown to improve the absorbance of the spectral

band of amide I. Model 4 which considers the data exclusively from the lipid region is

undeterred by the noise introduced by the extra lens configuration and model 1 which takes

into consideration all the spectral regions shows similar performance with and without

additional lens, for reasons discussed above. Instead of CaF2, a pseudo-hemispherical

ZnS lens with infrared cut-off at ∼700 cm−1 was suggested to improve the spectral quality

(Kimber et al. 2016). However, Mie scattering correction does not play a significant role in

optimizing the performance of the supervised learning, reinforced by the finding that the

highest prediction accuracy of 92.7 % can be achieved with model 3 (fingerprint region).

In other words, the second derivative spectral data within 1500 – 1000 cm−1 from cluster of

high lipid absorbance region alone, is sufficient to achieve effective discrimination of all the

different grades of colon cancer as the fingerprint region is least affected by Mie scattering.

Therefore, removal of Mie scattering effect is not necessary as the amide spectral range

(1700 – 1500 cm−1) does not need to be included in data analysis at all, as demonstrated

here.

On the other hand, model 4 gives the lowest prediction accuracy, this infers that

lipid spectral region (or high wavenumber region) alone is not reliable for supervised train-

ing of the classification model in the study of colon biopsy. Nevertheless, the possibility

of classifying between normal and cancer state of a biopsy, without classification of the

stages of disease, based solely on the lipid region is not ruled out. For example, the

study by (Pilling et al. 2017) for different type of cancer (breast cancer) and using differ-

ent substrates showed that relying on high wavenumber spectral range alone allowed for

rapid discrimination between normal epithelium, malignant epithelium, normal stroma,

and cancer associated stroma of breast biopsies with classification accuracy as high as 95

%. However, the categorization of the different stages of breast cancer was not shown in

their study.

The breakdown of the true positive rates (or true negative rates for non-healthy

tissue) of each cancer grade (measurement without additional lens) is shown for all models

of cluster 2 in Fig. 4.22. From these results, it is apparent that healthy and malignant

tissues are easily distinguished from other stages of the disease, whereas dysplastic tis-

sue is often misclassified as hyperplasia, if the correct spectral range is not implemented.
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Figure 4.22: The bar chart shows the prediction accuracy of different stages of colon disease
within each model of cluster 2 (high lipid absorbance area) for measurement without lens

Hyperplastic and dysplastic tissues rely heavily on differences within 1500 – 1000 cm−1,

possibly from the change in concentration of the nucleic acid and carbohydrates in the

tissues (Baker et al. 2014), and can be classified at a high accuracy when only the finger-

print region is used. Hyperplasia and dysplasia exhibit very similar spectral pattern above

1500 cm−1, hence they are best differentiated from each other when the amide and lipid

bands, which have higher absorbance than the nucleic acid bands, were eliminated from

the training dataset (Model 3). The results from supervised learning give a significant

insight into assessing the spectral biomarkers of colon cancer.

It is important to note that a high intra-model prediction (prediction within

the training model without test model) does not warrant a high inter-model prediction

(prediction with the test model). In this case, inter-model prediction was employed as a

better and more reliable guide to verify the efficiency of the machine learning and should

be carried out where possible. The stability of the training model was confirmed by

decreasing the ratio of the size of training to test models from 1:1 to 1:6, the error in the

prediction accuracy is a mere ± 2.0 %. The optimum variance of PCA for the training

of the model is found to be 99 %, ca. 20 % of the second derivative data within the

fingerprint region contains useful information for data classification (Fig. 4.23 for results

tested with variance of PCA retained ranging from 87 % to 100 %). The final best results

of the prediction model summarized in a confusion matrix plot (The MathWorks, Inc.

2020a) is presented in Fig. 4.24.
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Figure 4.23: A plot of overall prediction accuracy of RF classifier of the same range (within
fingerprint region only) for PCA with variance ranging from 87 % to 100 %

The findings are reinforced by comparing the prediction outcome with that ob-

tained from spectral data after correction with RMieS algorithm (and without the cor-

recting lens). The performance of the fingerprint region with amide bands after RMieS

correction shows significant improvement in the prediction accuracy compared to the sec-

ond derivative data before correction (from 81 % to 91 % prediction accuracy), despite

being slightly lower than that of the fingerprint region alone, due to the correction of

the amide I band (92 %). Correction with the RMies algorithm is computational while

correction with the added lens is a practical optical approach, thus as expected the RMies

algorithm provides a more precise solution which indeed yields a better overall prediction

accuracy. The confusion matrices for both cases are provided in Fig. 4.25. In this study,

both correcting lens and RMies correction are shown to be useful at correcting the scatter-

ing effect on amide I band but might not be necessary if classification of the stages of the

colon adenocarcinoma via machine learning technique is the main objective as the training

model without any correction for Mie scattering is sufficient to yield accuracy comparable

to that after correction.

4.3.7 Spectral biomarkers from RF classifier

The choice of spectral wavenumbers for classification, as mentioned earlier, is based on

the Gini index (Fig. 4.26). The results show that the fingerprint region (< 1500 cm−1)

contained most of the important features. This was followed by the lipid region (3000
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Figure 4.24: The confusion matrix plot shows the best result that can be obtained from
fingerprint region of the spectral data with model 3 (C – Cancer; D – Dysplasia; H –
Healthy; and HY – Hyperplasia). The rows show the predicted class and the columns
represent the true class. The diagonal cells correspond to correctly classified observations,
whilst the off-diagonal cells correspond to observations that are incorrectly classified. Both
the number of observations and the percentage of the total number of observations are
shown in each cell. The column on the right of the plot shows the percentages of all the
examples predicted to belong to each class that are correctly and incorrectly classified.
The row at the bottom of the plot shows the percentages of all the examples belonging to
each class that are correctly and incorrectly classified. Overall accuracy of the prediction
of the classifier model is given in the cell in the bottom right of the plot
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(a) Fingerprint and amide regions of spectral data (b) Fingerprint region of spectral data

Figure 4.25: The confusion matrix plots of the prediction outcome trained after correction
with RMieS algorithm

– 2800 cm−1) of secondary importance. Surprisingly, the best prediction accuracy was

obtained when unsupervised training was applied on the spectral range of secondary im-

portance, whilst the most important features were used for supervised training. A similar

machine learning study was performed by (Kuepper et al. 2018) on colon cancer, however

the spectral range used for the training was inclusive of the amide I band (Lasch, Haen-

sch, Naumann & Diem 2004). It should be realized that the amide I region showed no

significant importance here in this study, based on the Gini values.

4.3.8 Summary

FTIR spectroscopic imaging of colon biopsy tissues in transmission combined with machine

learning for the classification of different stages of colon malignancy was carried out in this

study. Two different approaches, an optical and a computational one, were applied for

the elimination of the scattering background during the measurements and compared with

the results of the machine learning model without correction for the scattering. Several

different data processing pathways were implemented in order to obtain a high accuracy

of the prediction model. This study demonstrates, for the first time, that C-H stretching

and amide I bands are of little to no significance in the classification of the colon malig-

nancy, based on the Gini importance values. The best prediction outcome is found when

supervised RF classification was carried out in the fingerprint region of the spectral data

between 1500 – 1000 cm−1. An overall prediction accuracy higher than 90% is achieved

through the RF. The results also show that dysplastic and hyperplastic tissues were well

distinguished. This leads to the insight that the important differences between hyperplas-
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Figure 4.26: Plot of Gini importance values obtained from RF prediction model against
wavenumber of colon biopsy tissue, overlaid on the average FTIR spectrum of healthy
colon tissues for clarification purpose

tic and dysplastic colon tissues lie within the fingerprint region of FTIR spectra. Besides,

the computational RMieS-EMSC correction performed better than optical correction, but

the findings show that the disease states of colon biopsies can be distinguished effectively

without elimination of Mie scattering effect, if the procedure for data processing shown

here is followed.
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4.4 Controlled humidity study on the classification of colon

disease

Despite the increasing popularity of biomedical research with FTIR spectroscopy, transla-

tion of research studies of cancer with infrared spectroscopy to actual clinical environment

have been difficult; there are a few challenges with regards to preparation of samples, such

as FTIR instrumentation and data processing, as well as the ethics involved, which need to

be addressed before bio-spectroscopy can become a routine process in the clinical settings

(Baker et al. 2014). In particular, spectral performance could be affected by the humid-

ity of the environment where the study is carried out. Humidity fluctuations may occur

in practice because of varying weather conditions (Oliver et al. 2016). When applying

analytical protocols to FTIR spectroscopic data obtained from dried versus hydrated ma-

terials, it is important to take into consideration the possibility that the bio-components

within the tissue samples could potentially exhibit distinct FTIR characteristics in both

the hydrated and dried forms.

Regulation of surrounding air humidity for experimental works is not uncom-

mon. Experiments in the laboratory, such as the study of moisture sorption isotherm,

hygrometer calibration, material conditioning to the study of hydration reaction such as

the erosion of metals, require a precise control of humidity in its environment. FTIR

spectroscopic imaging under controlled humidity has been reported previously both in

transmission (Chan et al. 2004, Chan & Kazarian 2004, 2006) and macro ATR imaging

modes (Chan & Kazarian 2007b). In the simplest and most convenient way, the control

of humidity can be achieved by using salt solutions, either saturated or unsaturated, in

a small sealed container to regulate the relative humidity (RH) (Rockland 1960). At a

given temperature, the saturated salt solutions fixed at a defined concentration in a sealed

environment with restricted flow of air will reach the desired equilibrium vapor pressure.

The solution remains saturated in the presence of modest sources or sink conditions when

excess solute is introduced, and the saturation is easily determined in the case where the

solute is a solid in the pure phase (Greenspan 1977). The RH value is specific to the

salt and the temperature; hence, this method can be used over a broad range of relative

humidity, by simply changing the salts to obtain the desired RH.

The objective of this research was to find out the effect of hydration on the

mid FTIR spectra of colon biopsy samples and the subsequent diagnostic performance by

regulating the air humidity in a controlled environment. The added diagnostic values of

humidity control to fixed colon biopsy tissues were the first to be explored in this area.
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4.4.1 Regulation of humidity with saturated salt solutions

The instrumentation and sample preparation were as described in Section 4.3.1, without

involving the use of additional correctiing lens. The visible images of the tissue sections

measured in this experiment are shown in Fig. 4.27.

Figure 4.27: Visible (unstained) images of (a) healthy colon tissue to various degree of
malignancy from (b) hyperplasia to (c) dysplasia and (d) cancer measured with visible
camera under microscope at 15× magnification; each has an area of 70 × 70 µm2

The humidity was regulated and controlled by saturated salt solutions. Five

saturated salt solutions, sodium hydroxide (NaOH), magnesium chloride (MgCl2), sodium

bromide (NaBr), sodium chloride (NaCl), and potassium chloride (KCl) which yield RH
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values of 16 %RH, 35 %RH, 58 %RH, 77 %RH, and 88 %RH at 20 ◦C respectively (O’Brien

1948), were prepared prior to measurement. In the preparation of each solutions, excess

solute was added to a beaker of water heated on a hot plate up to 70 ◦C and magnetically

stirred at 200 RPM until no more solute could be dissolved. The salt solution was then

removed from the heat source and set aside to cool down to room temperature. The

relative humidity of the environment where the measurement took place were maintained

at specific levels by keeping the dish of salt solutions in a plastic box. A hole was made

in the container to house the Cassegrain objective. A hygrometer was also placed in the

plastic box to monitor and record the RH. A closed environment was ensured by sealing the

container with sealing tape around the openings. The values of RH varied slightly (2 – 3 %)

between experiments due to the variation in room temperature where the microscope was

housed. A trial experiment was performed prior to the actual measurements to identify the

time span needed for the humidity level to reach equilibrium. The equilibrium was achieved

after 5 h. A measurement was taken when the equilibrium was initially achieved and

another was taken after 24 h, and both spectra were identical. Therefore, it was deemed

suitable that the samples were kept in the humidity box at the specific RH overnight

before taking the actual measurements to ensure the equilibrium has been reached.

Between each measurement, the controlled humidity box was removed to prevent

contamination and due to the sensitive nature of the Schwarzschild objective to moisture,

it was not exposed to the high humidity (greater than atmospheric humidity which is

approximately 45 %RH at 20 ◦C) for long periods. The measurements were taken as soon

as the intended RH value was achieved. An illustration of the set-up of the controlled

humidity box is shown in Fig. 4.28. A new background was recorded before measuring

each individual image, all at the desired level of RH. The steps for data processing were

the same as outlined in Section 4.3.2.

4.4.2 Chemical images as a function of humidity

The FTIR spectral data obtained were analysed in the form of chemical images also known

as chemical maps showing the distribution of a specific component, whereby the values of

each pixel are obtained by taking the integral area of the absorbance of a spectral band.

For the colon tissues many absorption bands are found in the fingerprint (1500 – 1000

cm−1) and amide (1800 – 1500 cm−1) spectral region and at high wavenumber (3900 –

2800 cm−1). The absorbance and positions of spectral bands are highly reliant on the

structure and chemistry of a bio-component. The most notable vibrations of the bio-

components captured in the FTIR spectrum are those of PO2
− of nucleic acids, proteins

(amide I), and CH2 of lipids. The chemical images, based on their corresponding bands,

showing distribution of these components are presented in Fig. 4.29.

The vibrational modes of the liquid phase of water manifest themselves as spectral
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Figure 4.28: Picture showing the actual set-up of the controlled humidity box on the
instrument in lab and the 2D schematic illustration of the set-up

bands at ∼1643 cm−1, ∼2127 cm−1, ∼3404 cm−1, ∼3450 cm−1 and ∼3600 cm−1, which

correspond to the bending vibration (νb), the combination of its libration and bending

vibration, overtone of the bending vibrations (2 νb), its symmetric stretching (νs) and

anti-symmetric stretching (νas) respectively (Venyaminov & Prendergast 1997). The broad

band corresponding to the stretching modes of water (3700–3100 cm−1) has been used in

the past to monitor sorption of water at different RH (Chan & Kazarian 2004). Likewise,

in this study, the spectral band of water at ∼1643 cm−1 overlaps with the amide I band

of colon tissue; thus the high wavenumber region between 3539 – 3332 cm−1 is utilised

to analyse the hydration of tissue. From Fig. 4.29 column (v), it can be seen that at

low humidity of 16%, the tissues are in a de-hydrated state where the water spectral

peaks at this high wavenumber band were absent, although the healthy tissue retains an

insignificantly low amount of water. As the humidity of the surrounding (the environment

in the box) increases, it is expected that the water content of the tissue increases as well. A

thin, healthy colon biopsy sections of 3 µm has the capability to absorb (maximally) around

368 % of the water from the air (based on the values of the absorbance of a corresponding

spectral band) in comparison to its de-hydrated state, depicted in Fig. 4.30. From the

graph, healthy colon tissue seems to exhibit a tendency to be hydrated at a greater degree,

followed by hyperplastic and dysplastic tissue, and finally cancerous section, which absorb

around 207 %, 164 %, and 76 % of water from its surrounding (based on the integrated

absorbance of the OH band between 3539 – 3332 cm−1) at 82 – 88 %RH respectively. It is

hypothesised that this may be due to the high nuclear-cytoplasmic ratio of the cancerous

sample that obstructs the diffusion of water vapour into the sample, or the presence of

colonic crypt that encourages water retention in the healthy tissue.

135



Figure 4.29: Chemical images generated for five different spectral bands across tissues of
different grades of malignancy – (a) at high humidity of 88 %RH and (b) at low humidity of
16 %RH. Each image has a size of 70 × 70 µm2. The intensity of the images are presented
in jet colormap. Spectra are extracted from the box areas in column (i) of subfigure (a)
for further chemometric analysis with PCA and RF
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Figure 4.30: Plot of percentage change in the amount of water in the tissues across the
different levels of humidity, based on the analysis of the water spectral band between 3539
– 3332 cm−1

Moreover, at the high humidity of 88 %RH, the chemical images obtained from

the analysis of the water band (Fig. 4.29 column (v)) show that the hydration of the

tissue was in fact non-uniform throughout the tissue section. Water was absorbed mostly

in the areas of the high absorption of spectral band between 1143 – 1100 cm−1 with slight

coincidence with phosphate PO2
− (1293 – 1187 cm−1) and methyl (and methylene CH2)

rich areas. Between 1143 – 1100 cm−1, the spectral bands correspond to νs PO2
− and ν

CO− of ribonucleic acid RNA (and a small contribution from polysaccharides) (Movasaghi

et al. 2008). Thus, it is expected that nucleic acids, especially RNA, follow a different

behaviour in the IR spectra acquired at high humidity due to their interaction with the

water absorbed into the tissues.

Furthermore, it can be seen from the chemical images in Fig. 4.29 column (iii)

that the amide I (1712 – 1589 cm−1) rich region is found in the colonocytes and lamina

propria mucosa. However, the absorbance values of amide I of the same tissue cross-

section vary across humidity level. They are higher at high RH compared to low RH. The

overlapping of water and amide I band results in an inaccurate representation of the amide

I present in the tissues if the amount of water is not subtracted. It has been reported in

Section 4.3 that this amide I band is not the most important spectral biomarker in the

classification of colon cancer (Song et al. 2019). While the main objective of this study

is to compare the effect of humidity on the spectra, the tissues were not subjected to

the iterative RMieS-EMSC correction algorithm (Bassan, Kohler, Martens, Lee, Jackson,
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Lockyer, Dumas, Brown, Clarke & Gardner 2010). This is also justified by previous

findings on the same samples that unlike cells, colon tissues are less sensitive to Mie

scattering due to its closely packed nature (Song et al. 2019). On the other hand, analysis

of the spectral band at 2879 – 2844 cm−1 (Fig. 4.29 column (iv)), assigned to νs CH2 of

fatty acids, lipids, phospholipids, and cholesterol, reveals that they are abundant in goblet

cells, the region closest to the central lumen of the crypt in the healthy tissue but this

characteristic is lost in the other tissues. This is because following the progression of colon

cancer, the presence of the specialised goblet cells that line the mucosal surfaces is not

seen. Moreover, the high abundance region of this lipid (or phospholipid) components are

complementary to the amide I rich region – where one is high in absorbance, the other is

low.

4.4.3 Analysis of the spectra

The second derivative of the spectral bands between 1300 – 1100 cm−1, also known as

the phosphodiester region, that has been identified previously to coincide with the areas

of hydration within the tissue from analysis of the chemical images are shown in Fig.

4.31. Second derivative spectra have the advantage that they are free from the baseline

shift, as well as enhancing resolution by de-convoluting overlapping peaks from multiple

components (Gutierrez 1992). As the surrounding humidity changes, it is apparent that

the second derivative spectra vary, reflecting a change in the conformation or arrangement

of biomolecular components of the tissue.

A critical finding from this experiment is the consistent peak shift, perceptibly

from 1230 cm−1 to 1238 cm−1 across all tissues, regardless of their malignancy states,

as the humidity gradually rises. This peak correlates with the νas PO2
− and is often

associated with the nucleic acid DNA. The dynamics of en masse DNA conformation have

shown to be dependent on several factors, one of which is the water content (Franklin and

Gosling 1953). In a humidity study on pure DNA by (Falk et al. 1963), it was hypothesised

that the PO2
− group of DNA was the first to become hydrated, followed by the interaction

of water with the C-O-P and the C-O-C groups of phosphodiester linkage at humidity and

finally the hydration of the bases. The wavenumber and absorbance changes of the PO2
−

spectral bands were not completely unsubstantiated. A conformational change in the DNA

has been shown to manifest in the blue shift of the νas PO2
− peak from 1227 cm−1 to

1236 cm−1 which according to the findings is a diagnostic of a transition from hydrated

B-DNA to dehydrated A-DNA (Whelan et al. 2013a). In normal physiological condition,

A-DNA is rarely present – it starts appearing when the humidity of the environment is

below ∼75% RH. A-DNA and B-DNA are both right-handed double helices made up of

deoxyribonucleotides. By comparison, the structure of A-DNA is generally broader than

B-DNA. A-DNA comprises 11 base pairs per turn with a length of 2.86 nm; whilst the
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Figure 4.31: The average second derivative spectra in the phosphodiester region between
1300 – 1000 cm−1 across the RHs
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latter consists of 10 base pairs per turn with a length of 3.4 nm (Berg et al. 2002). It should

be noted, the shifting of the peak at ∼1227 cm−1 to a higher wavenumber, as observed in

(Whelan et al. 2013a), is not recorded in this study. A plausible explanation here, keeping

in mind that the samples measured are de-paraffinised tissues, is that the DNA that has

been through the FFPE process is incapable of undergoing the conformational change.

Therefore, this study discriminates from those involving live cells and pure, isolated DNA

(Kondepati et al. 2008). In fact, the presence of the band at 1238 cm−1 reaffirms the

adoption of a more disordered A-DNA conformation in the de-paraffinised FFPE colon

tissues (Wood 2016). Hence, the small shift of this band by 8 cm−1 could potentially arise

from the lack of hydrogen bonding of the phosphate group in the A-form of DNA.

Furthermore, the region below 1030 cm−1 suffers from poor S/N ratio. Thus, the

changes of the spectral bands annotated to another left-handed double helix DNA – the

Z-DNA (1018 – 1014 cm−1) (Wood 2016) are hardly observed in this study due to its weak

signal in the transmission FTIR spectroscopy. Additionally, at a high level of humidity,

the spectra of healthy tissue shows a deconvolution of a broad spectral band between 1144

– 1095 cm−1 to two distinct peaks at 1117 cm−1 and 1130 cm−1, that corresponds to

CO stretching vibration of C-O-P of ribose (RNA). Specifically, vibrations of the skeletal

structure around the 2′-OH group of the ribose residue (Zucchiatti et al. 2016), and of

disaccharides (or carbohydrates) respectively, which are not successfully resolved in a dry

environment, are recorded when the humidity is high. This behaviour is not seen in

other diseased colon biopsy specimens. Our results on the lack of dependence of RNA on

hydration compared to DNA are identical to previous findings by (Pevsner & Diem 2003).

This is because RNA exists only in the A-form and it is energetically unfavourable for any

transformation of the conformation to take place due to the attachment of the hydroxyl

group to the carbon of the ribose ring. In the non-healthy tissues, these two spectral

bands convolute into one broad band. Apart from the band shift and deconvolution that

are discussed above, an alteration to the vibrations of the phosphate functional groups of

the nucleic acid components is congruous with the observation that the intensity of the

second derivative peak at 1078 cm−1 (νs PO2
−) amplifies with RH; whilst the peak at

1261 cm−1 (νas PO2
−) behaves contrary to the former trend. Another band that increases

in intensity includes the C-O stretching vibration at ∼1045 cm−1 (of the healthy tissue).

An identical remark on the enhancement of absorbance at 1087 cm−1 and 1050 cm−1 was

also noted in the re-hydration spectral of mammalian lymphocytes and rodent fibroblasts

(Tan & Chen 2006, Whelan et al. 2013b). The same general pattern displayed here upon

re-hydration indicates that the response appears omnipresent not just across eukaryotic

cells, but also tissues.

Despite the slight overlapping between water sorption areas in the tissues and

the C-H rich areas (2944 – 2879 cm−1), there is no difference in the spectra across dif-

ferent levels of humidity within the high wavenumber spectral region (Fig. 4.32); thereby
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Figure 4.32: The average second derivative spectra in the lipid region between 3000 – 2800
cm−1 across the RHs

affirming the lack of interaction between water with the methyl (or methylene) groups of

predominantly lipids. The spectral bands of lipid molecules remain relatively constant,

independent of the tissue hydration; whereas spectral region beyond 3300 cm−1 is sensitive

to the change in the hydration of the tissue as demonstrated above in the chemical im-

ages (Fig. 4.29), rendering this region (> 3300 cm−1) unsuitable for further chemometric

analysis for the classification of colon tissues.

The second derivative spectra were also compared across tissues. First of all,

the most evident differences between healthy and diseased tissues are the appearance and

disappearance of several peaks with the progression of colon malignancy. Furthermore, the

peak at 1192 cm−1 disappears beyond the healthy state of colon tissue (which also shows a

decrease in its intensity when the humidity is low in healthy tissue); whilst the peak at 1209

cm−1 is not observed beyond the hyperplastic state. These peaks and their vibrational

modes are summarised in table 4.4. Secondly, there is a discernible progressive increase

in ratio of peak intensity of the second derivative spectra at 1171 cm−1 to 1157 cm−1(︃
I1171cm−1

I1157cm−1

)︃
, attributed to the ν C-O of proteins, such as collagen and carbohydrates.

Our findings in this study are consistent with the results reported previously (Rigas et al.

1990). In the spectra of human colon tissues, these bands are essentially from the ν C-O

mode of cell proteins. The presence of spectral band at 1173 cm−1 – 1164 cm−1 was

previously recorded to change in both shape and peak absorbance in malignant human

colorectal cell lines. Consequently, the peak position was observed to shift from 1164.2

cm−1 in normal tissues to 1173.1 cm−1 in malignant tissues (Rigas et al. 1990), similar to

our findings here.
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Figure 4.33: PCA score plots (a, c) and loading plots (b, d) at the lowest humidty at 16
%RH and the highest humidity at 88 %RH, respectively

4.4.4 Classification of colon disease at various relative humidty

The second derivative spectra were subjected to dimensionality reduction with PCA. The

spectra were extracted from a small area of the tissues where the absorbance at 1143 –1100

cm−1 is found to be highest (indicated by black box in Fig. 4.27(a)). PCs that accounts

for 90 % of the total variance of the data were retained for subsequent processing with RF

classification. Only the two PCA scores at the lowest and highest humidity are presented

here as they correspond to the first two models with the best classifications. The data

were projected along the first three PCs that corresponds to 45.39 %, 6.45 %, and 3.96 %

of the variance respectively, plotted in Fig. 4.33 (a, c).

Clusters of data from healthy and cancer samples are well discriminated on the

plot when the humidity is at its lowest. At the same time, the data from hyperplastic and

dysplastic samples share a low degree of overlap. Also, from the PCA score plot, the cluster

of cancer data is observed to shift closer to dysplasia as tissues are hydrated – in other

words, we surmise that the classification of healthy and hyperplastic tissues is insusceptible

to the change in surrounding humidity, and cancer tissues are easily misidentified when

tissue hydration occurs. This finding is also elucidated in the confusion matrices (Fig.
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Table 4.4: List of spectral peaks present, marked by ‘D’ (or absent, denoted by ‘×’) in
the healthy colon tissues and those of different malignancy states

Spectral

peak/ cm−1

Band

assignment
Healthy Hyperplasia Dysplasia Cancer

1032

ν CC and CO

of DNA, collagen,

and glycogen

D D × ×

1057
ν CO of

deoxyribose
× D D D

1192

νas PO2
− of

nucleic acids and

collagen

D × × ×

1209
νas PO2

− of

nucleic acids
D D × ×

4.34) of the supervised machine learning classifier where the true positive rate (TPR) of

dysplasia and cancer notably decreases at the highest humidity. The spectral differences

governing the categorisation of samples were previously recognised in table 4.4. Here,

important spectral features are identified from the PCA loading plot (Fig. 4.33 (b, d)). A

close inspection of the first two PCs shows that most of the prominent ‘spectral biomarkers’

are identified to be the spectral peaks that have been pointed out before at 1032 cm−1,

1057 cm−1, 1076 cm−1, 1078 cm−1, 1117 cm−1, and also the ratio of the peak intensities

between 1182 - 1140 cm−1. The spectral peaks that make up most of the variance in these

PCs do not vary much with tissue hydration.

Chemometric analysis via RF classification model utilising just the phosphodi-

ester region (1300 – 1000 cm−1) is effective at tissue classification. Similar approach was

employed here to investigate the effect of tissue hydration on the model performance.

The confusion matrices and the overall TPR (or test sensitivity) is depicted in Fig. 4.34.

Remarkably, the model performs the best at the lowest humidity at 16 %RH, followed

by a slightly lower score of TPR at the highest humidity at 88 %RH. Between these two

extremes, TPR increases as RH increases. A plausible explanation for the good perfor-

mance is the better deconvolution of overlapping peaks when tissue is hydrated. On the

contrary, when the tissue is de-hydrated, some peak intensities, like the band at 1261 cm−1

significantly increases, which could possibly improve the distinction between healthy and

malignant samples. The changes of the FTIR spectra has been discussed in the previ-

ous section when looking at the second derivative spectra; the combination of all these

factors give the highest TPR value at the lowest humidity. Hence, it infers that for this
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(a)

(b)

Figure 4.34: (a) The overall true positive rate of the RF classifier based on the spectral
region between 1300 – 1000 cm−1 at different RH levels, with (b) the corresponding confu-
sion matrices at the lowest and highest humidity, shown on the left and right respectively.
The major differences can be seen in the classification of the ‘Dysplasia’ and ‘Cancer’, as
highlighted with the red boxes
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experimental study concerning disease classification with biopsy specimens using FTIR

microscopy, the experiment should ideally be run at the lowest RH level possible. Despite

the good performance of the supervised classification model at high humidity (only ∼2%

lower than that of the best performing model), high hydration is not encouraged as the

condensing salt and moisture might pit the surface of the objective of the microscopes and

other components that are vulnerable to destruction when subjected to constant exposure

to high water vapor content. Thus, the high RH controlled environment is best avoided

when possible. At typical ambient condition of 20 ◦C with humidity at 40 – 45 %RH,

the sensitivity can be estimated to be ∼92.5 %, in accordance to the results presented in

Section 4.3. This gives prominence to the control of humidity in experiments especially

when interpreting the changes that occur in tissues of varying degree of malignancy based

on the phosphodiester bands since a small change in RH could lead to substantial changes

in the absorbance of the important DNA bands.

4.4.5 Summary

FTIR spectroscopy has been demonstrated as a useful approach in monitoring the hydra-

tion of the tissue. It is shown here that the relative humidity conditions had significant

impact on the spectra of the colon tissues. FTIR imaging provides appreciation that

water is not uniformly absorbed into the tissue, and the degree of water intake might

rely on several parameters, such as the tissue types and disease stages. It is observed

that water is mostly absorbed into the areas of the tissues with a high absorbance in

the phosphate and lipid regions. Based on the observed dependency of spectral bands

between 1300 – 1000 cm−1 on hydration, insight into the vibrational modes of the phos-

phate group of nucleic acids was revealed. This led to the reasoning that DNA appears in

its A-form in abundance in de-paraffinised fixed tissues. Dehydration of DNA molecules

resulted in the transition of DNA to its A-form (Zuccheri & Samorı̀ 2002) (its crystal form

confirmed by circular dichroism (Hall et al. 2014)). This premise poses another issue to

the already challenging clinical translation of ex-vivo FTIR spectroscopic measurements

of biopsy tissues because most DNA in its natural form exists in the B-form. Further

analysis with supervised machine learning RF models, coupled with PCA dimensionality

reduction technique, strengthens our initial findings and supports that supervised machine

learning model with the phosphodiester bands are adequate for the effective categorisa-

tion of diseased colons from healthy ones. Furthermore, the diagnostic performance of

the FTIR spectroscopy varies with the level of hydration of the samples. It is evident

that the diagnostic accuracy shows significant enhancement at both extremes – hydrated

and de-hydrated states. This discovery presents an experimental approach to improve the

sensitivity of FTIR spectroscopy for diagnostics by controlling the surrounding humidity,

without recourse to altering the machine learning model outlined in Section 4.3, sample

size, or other statistical parameters to achieve better diagnostic performance.
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4.5 Depth profiling of prostate tissues by micro ATR-FTIR

imaging

The approach of acquiring 3-dimensional (3D) imaging information by using variable an-

gle macro ATR-FTIR accessory for depth profiling has been demonstrated in the past

(Chan & Kazarian 2007a), but similar application with micro ATR-FTIR imaging in both

qualitative and quantitative studies is very limited. The only paper describing variable

angle micro ATR-FTIR spectroscopic imaging was that by (Wrobel et al. 2015); however,

that work was on the investigation of polymer laminate samples, i.e. PS, PMMA, and

PDMS polymer films only, to demonstrate the approach. Importantly, that results gave

an insight on the potential to extend this work to study the structure and morphology of

tissue which may be employed for disease identification. This section focuses on the use of

variable angle micro ATR-FTIR spectroscopic imaging technique to study the variability

of the chemical content of prostate tissues across various probing depths. It should be

realised that the methodology used in this study is not the same as constructing a 3D

model from a stack of 2-dimensional (2D) slices of images of microtomed thin layers of

samples in transmission mode, as it was done by varying the angle of incidence alone and

multiple microtoming was not required.

4.5.1 Experimental set-up and design of the apertures

Prostate tissue samples were prepared, as described in Section 3.2. The experiments were

carried out with a Cary 620 FTIR microscope coupled to Agilent Varian 670 Spectrometer

(Agilent Technologies, Inc.). The microscope was equipped with a slide-on ATR acces-

sory attached to the 15×-cassegrain objective of the microscope, which enabled different

apertures to be introduced for the study of controlled angles of incidence. The IRE for

ATR in this study was a Ge crystal with a refractive index of 4. A liquid nitrogen cooled

64 × 64-pixel FPA detector, which has a FOV of 70 × 70 µm2, was used for simulta-

neous acquisition of the IR spectral data. All measurements were taken in the mid IR

range from 3900 cm−1 to 900 cm−1, at 8 cm−1 spectral resolution and with 256 coadded

scans. The data obtained were processed and constructed into 2D- and 3D- chemical

models with Matlab R2019b (The MathWorks, Inc. 2020b). To warrant the accuracy of

the image obtained at different probing depths, a 0.01 g precision digital scale was placed

beneath the sample to ensure uniform contact pressure was applied throughout the study

at 5.00 ± 0.05 g 4. Reproducible pressure with the samples was identified to be crucial

for ATR-FTIR spectroscopic experiments (Lu et al. 2017).

4In this experiment, consistent pressure on tissues was maintained so that the probing depth can
truly represent the tissue sections measured without over-compressing the samples on one measurement
compared to another. The actual pressure value used was not important.
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Laser-cut full circle apertures, with circular slit width kept consistent at 3 mm,

were used to introduce multiple depths of penetration into the sample probed in this

study. The light beam is circular and hence a circular slit within the aperture enables

the maximum amount of light to pass through at the selected angle and be collected by

the detector. The apertures were created with varying distance from the centre. The

set-up of the aperture is shown in Fig. 4.35 below. The material used as the aperture was

black opaque acrylic with a thickness of 2 mm. Seven apertures (A1 – 7) were created in

addition to measurement without the aperture (A0), covering various incident angles of

the IR beam, as summarized in Table 4.5.

Figure 4.35: Schematic depiction of the insertion of full-circle apertures into the slide-
on Ge ATR accessory for probing sample at different penetration depths (dp) by setting
various angles of incidence (θ) of the IR light beam. The illustration is not drawn to scale

4.5.2 Calibration of the angles of incidence from the measured effective

thickness

The concept of effective thickness, de, was applied to estimate the angles of incidence

of the IR light beam with apertures. This quantity is dependent on the polarization

of the light beam, angle of incidence and the refractive indices of IRE and the sample.

The de represents the thickness of a sample that would result in the same absorbance

in a hypothetical transmission experiment, given in Eq. 3.6 and Eq. 3.7 in Section

3.1.5 (Harrick & Carlson 1971, Harrick & du Pre 1966). It enables the straightforward

application of Beer-Lambert’s Law on the spectral data obtained by ATR measurements,

which states that the absorbance of a spectral band is directly proportional to the de.

In these equations, n1 is the refractive index of the IRE, i.e. Ge (n1 = 4.00), n2 is the
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Table 4.5: Summary of the estimated incident angles, aspect ratios of the chemical images,
and the range of effective thicknesses measured with different apertures for the prostate
tissue samples

Aperture Estimated θ/◦ Estimated de
@900 cm−1/ µm
(n2 = 1.45)

Estimated de
@4000 cm−1/ µm
(n2 = 1.45)

A1 30.7 1.494 0.336

A2 32.0 1.340 0.301

A3 33.0 1.242 0.279

A4 34.6 1.112 0.250

A5 36.5 0.975 0.222

A0 38.3 0.893 0.201

A6 41.3 0.766 0.173

A7 41.8 0.744 0.172

refractive index of the sample, i.e. water (n2 = 1.33) and prostate tissue (n2 ≈ 1.45).

Although Eq. 3.6 – Eq. 3.8 become the standard for calculation of de in ATR

measurement, they fail to account for the effect of anomalous dispersion on n2, that is

prevalent for strongly absorbing samples. Because of this assumption that n2 remains

constant, Harrick’s equations have limitations on its applicability for non-absorbing or

weakly absorbing bands only (Averett et al. 2008). Further methods to improve the accu-

racy of Harrick’s equations were suggested and the inclusion of optical constant method

to the calculation was found to be the best for strongly absorbing media in their study.

Nonetheless, the above less cumbersome formalism was used for the approximate determi-

nation of incident angle in this experiment, as pointed out by (Fringelli 2000), when the

spectral band of bending mode of water was investigated, the deviation between actual

and approximate calculation fell within the experimental error, i.e. less than 3 %.

On the other hand, the penetration depth, dp, as stated in Eq. 3.5, is essentially

different from the de by definition. However, the value of dp approaches that of de when

n21cosθ

(1 − n21
2)

(︄
1 +

2sin2θ − n21
2

(1 + n21
2)sin2θ − n21

2

)︄
is close to 1, independent of the wavelength of

the illumination beam. Both quantities of depths are in the order of micrometer in micro

ATR-FTIR measurement. de and dp from samples of different refractive indices were

compared. For water, these values converge at ∼ 40◦; whilst for tissue specimen, this

occurs at ∼ 35◦, thus in our study where the angle falls between 35◦– 40◦, both Eq. 3.8

and Eq. 3.5 are similarly applicable. The angle where de and dp is the same decreases

when n2 increases, shown in Fig. 4.36 – Fig. 4.37.
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(a) Tissue sample (n2=1.45)

(b) Liquid water sample (n2=1.33)

Figure 4.36: Plot of depth as a function of angle of incidence and wavenumber of different
samples, blue line is for dp while red line is for de. With the same IRE (Ge), both values
differ from each other and the difference increases with decreasing wavenumber, but the
values converge at an angle depending on the refractive index of the sample investigated

4.5.3 Calibration of the angles of incidence for apertures using water as

a sample

The IR absorption of liquid water has been thoroughly investigated through theories and

experiments to date. The correlation between its absorption and structures, as well as

its dynamics, was well studied (Robertson & Williams 1971, Downing & Williams 1975,

Pinkley et al. 1977). Due to the extensive library of information available on the IR
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Figure 4.37: Plot of the angle of incidence where dp is equal to de at various refractive
indices of sample (n2). A linear correlation can be inferred from the figure; as n2 increases,
the angle increases as well

spectrum of water, it was chosen as a reliable calibrating sample in this study. The incident

angles were estimated from the peak absorbance of water from baseline at spectral band of

1643 cm−1 (assigned to the vibrational bending mode of water), Awater(1643), with known

εwater = 21.8 M−1cm−1 (Venyaminov & Prendergast 1997) and cwater = 55.5 M. From the

Beer-Lambert’s Law, de was calculated from
Awater(1643)

εwatercwater
, which was then substituted into

Eq. 3.6 - Eq. 3.8 for calculation of θ. The spectra of water obtained were shown in Fig.

4.38.

The angles of incidence (θ) were found to be 30.7◦, 32.0◦, 33.0◦, 34.6◦, 36.5◦,

41.3◦, and 41.8◦ for A1 – 7 respectively, while A0 was 38.3◦. The latter value is consistent

with the manufacturer’s specification of the 15× objective used, given NA = 0.62 (in

transmission) and the half angle of the light cone, θobjective = sin−1NA

nair
= 38.3◦. Aperture

A7 has the largest radius, hence allowing light to reach the sample at the greatest angle,

probing sample at its outermost (shallowest) layer closest to the surface. The radius of

the aperture decreases from A7 to A1, measuring the sample at an increasing de.

The range of penetration depths covered between 900 cm−1 and 4000 cm−1 with

various apertures created is shown in Fig. 4.39, with the assumption that the tissue had

a uniform refractive index of 1.45 (taking the mean of the refractive indices of a biological

tissue, which were typically reported to lie between 1.35 – 1.55 (Bolin et al. 1989)), albeit

observations in previous studies that inhomogeneity in optical properties of diseased and

non-diseased tissue prevails (Svensson et al. 2007, Wang et al. 2011)5.

5The refractive index distribution reveals cellular and subcellular structures in transparent tissue slices,
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(a) Spectral range between 3900 – 900 cm−1

(b) Zoom in spectral range between 1735 – 1555 cm−1(Peak absorbance at 1643 cm−1 for
bending mode of water)

Figure 4.38: Mean micro ATR-FTIR absorption spectra of liquid water from all pixels
within the FOV measured with apertures at various angles of incidence between (a) 3900
– 900 cm−1 and (b) 1735 – 1555 cm−1. Absorbance at 1662 cm−1, 1677 cm−1, 1689 cm−1,
1708 cm−1, and 1724 cm−1 are attributed to the presence of spectral bands of water vapour
(Ingle & Crouch 1988)

4.5.4 Micro ATR-FTIR spectroscopic images

Measurements of the prostate biopsy with variable angle of incidence have been performed

with the Ge crystal in contact with the sample at a constant pressure. The areas of mea-

surement are outlined in the visible images obtained under a 15× light microscope (Fig.

4.41). The distributions of the integrated absorbance at 1700 – 1600 cm−1, assigned to

amide I band (mostly attributed to the C=O stretching mode), were constructed as chem-

for example, the refractive index of sites of calcifications in breast cancer biopsies are different from the
stroma (Zhuo et al. 2011), however, the refractive index was assumed to be constant in this study as the
identification of the refractive index itself is a cancer biomarker, which can be used for cancer diagnosis.
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Figure 4.39: Effective thickness (de) values of non-polarized light calculated for all the
apertures in the wavenumber range of 4000 – 900 cm−1 for tissues with refractive index
approximated at 1.45

ical images and are shown in Fig. 4.42a (healthy tissue) and Fig. 4.42b (cancerous tissue)

respectively. The area of strong amide I absorbance was associated with the cytoplasm

of the cells which contains a high amount of proteins. At greater penetration depth, the

absorbance of amide I band increases, creating an image of good contrast between tissue

and lumen (areas of weak absorbance). This observation was expected as the absorbance

is dependent on the sample thickness, which increases with a greater probing depth. The

mean absorbance spectra of 3 × 3 binned tissue areas of strong amide I absorbance with

each aperture are plotted in Fig. 4.40. The variation in the morphology of the tissue

along the z-axis has also been successfully captured in the images obtained from different

de. In Fig. 4.42b, a lumen that was embedded within the tissue appeared at the centre

of the image for A6 and A0, which were not captured in either A7 nor A5; whilst in Fig.

4.42a, cells that are deep within the tissue layers were detected by depth-profiling the

tissue block. These areas were circled in the figures for clarity.

The spectral band at 1235 cm−1 is attributed to the vibrational mode of nucleic

acids, i.e. DNA and RNA (νasPO2
−) (Movasaghi et al. 2008). The distributions of the

integrated absorbance at this wavenumber were constructed in Fig. 4.43a and Fig. 4.43b

after normalisation of the amide I band across various angles, for healthy and cancerous

tissue respectively. Chemical images collected with aperture A1 and A7 suffered from poor

resolution. These apertures allowed incoming infrared beam at the edges, which carried

fewer photons than the beam at the centre. The fewer photons that reached the detector

resulted in spectra of low S/N ratio.
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Figure 4.40: Average raw spectra obtained from a 3 × 3 binned tissue area (centre coor-
dinates: x = 50; y = 40). For clarity and easier comparison, all spectra were plotted on
the same scale with an offset of 0.05 from one another

Figure 4.41: Visible images of the surface of cancerous and healthy prostate tissues taken
under 15× light microscope in reflection mode, shown on left and right respectively. Areas
inside the square boxes were imaged with ATR-FTIR microscope. The visible images have
a size of 530 × 530 µm2 and the box areas are 70 × 70 µm2

4.5.5 Non-uniformity in spatial resolution

In theory, the spatial resolution, as stated by Rayleigh as the minimum distance between

two adjacent points that is just resolved (2r), is limited by the wavelength (λ) and the

numerical aperture (NA) of the system, given as 2r =
1.22λ

NA
(Rayleigh 2009). In ATR

measurement, the light passes through Ge IRE with a refractive index of 4, thus increasing

the NA of the system by 4 times. In practice, the actual spatial resolution was found to

be ∼ 2λ, i.e. between 5 – 20 µm for mid-IR (Bailey et al. 2016), lower than the value

obtained from Rayleigh criterion. Measurements of the prostate tissues at variable angles
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(a) Healthy prostate tissue

(b) Cancerous prostate tissue

Figure 4.42: Chemical images obtained with micro ATR-FTIR spectroscopic imaging.
These images are based on the distribution of the integrated absorbance of the spectral
band of amide I between 1700 and 1600 cm−1. de = 0.41 µm (A7), 0.42 µm (A6), 0.49
µm (A0), 0.54 µm (A5), 0.61 µm (A4), 0.68 µm (A3), 0.73 µm (A2), and 0.81 µm (A1).
Circled regions show the embedded component. The size of each image is 70 × 70 µm2

of incidence resulted in the non-uniformity of the spatial resolution of the 2D chemical

images obtained in x- and y-direction, as expected in ATR-FTIR imaging study. A similar

observation was noted for macro ATR-FTIR imaging with diamond (Chan & Kazarian

2003) and ZnSe reflection accessory (Nakamura et al. 2000) from the change in the aspect
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(a) Healthy prostate tissue

(b) Cancerous prostate tissue

Figure 4.43: Chemical images obtained with micro ATR-FTIR imaging. These images are
based on the distribution of the integrated absorbance of the spectral band of νasPO2

−

between 1268 and 1200 cm−1.de = 0.54 µm (A7), 0.56 µm (A6), 0.65 µm (A0), 0.72 µm
(A5), 0.81 µm (A4), 0.90 µm (A3), 0.97 µm (A2), and 1.09 µm (A1). The size of each
image is 70 × 70 µm2

ratio of the imaging areas. The actual vertical and horizontal spatial resolutions of the

images in this work were estimated to be 7.3 µm and 6.2 µm respectively with the edge

response method by measuring along a line across a sharp polyurethane/PMMA interface
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at 1600 cm−1 (6.25 µm in wavelength), shown in Fig. 4.44 and Table 4.6, compared to

3.07 µm obtained when calculated with the Rayleigh criterion at the same wavelength.

The observed disparity in vertical and horizontal spatial resolution arises from the non-

uniform illumination of the objective, since only half of the objective is used to illuminate

the sample while the other half allows light to be collected in the setting of the FTIR

microscope (Kazarian & Chan 2010).

(a) Horizontal alignment for vertical resolution (b) Vertical alignment for horizontal resolution

(c) Vertical distance (top to bottom) (d) Horizontal distance (left to right)

Figure 4.44: (a,b) Micro ATR-FTIR spectroscopic images of a polyurethane/PMMA in-
terface constructed at 1600 cm−1; (c,d) Plot of absorbance vs distance along the dotted
line. Drawn in red is the line of best fit

4.5.6 Differentiation of benign from cancer prostate tissue

FTIR spectra of healthy and cancerous tissues were recorded for each angle of incidence

with A0 to A7. The spectra were subjected to a S/N quality test whereby only spectra

with good S/N ratio were retained. This pre-processing step eliminated the non-tissue

spectra from interfering with the final spectra analysed, after taking the mean of all pixels

representing the tissue only. The signal is the absorbance at 1700 – 1600 cm−1 (amide I)
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Table 4.6: Calculation showing the distance or resolution. The values are different for
vertical and horizontal resolution and is dependent on angle of incidence (38.3◦, which can
be approximated by taking the inverse cosine of the ratio of resolution in both directions.
The resolution is calculated by taking the distance between 95 % and 5 % of the maximum
absorbance

Vertical resolution Horizontal resolution

Maximum absorbance of line of best
fit @ 1600 cm−1

0.6882 0.558

Minimum absorbance of line of best
fit @ 1600 cm−1

0.2226 0.0530

Distance at 95 % of maximum value
(µm)

38.62 44.66

Distance at 5 % of maximum value
(µm)

45.94 50.84

Difference in distance (µm) 7.32 6.18

while the noise being the standard deviation of data between 2700 cm−1 and 2600 cm−1.

The spectra were then differentiated twice, to correct for baseline shift for the accurate

comparison of the spectra. As noise was inevitably enhanced when the second derivatives

were taken, SG smoothing algorithm with 13 smoothing points was implemented to obtain

the smoothed second derivative spectra. The raw spectra and derived data for both tissue

samples from the imaging datasets are presented in Fig. 4.45 – Fig. 4.46. The complexity

of the spectra presented is typical of a biological sample (German et al. 2006). From

the FTIR spectra, vibrational modes and the corresponding biological components were

assigned to the main spectral bands for the interpretation of the results from comparing

diseased and non-diseased tissue. In general, the fingerprint region ∼ 1340 – 950 cm−1

contains a series of complicated absorption of multiple spectral bands, mostly assigned to

the functional groups in nucleic acids; ∼ 1700 – 1500 cm−1 to amides or proteins; whereas

vibrational modes of lipid molecules (or alkyl chains) manifest themselves in the spectral

bands that lie in the region of ∼ 3000 – 2800 cm−1. The spectral interpretation was taken

from reference (Movasaghi et al. 2008).

The analysis protocol performed for the differentiation of the datasets of different

samples are similar to previous work on cell identification (Gaigneaux & Goormaghtigh

2013). To assess the significance of the statistical difference between the second derivatives

of the spectra of the two tissues, student’s t-test was performed at each wavenumber

from 1800 – 950 cm−1. Prior to the t-test analysis, the data were found to be normally

distributed using the Jarque-Bera normality test at 5% significance level (Matlab R2017b)

(Ghasemi & Zahediasl 2012). Paired t-test was suitable for the data of tissues of the same

origin, i.e. from the same patient where the only difference is the diseased state. Fig.
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(a) Cancerous prostate tissue

(b) Healthy prostate tissue

Figure 4.45: Mean ATR-FTIR spectra measured with different apertures in the 3900 –
900 cm−1 region

4.47 depicts the results returned by the statistical test. The wavenumbers where the null

hypothesis was rejected at 1% significance level (α < 0.01) were highlighted in red.

From the results, major differences are found to be in the fingerprint region (1500

– 1000 cm−1) where spectral biomarkers for the identification of prostate cancer have been

identified (Baker et al. 2008). The components at different probing depths vary from

one another, thus the difference between each layer also varies accordingly. For instance,

between 35◦ (A4) – 42◦ (A7) good discrimination of the spectral bands at 1087 – 995 cm−1

between the tissues was observed; however, decreasing the angle to between 31◦ (A1) – 33◦

(A3), the difference becomes significantly important. A mixture of overlapping bands of

phospholipids, glycogen, and nucleic acids contributed to this difference (Movasaghi et al.

2008). On the contrary, at 1235 cm−1 and 1238 cm−1, the significance of the dissimilarity
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(a) Cancerous prostate tissue between 1800 – 950 cm−1

(b) Cancerous prostate tissue between 3100 – 2700 cm−1

(c) Healthy prostate tissue between 1800 – 950 cm−1
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(d) Healthy prostate tissue between 3100 – 2700 cm−1

Figure 4.46: Mean second derivative spectra measured with different apertures

Figure 4.47: Significant differences from paired t-test analysis (α = 0.01) highlighted in
red on the second derivative spectra obtained at various angles of incidence, from 41.8◦

(top) to 30.7◦ (bottom). At each angle, the spectra were plotted on top of each other.
The spectra of healthy and cancer tissues were given in black and blue lines respectively

diminishes as the penetration depth increases with decreasing angle. Both wavenumbers

are assigned to amide III and nucleic acids band, which are present at great quantities

at the surface of the tissue because of the way the tissue was microtomed and measured.

Probing the shallow layers at the surface of the tissue via the insertion of apertures has

provided the opportunity to measure the distinction between samples in the fingerprint

region, as compared to the data obtained without aperture (A0), where the deviation

in the amount of nucleic acids was not picked up at the set significance level mentioned

before. Apart from that, the disparity in other components was also observed. Lipid band

at 1736 cm−1 was found to vary significantly between the cancer and healthy tissues at

intermittent thickness. Lipids such as fatty acids and sterols are stored in droplets in cells,

which are particularly widespread in cytosol (Thiam et al. 2013), hence the difference

presumably originated from the randomness of the amount of these particles found at
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each layer. As for the spectral band at 1450 cm−1 (assigned to small carbon particles),

the difference was picked up in the middle layers. Like lipid droplets, they are randomly

distributed across the tissue. This spectral band has not been identified as potentially

useful spectral biomarker for the detection of prostate cancer. No statistically significant

difference was observed for the amide I and II bands for the whole range of penetration

depths. In short, probing the shallow layers at the surface of the tissues was more efficient

at distinguishing between the two tissues based on the results of the t-test.

Although the student’s t-test was useful in providing a preliminary picture of

the statistically significant bands and provided an insight into the effect of probing at

different penetration depths, the variables (i.e. spectral bands) were in fact not completely

independent of one another. PCA was used on top of the t-test to illustrate an overall

discrepancy between the tissue specimens in the fingerprint and amide regions (between

1800 – 900 cm−1). The PCA score plot of each angle is shown in Fig. 4.49. The first 2

PCs explained ∼ 96 % of the total variance of the data. When the plot was projected on

a 2D space along PC1 and PC2, the data spread out along PC1. The variance explained

by PC1 for different apertures was as follows: PC1A7 = 95 %, PC1A6 = 92 %, PC1A0

= 91 %, PC1A5 = 91 %, PC1A4 = 97 %, PC1A3 = 91 %, PC1A2 = 91 %, PC1A1 = 88

%. Between 30◦ (A1) and 35◦ (A4), this PC was aligned along the spectral band between

1080 – 1053 cm−1 with a minor contribution from the spectral band at 1235 cm−1. The

former was attributed to the symmetric vibration (νs) of PO2
−, while the latter to the

asymmetric vibration (νas) of the same molecule. Beyond 35◦, the trend was reversed,

1235 cm−1 became the dominating spectral band responsible for the variance observed in

the first PC, as depicted in Fig. 4.48 when the percentage variance of the contribution to

the PC was plotted at each wavenumber investigated. As the probing depth increased, the

distribution of data that discriminated cancer from benign tissue shifted from νas PO2
−

to νs PO2
−. This observation was consistent with the t-test analysis.

The effect of the penetration depth on the discrimination of spectra obtained from

cancerous tissue from that of healthy prostate tissue in micro ATR-FTIR measurements

were studied. The best separation is obtained when probing at the surface of the tissue

where νas PO2
− is the dominating factor in PC1. At 41.8◦ (A7), the two clusters of

data, plotted in different colours, were distinguishable from each other. A reasonably

good separation was obtained at 30◦ (A1) with slight overlapping of the data; however,

superposition is mainly observed when measurements were taken with other apertures.

Following PCA, the classification of the data of the first 2 PCs was further evaluated

by fitting them to linear discriminant analysis (LDA) classifier in Matlab – a supervised

classification model with a 10-fold cross validation (The MathWorks, Inc. 2020b). The

predictive performance of the model was assessed through classification loss, which is the

mean squared error between the predicted value and the true response, in this case the

diseased and non-diseased tissue. The cross-validation loss for each aperture is reported
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Figure 4.48: Percentage variance at each wavenumber from 1500 – 850 cm−1 along which
PC1 is aligned. Higher variance indicates a dominating wavenumber for the PC. In the top
four plots, 1235 cm−1 has the highest variance, whereas for the bottom four, 1062 cm−1 is
the dominating band

in Fig. 4.49. The lower the value of the loss, the more accurate the LDA model, in

other words, the better the separation of the data. The results showed that A7 had

the lowest loss at 0.1430, followed by A1 at 0.2318 and A6 at 0.2749. The results from

LDA corresponded well to the visual observation of the degree of separation of the PCA.

Therefore, it is postulated that νas PO2
− is a better spectral biomarker for distinguishing

cancer tissue than νs PO2
−.

The findings here, that probing tissues at a greater angle of incidence offered a

more reliable differentiation between benign and cancerous tissue compared to probing the

thicker layers of the sample, were significant. At the same time, there were some limitations

on this study such as the limited number of samples available and the observations for

different types of tissue may not be the same. The results may also differ based on the

way the tissue is microtomed or the configuration of the components within the tissue.

However, this work demonstrated the feasibility of the assessment of the tissue across

various effective thicknesses, hence offering a higher possibility of recognising the embedded

component or detecting spectral differences which might not be significant when probing

at just one depth.
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4.5.7 Summary

This section demonstrates a non-destructive, label-free approach of examining heteroge-

neous biological samples in the z -direction using micro ATR-FTIR imaging, in a qualitative

and semi-quantitative studies. The depth of penetration and effective thickness in ATR-

FTIR spectroscopic imaging are dependent on the wavelength and the angle of incidence

of incoming light beam. It was demonstrated here, for the first time, that variable angle

micro ATR-FTIR spectroscopic imaging, which was created via the insertion of circular

apertures, was useful at examining the embedded components within a prostate tissue

specimen. This was done by constructing a 3D model from the stacks of 2D chemical

images obtained, each of which represented the spatial distribution of a chosen spectral

band assigned to the component of interest at a different probing depth. Micro ATR-FTIR

imaging was also shown to have the ability to resolve subcellular components of cells such

as organelles. For differentiation of diseased and non-diseased tissue, statistical tests were

employed to analyse the spectral datasets obtained. When the second derivative of the

spectral datasets were subjected to t-test analysis, the spectral differences between both

samples in the fingerprint region were shown to be more significant at shallow depth of

penetration; with the greatest variance at the spectral band of 1235 cm−1 (νas PO2
−),

depicted by plotting the scores of PCA on its first two PCs.
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Figure 4.49: PCA score plot of second derivative spectra (red = healthy tissue; blue =
cancerous tissue) in the spectral range 1400 – 950 cm−1 at different angles from ∼ 30◦ – 42◦,
projected on the 1st and 2nd principal components. The incident angle and corresponding
classification loss of LDA classifier is given on top of each score plot for each aperture
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4.6 Mapping of colon tissues in micro ATR-FTIR imaging

mode

Although ATR is today one of the most widely used FTIR sampling tool, there are several

challenges associated with imaging using commercially available ATR-FTIR microscope.

First and foremost, the imaging area is limited at approximately 70 × 70 µm2 with a 64 ×
64-pixel FPA (at 15× magnification, Cary 620, Agilent Inc.). To be able to study a large

area with micro-ATR thus requires the combination with mapping which proves to be

difficult as a consistent pressure is required during these measurements to ensure perfect

stitching of the images altogether, as well as the possibility of leaving impression or causing

damage to the sample due to the multiple contacts made in the process of mapping. This

is particularly undesirable in the imaging of soft biopsy tissues. On top of that, the spectra

obtained tend to suffer from poor S/N ratio which is often compensated by increasing the

number of scans and subsequently, the acquisition time increases, thereby reducing the

efficiency of the diagnostic process. A demonstration of imaging with mapping of large

areas achieved in macro ATR-FTIR spectroscopic imaging using a large Ge inverted prism

to obtain the chemical images of human fingerprints was reported (Chan & Kazarian 2008);

however macro-imaging has a different set-up compared to micro ATR-FTIR imaging

approach discussed here. The spatial resolution of macro-imaging compared to micro- is

also worse at ca. 10 µm.

Recently, the use of a large IRE crystal in combination with the FTIR microscope

has been shown to improve the FTIR spectroscopic images acquired in ATR mode in poly-

mers and pharmaceuticals (Patterson & Havrilla 2006, Patterson et al. 2007). However, the

applicability of the methodology on the softer biological specimens was not studied until

lately where cell and brain tissues using a large crystal set-up was investigated (Vongs-

vivut et al. 2019). Despite the success in achieving chemical images of a high quality, their

work required the use of synchrotron IR source, thus there are still areas for continued

development and the investigation of the potential of the large crystal in ATR imaging.

In this study, as part of the effort to improve and overcome the limitation of the micro

ATR-FTIR systems in the market, a novel configuration to improve micro ATR-FTIR

imaging was devised and the suitability of the new hemispherical large radius Ge crystal,

coupled with a conventional bench top FTIR microscope of globar source, to study a large

area of a soft biological material by mapping with FPA imaging was explored for the first

time.

4.6.1 Experimental set-up of ’large area’ Ge crystal

Colon tissue samples were prepared, as described in Section 3.2. In this experiment, the

specimens were subjected to ATR-FTIR measurement with a Cary 620 FTIR microscope
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coupled to Varian 670 spectrometer (Agilent Technologies, Inc.). Simultaneous acquisition

of the FTIR spectra was carried out with a liquid nitrogen cooled FPA detectors consisting

of 64 × 64 pixels. The FOV of a single FTIR spectroscopic image is 70 × 70 µm2 at

15× magnification (NA = 0.62). The average angle of incidence of the focused IR beam

coming from a globar light source within the spectrometer is 38.3◦ (Song & Kazarian

2019b). Spectra were recorded in the range of 3900 – 900 cm−1 with spectral resolution

of 4 cm−1 and 64 co-added scans. The depth of penetration varies from ∼ 0.2 µm at the

high wavenumber (4000 cm−1) to ∼ 0.9 µm at the low wavenumber side (900 cm−1) with

the refractive index of the tissue estimated at 1.45. The acquisition parameters were the

same as the one described in Section 4.5.1.

A novel approach to the imaging and mapping of a large area of samples using

a newly designed hemispherical Ge crystal (PIKE Technologies) was employed. The Ge

crystal, with a refractive index of 4, acted as a single reflection ATR accessory. The bottom

surface of the crystal which was in contact with the specimen has a diameter of 2 mm;

however, the useful area for measurement was limited to ∼ 420 × 420 µm2, due to the

refraction of light when the centre of the crystal is not vertically aligned with the objective,

as in the case of mapping (Fig. 4.56). The Ge crystal was mounted on the microscope

stage and was brought into focus. A specially created microscope stage for the adaptation

of the crystal was used to allow the sample to be placed between the stage and crystal

before the stage was raised, sandwiching the biopsy sample between the crystal and the

stage, while maintaining the position of the crystal. The procedures were controlled and

monitored using the Resolutions Pro software (Agilent Technologies, Inc.) which provides

a real time FPA view. The set-up of the newly designed Ge (Fig. 4.50 (d)) has the added

advantage which allows mapping of a large area of the sample to be carried out without

the need for new contact made in-between measurements. The geometry of this crystal

with a flatter surface was designed to provide good optical contact with the sample to be

analysed without damaging the surface of the soft biopsy tissues. Unlike micro ATR-FTIR

measurements where the crystal was fixed on the objective (Fig. 4.50 (a)), the stage and

the Ge crystal were moved together as one for subsequent measurements of new areas in

mapping mode. A single background spectrum was obtained at the beginning before the

mapping measurements on any one sample were carried out.

4.6.2 Data Processing

The spectral data obtained were processed with Matlab R2019b (The MathWorks, Inc.).

The selection of the processing steps was subjective (Lasch 2012), the data processing

workflow in this study was described as follows. The non-tissue containing pixels were first

eliminated by subjecting the FTIR imaging data to a S/N ratio test. The signal was the

peak absorbance at 2921 cm−1, while the noise was the standard deviation of data between
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Figure 4.50: Schematic of the set-up of micro ATR-FTIR imaging system compared in this
study. (a) small Ge crystal attached to the objective of the FTIR microscope; (b) slide-on
small Ge accessory; (c) illustration of the IR beam path within the objective and the small
crystal; (d) ’large area’ Ge attached to the specially designed stage suitable for mapping;
(e) the top view of the Ge crystal to allow more light to be focused on the sample; (f) the
bottom view of the crystal which is in contact with the sample; (g) the specially design
stage where the ’large area’ crystal is screwed into place – the stage is raised by rotating
the knob, and moved vertically and horizontally by turning the screws on both sides; and
(h) IR beam path within the objective and the large area crystal
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2810 cm−1 and 2760 cm−1. The spectra which passed the quality test set at a threshold

of 5% of the maximum S/N ratio were retained. The spectra were checked for water

vapour correction based on its second derivative spectra in the 1900 – 1750 cm−1 region,

following the procedures described by (Bruun et al. 2006) before they were subjected to

SG second derivative smoothing (5-point third-order polynomial smoothing and derivative

filter) (Savitzky & Golay 1964). New background measurement was impossible to obtain

between each sampling areas, therefore, computational subtraction of the background was

necessary. The distribution of the absorbance of a spectral band of interest was identified

by analysis of the images, constructed by calculating the integrated absorbance within

the spectral ranges of the spectra following the trapezoidal rule. After that, the spectral

windows in the wavenumber range of 1700 – 1000 cm−1 and 3000 – 2800 cm−1 containing

important information of a biological sample were selected for further analysis (Baker et al.

2018). PCA and PLS models with 5-fold cross validation were then applied on the vector-

normalized second derivative dataset for the classification based on the state of malignancy

of the biopsies. The results were compared with H&E images analysed by pathologists

and the comparison was also made across measurements in ATR and transmission modes.

4.6.3 Enhanced performance of the ATR-FTIR spectroscopic mapping

approach

Prior to actual sampling of the biopsy tissues, the added improvement of the large area

crystal was investigated in comparison to the conventional slide-on ATR crystal. The

parameter selected to assess the performance of the ATR microscope measurement is

the sensitivity, as measured by its S/N ratio, using water (liquid) sample at 20 ◦C as a

standard. For relative comparison of measurements with different set ups, the calculation

of S/N ratio is simplified – the signal is taken as 100% with no sample in place and the

noise is calculated peak-to-peak (PP) from 2000 – 1900 cm−1 of the water spectrum.

This spectral region is free from the absorption bands of liquid water, which is found

between ∼ 1700 – 1500 cm−1 (νs OH) and ∼ 3700 – 2800 cm−1 (νas OH) in an ATR

spectrum (Marechal 2011). The average 1/PP noise ratio of varying number of co-added

scans at 8, 16, 32, 64, 128, and 512 were plotted in Fig. 4.51. The ratio increases with

the number of scans since the IR signal (S) is additive but the noise (N) is stochastic

(Robinson et al. 2005); however, it reaches a plateau beyond 64 scans for measurement at

a spectral resolution of 4 cm−1. The ’large area’ Ge gives spectra of higher quality than

the slide-on Ge throughout (Song & Kazarian 2019b). With the other parameters such as

the integration time kept constant, the S/N ratio is approximately 2× higher for large area

crystal, likely because more photons are focused at the sample, consistent with the higher

IR beam intensity recorded by the detector (see Fig. 4.52 for a plot of light intensity

versus integration time of FPA). The increase in size of the large area Ge also warrants

a more uniform distribution of signal intensity within the FOV of the FPA detector (Fig.
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Figure 4.51: Signal-to-noise (S/N) ratio of both small slide-on and ’large area’ Ge crystal as
a function of the number of scans, represented by the blue and red dotted line respectively

4.53). Moreover, the new ATR design is especially suited for mapping of a large area, up

to a total area of ∼ 420 × 420 µm2. The limitations of the small Ge set-up in mapping

and the impression left on the colon biopsies which were not observed with ’large area’ Ge

are illustrated in Fig. 4.54.

4.6.4 Spatial resolution as a function of mapping distance from centre

of beam

Spatial resolution of the images taken with the ‘large area’ hemispherical Ge crystal was

assessed along an interface between polyurethane and PMMA, following the method in

reference (Kazarian & Chan 2010). The spatial resolution was approximated to be the

distance between 95% and 5% of the absorbance of the spectral band at 1600 cm−1 (Som-

mer et al. 2001), measured along a straight line. Using an Agilent Cary 620 microscope,

the vertical and horizontal resolution (i.e. resolution in y- and x-direction respectively) is

slightly different; the former is worse than the latter at ∼ 24% difference (Song & Kazar-

ian 2019b). The better horizontal resolution was investigated here and the average value

is presented in Fig. 4.55. At the centre position where the crystal is vertically aligned

with the infrared beam, the horizontal spatial resolution of the large crystal is ∼ 6.55 µm,

similar to slide-on small germanium crystal (Song & Kazarian 2019b). This new set-up

improves the signal intensity but the spatial resolution has not improved. This is expected

because the spatial resolution of optical imaging instrument is independent of light inten-

sity; it is limited by the diffraction of light. However, when mapping with the large area is

carried out, the spatial resolution is found to suffer with mapping distance from the centre

169



Figure 4.52: A plot of intensity of IR light against the integration time of the FPA detector
(red - large area crystal; blue - small slide-on crystal). At each integration time, the
intensity of large area crystal is almost twice that of small crystal. The dotted line shows
the least intensity required to obtain spectra of acceptable S/N ratio

Figure 4.53: Distribution of signal intensity within the FOV of the FPA with a size of 70
× 70 µm2 of (a) small slide-on and (b) ’large area’ Ge crystal. The former has a good
signal limit of up to 60 × 60 µm2 whereas the latter is only limited by the size of the FPA.
As indicated by the color scalebar, set-up (a) has a lower maximum intensity compared
to set-up (b)
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Figure 4.54: (a) The healthy colon biopsy taken under visible light in reflection mode
before measurement was taken and (b) the visible image taken after measurement with
small Ge crystal. Impression made during contact with the tissue (in circle) can be seen
clearly close to the centre of the image where measurement was taken. (c) The mismatch
in images upon stitching with small Ge set-up due to the inconsistent contact pressure
applied as multiple contact needs to be made during mapping
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of beam. For the first mapping distance of 70 µm from the centre position (the crystal

is left-shifted), the resolution changes to ∼ 6.91 µm, and subsequently lowered to ∼ 8.02

µm,∼ 8.75 µm, ∼ 9.64 µm and so on (Fig. 4.55(c)). Therefore, the imaging area with

mapping is ideally not larger than 420 × 420 µm2 as the advantage of imaging in ATR

mode to obtain image of higher resolution is forfeited when spatial resolution reaches a

value greater than ca. 9.64 µm – measurement in transmission mode is reported to have

a spatial resolution in the range of 8.5 µm to 11 µm (using FTIR microscopes in high

magnification mode and with added lens) (Chan & Kazarian 2013, Kimber et al. 2016).

When the stage is moved from its centre position (in the case of mapping), chromatic

aberration caused by dispersion occurs. The refractive index of the lens varies with the

wavelength of light. This phenomenon causes difficulty in focusing at the sample. The

refraction of light beam at the surface of the Ge crystal during mapping is illustrated in

Fig. 4.56. As the spatial resolution is inversely related to the sine of angle of incidence and

the angle of reflection of infrared light beam, the change in the angles might contribute to

a worse spatial resolution recorded.

4.6.5 Micro ATR-FTIR spectroscopic images from mapping

The spectroscopic images obtained through the new mapping setup are shown in Fig.

4.57 which has a total size of up to ∼ 420 × 350 µm2 (demonstrated in the figure is

an example of the distribution of the integrated absorbance of amide II band between

∼1600 – 1500 cm−1), by stitching together images from mapping by moving the stage of

the microscope in both vertical and horizontal directions. The perfect stitching of images

shows that there is no impression left by the Ge crystal during mapping with large area

crystal where the contact between crystal and sample needs to be made once only as the

stage and crystal move as one.

4.6.6 Unsupervised classification with k-means clustering

ATR-FTIR spectroscopic images were constructed based on the distribution of the inte-

grated absorbance of at 1145 – 985 cm−1 (C-O ribose and C-C), 1182 – 1144 cm−1 (C-O

stretching, glycogen, and collagen), 1581 – 1479 cm−1 (Amide II), and 2860 – 2844 cm−1

(C-H of mostly lipids), (Movasaghi et al. 2008) shown in Fig. 4.58 (only a small section of

70 × 70 µm2 of the whole image is included here for demonstration purposes) . It can be

seen from the figure that the distribution of amide II overlaps strongly with that of ribose

and glycogen, whilst the lipid regions are complementary to amide distribution. Among

all the tissues of different level of malignancy, healthy tissue gives the best separation of

the distribution of the components. The possible explanation for this is that the malig-

nant cells are more closely packed together, and the undifferentiated mass of cells made it
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Figure 4.55: ATR-FTIR image of the integrated absorbance at the band of 1600 cm−1

along the red arrow across a vertically aligned sharp polymer interface. The spatial resolu-
tion is estimated by taking the distance between 95% and 5% of the maximum absorbance.
The plot depicted is for measurement with IR beam directly above the crystal at its cen-
tre position. (b) Illustration describing the mapping distance of 70 µm from one image
to another. (c) A plot of spatial resolution versus mapping distance showing the image
resolution becomes worse as the distance from the centre increases (Ge moves left)
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Figure 4.56: Schematic showing the refraction of light beam at the surface of the crystal
when the stage was moved from the centre position in the mapping process. A range
of angles of incidence and reflection are expected when the incident light beam does not
enter the crystal at a perpendicular angle, resulting in the change of spatial resolution as
a function of mapping distance from the centre position

difficult for the region to be separated from each other due to the resolution limit of the

spectroscopic system employed here. A close examination at the chemical images of the

healthy tissues reveal that the distribution of absorbance of the spectral bands at 1144 –

985 cm−1 coincides with that of nucleus within the epithelial cells when compared to the

H&E images (shown on the far left column of Fig. 4.58). On the other hand, integrated

absorbance at 1182 – 1144 cm−1 which is suspected to arise from glycogen has a high

absorbance in the region around the nucleus, although this is not well differentiated for

hyperplastic, dysplastic, and cancer tissues. Spectroscopic images of all the amide II band

have also shown that the crypt of the colon tissues (which surrounds the lumen) has a

higher absorbance compared to that of stroma and stromal cells, likewise for the other

spectral bands.

Unsupervised classification of the tissue samples was carried out with k -Means

clustering algorithm. Images generated from k -means contain useful information that

separates the region within the sample. Five clusters are identified to be the optimum

clusters for characterisation of the colon tissue morphology. As can be seen in Fig. 4.58,

the region of stroma (blue) and crypt (green) are well differentiated between different

clusters, as well as the epithelial cells (also known as colonocytes), goblet cells, and lumen

or intestinal gland (dark blue) which can be found in crypt. By comparing the k -means

images to other chemical images, amide-rich region and lipid-rich region within the crypt

are found to be complementary to each other. Classification of the spectral data into

respective groups following k -means algorithm allows the extraction of useful data, for

instance, spectral data from stroma region is excluded from analysis due to their overall

poorer absorbance in the acquisition range compared to the crypt region.
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(a) Healthy colon tissue

(b) Hyperplastic colon tissue
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(c) Dysplastic colon tissue

(d) Colon cancer

Figure 4.57: Micro ATR-FTIR spectroscopic images constructed from the distribution of
the integrated abosrbance of amide II band by mapping with the ’large area’ Ge crystal.
Perfect stitching of the chemical images without further processing was easily obtained.
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The corresponding morphology of each k -means cluster in comparison to H&E

stained images for healthy section is shown in Fig. 4.59 (For demonstration purpose of

the various morphologies of colon biopsy cross-section, only healthy tissue with distinct

morphology is shown here). The morphology of similar tissue samples was discussed in

Section 4.5. The pure spectra corresponding to each cluster identified are given in Fig.

4.60.

4.6.7 Significance of large area ATR mapping

Silhouette plots, shown in Fig. 4.61, were used to get an idea of how well-separated the

resulting clusters (The MathWorks, Inc. 2020c). The silhouette plots were used to compare

the performance of k -means clustering on small imaging area with the ’large area’ Ge set-

up (70 × 70 µm2 without mapping) versus large area with mapping to highlight the

advantage of mapping. The documentation for silhouette analysis on k -means clustering

can be found in (scikit-learn developers 2019).

Mapping was not used to generate large images in the silhouette plots in Fig.

4.61a , it can be seen that most points in lumen and stroma have a positive silhouette value,

indicating that those clusters are most likely correctly classified. However, all clusters

have values less than 0.6 – the data points are not well separated from neighbouring

clusters. This is even worse for clusters representing the crypt of colon, including the

basal, epithelial, and goblet cells where negative silhouette values are observed for all

tissues. When mapping was used to produce large image datasets in Fig. 4.61a, the

performance of k -means clustering improves significantly. Although negative silhouette

values are still observed for clusters representing crypt, the proportion of data with such

values is greatly reduced. More importantly, all five clusters now exhibit values greater

than > 0.6 – 0.8, indicating a good separation between different neighbouring clusters.

To summarise this observation, we infer that measurement of a larger area helps with the

classification of tissue morphology using unsupervised classification techniques, which is

logical as more datasets will be less skewed by the presence of outliers. Furthermore, in

the instance of colon tissues, the data that corresponds to each cluster (or morphology)

are more equally distributed when a larger area is taken. K -means is sensitive to the size

of the clusters since it aims to minimize the intra-cluster sum of squares, the k -means

algorithm allocates more ’weight’ to larger clusters. This would result in the ‘centroid’ of

the cluster being wrongly assigned (Robinson 2020). As was already mentioned, one of

the highlights of the large area crystal is its suitability for consistent large area mapping

which is more advantageous compared to small Ge crystal.
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(a) H&E stained image

(b) False colour k -means image

Figure 4.59: H&E stained and false colour k -means images of healthy colon tissue, with
the anatomical structure labelled accordingly
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Figure 4.60: Pure spectra extracted from each k -means cluster identified (cluster number
is given in the legend)

(a) Small sample area (70 × 70 µm2)
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(b) Large sample area obtained with mapping

Figure 4.61: Silhouette plots from k -Means clustering of spectral datasets. The plots show
the measured distance between points in any one cluster to its neighbouring clusters. The
distances are scaled and represented in the range of -1 to +1. The greater the value,
i.e. when the value is close to +1, the point is distinctly different from its neighbouring
clusters and a negative value on the silhouette plots indicates points that are probably
misassigned to a wrong cluster.

4.6.8 Classification of spectral datasets with PLS

PLS analysis was used on the second derivative spectra to discriminate the colon specimens

based on their degree of malignancy. PLS was chosen in this study over PCA as the former

performed better with a mean squared error of 0.18 (R2 = 0.90) versus that of 0.36 (R2

= 0.76) for the latter. The optimum number of PCs for this separation is three, based

on the ‘elbow’ of the graph where the mean squared prediction error seems to level off

(see Fig. 4.62). The scores of the PLS are plotted in Fig. 4.63 and as can be seen, the

data for each tissue are very well separated. When the datasets are projected along PC1

and PC2, cancer is well separated from the other data, followed by dysplasia with a small

degree of overlap; on the other hand, healthy specimens are best separated from other data

clusters when they are projected along PC1 and PC3, likewise for hyperplasia, dysplasia,

and cancer.
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Figure 4.62: Plot of mean squared error against the number of components using PLS and
PCA analysis, which shows that PLS performs better in the classification of the spectral
datasets
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Figure 4.63: Score plots obtained from PLS presented in (a) 3D plot along PC1, PC2 and
PC3; (b) 2D plot along PC1 and PC2; (c) 2D plot along PC2 and PC3 and (d) 2D plot
along PC1 and PC3. Data in different colours come from tissue of different malignancy
(blue - healthy; red - hyperplasia; yellow - dysplasia; and purple - cancer)

Significant features (or absorption bands at various wavenumbers) of the tissue

datasets, based on the average weight (or loadings) of features along PC1 and PC3, are

given in Fig. 4.64. The average weight of the feature (normalised between 0 and 1) along

PC1 and PC3, annotated with blue dots, represents the significance of each wavenumber

recorded for the classification of colon cancer. The important spectral biomarkers are

mostly found in the fingerprint and amide II region. Orange dots showing the colon

spectrum overlaid on the feature weights for clearer illustration.

A total number of 467 features were fed into the model and it is found that only

∼ 58 features govern > 90% of the total variance for the classification of the spectral

data from the first 3 PCs, thus it can be inferred that only ∼ 12 % of the all features

of the datasets contains important information on the changes of the spectral biomarkers

between different stages of colon cancer, the rest are either noise or spectral features that

are identical between different stages of colon tissues. The features in this study are

not independent of one another, the same biomolecules may give rise to the absorption

of several spectral bands. Similar spectral biomarkers were observed for spectral data

collected in transmission (Song et al. 2019). The important features are associated with

either a spectral shift or a change in peak absorbance.

PLS loading plot (Fig. 4.64) gives the important biomarkers for differentiation

of colon based on its malignancy. The amide I spectral region is excluded from the de-
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Figure 4.64: The average weight of the feature along PC1 and PC3, annotated with blue
dots, represents the significance of each wavenumber recorded for the classification of colon
cancer. The important spectral biomarkers are mostly found in the fingerprint and amide
II region. Orange dots showing the colon spectrum overlaid on the feature weights for
clearer illustration

termining features identified by PLS in this study, consistent with the results obtained

in transmission mode on the same tissue samples (Song et al. 2019), further confirming

that amide I band does not play a significant role in determining the malignancy of the

colon biopsies studies. This surprisingly holds true for ATR-FTIR spectra which are free

from the Mie scattering effect and water vapour (water vapour subtraction is applied to

the spectra, shown in Section 3.3.2). Amide I band does not constitute as an important

spectral biomarker in our study regardless of the probing depth, for analyses of spectra

obtained in both transmission and ATR modes. The true reason for this is still unknown,

it could be that the change in protein secondary structure is subtle and is not as detectable

in relative comparison to change of N-H vibration in protein reflected in amide II band.

The amide I band is mainly associated with the CO stretching vibration (70 – 85 %) with

some contribution from C-N vibration and is directly related to the backbone conforma-

tion. Amide II band originates from from the NH bending vibration (40 – 60 %) and from

the C-N stretching vibration (18 – 40%).

From Fig. 4.64, it should also be noted that the spectral region of 3000 – 2800

cm−1 plays very little role in the classification of the colon malignancy in this study

with micro ATR-FTIR spectroscopic imaging. This is different from the results obtained

in transmission mode on the same tissue sections. The most plausible explanation for
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Table 4.7: Assignment of vibrational modes to the important spectral biomarkers identified
from PLS loading plots, alongside the peak positions in different tissue specimens.

Spectral

bands/ cm−1
Band assignment

Peak position/ cm−1

Healthy Hyperplasia Dysplasia Cancer

1336

δ CH in a phenyl ring

(of polysaccharides)

or the CH2 side chain

of collagen

1340 1388 1388 1340

1384 - 1382
δ CH3, δ NH, νs CO

of carbon particle
1388 1387 1383 1387

1506 - 1502;

1513 - 1511
δ CH in a phenyl ring 1518 1512 1512 1506

1120
νs CO of carbohydrates

or ribose (RNA)
1120 1113; 1128 1120 1120

1160 - 1155
νs CO of proteins

or carbohydrates
1156 1157 1154 1154

1320 - 1310

Amide III of protein

(minor contribution

from collagen)

1315 1310 1315 1315

1350 νs CO, δ NH, δ CH 1354 1350 1350 1354

1375
δ NH, δ H, νs CN of

cytosine or guanine
1375 – – –

this is the dissimilarity in the measured thickness of the sample in transmission and the

effective thickness in ATR. The effective thickness in ATR depends on wavenumber – it

is approximately 0.3 µm at wavenumber 3000 cm−1 (Section 2.1); whilst the path length

in transmission is sample-thickness dependent, in this case, 3 µm. Apart from that, prior

to sample measurements with spectroscopic imaging, the tissue is de-paraffinised. This is

very likely to wash off any lipids or fatty acids components together with the paraffin from

the surface of the tissue specimens but any lipid components away from the surface will

remain. The loss of lipid components on the surface of the tissues could explain why the

C-H stretching bands (assigned to lipids) are not important biomarkers for colon cancer

classification in this micro ATR-FTIR imaging study. The important biomarkers in the

fingerprint regions are given in Table 4.7 alongside their band assignments.
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4.6.9 Summary

A new ‘large-area’ Ge ATR crystal was utilised with an FTIR microscope to improve the

acquired images of de-paraffinized colon biopsy sections, without recourse to synchrotron

source. The large crystal (ϕ = 28 mm) offered significant improvements compared to

slide-on small germanium crystal (ϕ = 3.5 mm); for example, it facilitated a more uniform

distribution of higher signal intensity within the FOV and rapid acquisition time. Mapping

of a larger sample area with this new set-up, coupled with imaging using an FPA detector,

was demonstrated for the first time on biological specimens. The performance of k -means

clustering algorithm applied to classify the different anatomical structures of the colon

biopsies was greatly improved with mapping. Comparison of H&E stained adjacent tissue

sections with false-colour k -means images strongly supported the differentiation of five

distinct regions within tissues. The efficiency of the methodology to categorise colon

tissues at various stages of malignancy was analysed via multivariate chemometrics. The

second derivative spectra extracted from the crypt region of the colon were subjected to

PLS classification. Good separation between data in clusters occured when projecting

spectra onto a PLS score plot on a plane constructed from the first three PCs. Important

spectral biomarkers for colon malignancy classification were identified to exist mostly in

the fingerprint region of the ATR-FTIR spectrum based on the chemometrics analysis.
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Chapter 5

Conclusions and outlooks

5.1 General conclusions

This research started with the conventional dispersive IR micro-spectroscopic imaging of

prostate biopsy samples (Song et al. 2018). Biochemical differences between cancer and

benign areas within the specimens were identified in the spectra in the high wavenumber

(predominantly lipid) regions (3000 – 2800 cm−1). Side-by-side comparison of H&E stained

adjacent tissue sections with IR images constructed showed that the differentiation of

healthy and malignant regions within the tissues were possible from this high wavenumber

spectral region. A systemic methodology was implemented to process the data, first by k -

means clustering on the second derivative spectra, followed by PCA analysis. Four distinct

regions within the tissue samples were successfully classified based on the anti-symmetric

stretching mode of the methylene functional group (mostly from lipid). Separation between

data in clusters occured when projecting the FTIR spectra on a PCA score plot on a plane

made by first two principal components.

In addition to IR measurements, the dispersive microscope was designed to al-

low thermographic imaging and the effect of thermal radiation on the infrared absorption

spectra of prostate biopsy samples to be studied as well. Regulation of signal to chopper

and detector enabled simultaneous acquisition of infrared and thermal images of the tis-

sues. Although the system is novel, the applications of thermal imaging of tissues were

limited due to several reasons. First of all, the tissues were at room temperature – this

meant that the IR emission of the surrounding (for instance, the light in the room) was

non-negligible. Unlike thermographic imaging in clinics or hospitals, take thermography

for breast cancer as an example, the cells in the tissues are not alive and there is no gen-

eration of heat by the tissues themselves. At room temperature, the difference captured

with the thermal camera is dependent on the thermal emissivity of the samples, which

in turn, depends on the morphology of the tissue. However, the difference in the tissue
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emissivity is not very significant. This resulted in the thermal images obtained having

a lower contrast compared to IR spectroscopic images. Secondly, the morphology of the

tissues captured from their thermal emissivity was the same as the visual images observed

under visible light microscope. In other words, the importance of having the chemical

information, in particular for classifying diseased and healthy tissues, was lost. At this

point, it was clear that supervised machine learning for the classification of tissues based

on the thermal images had no additional values and should not be further pursued.

That said, the findings showed that the thermal emission was captured in IR

spectra acquired from the dispersive microscopic spectrometer. This ‘thermal noise’ was

not unfounded – it is one of the limitations of dispersive spectrometer that has been

known before FTIR spectrometer was introduced. With the implementation of this sys-

tem to simultaneously capture IR and thermal images, the ‘thermal noise’ can efficiently

be subtracted from the IR images. The resultant IR images obtained after subtraction

showed a much better contrast than before subtraction from the improved S/N ratio. The

dispersive IR spectroscopic imaging can be improved via this implementation. There were

several limitations associated with the system as well – the IR thermal imaging camera has

a limited wavelength range between 3 – 5 µm; hence, only the stretching vibrational modes

of CH functional groups were investigated. Although the results showed that this small

wavelength range could differentiate malignant and healthy sections within the prostate

issues; the fingerprint region which contains more information on the samples could not

be investigated by the spectrometer used in this study. Not only that, when the IR images

obtained from the dispersive IR spectrometer were compared with the FTIR spectroscopic

images obtained from FTIR imaging on the same sections of the prostate tissues, the for-

mer had a lower S/N ratio, as the spectra were acquired from a ‘single scan’ – each single

wavelength was taken one at a time which made ‘averaging from multiple scans’ too time

exhausting. Spectra of good S/N ratio, however, could easily be achieved with FTIR

spectroscopic imaging.

A general approach to classifying tissues with FTIR spectroscopic imaging was

adopted next in the research. Colon tissues were first deparaffinised – the disappearance

of the paraffin peak was used as a guidance for effective removal of the paraffin. The

FTIR spectroscopic images of the tissue were acquired in the mid-IR range between 3900

– 900 cm−1 in the transmission mode at a spectral resolution of 4 cm−1 with 512 co-added

scans (Song et al. 2019). The selection of the spectral resolution and co-added scans are

dependent on the instrument used. From trials and errors, these were the most suitable

parameters here using the Bruker Hyperion 3000 microscope. The parameters, however,

were not a major issue in tissue classification. There was flexibility in the choice of the

parameters as long as they were kept consistent throughout when the chemometric analysis

or machine learning algorithm was trained and tested on the spectral data. Compared to

the selection of parameters, the transfer of machine learning model trained from spectra
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obtained across different instruments and measurement modes was more challenging. This

is discussed later when the same samples were studied with ATR-FTIR spectroscopy.

This research has found that the pre-processing steps of the spectra obtained

were important. The framework followed, that resulted in optimum chemometrics results,

was first the removal of the water vapour bands by spectral subtraction; then the data was

trimmed to retain the spectral range between 3000 – 2800 cm−1 and 1800 – 1000 cm−1.

CO2 spectral bands were eliminated with this step. The data below 1000 cm−1 suffered

from poor S/N ratio and the higher wavenumber above 3000 cm−1 was sensitive to the

water content of the tissue. This was confirmed by investigating the effect of different

levels of hydration on the spectra of the colon tissues. The tissues, despite being ‘dead’

and thin (few µm thick), were shown to be capable of being hydrated by absorbing the

water from the surrounding.

To account for the remaining issue, which is the resonant Mie scattering effect,

a physical correction with an added correcting lens and a computational correction were

tested separately. Although the spectral data of colon biopsies obtained with the cor-

recting lens for FTIR imaging showed a significant reduction in spectral aberrations, the

physical correction could not ‘completely’ remove the effect of scattering, i.e. the baseline

shift and the derivative-like shape on the high wavenumber side of amide I band could

slightly be observed in the colon tissues in this study, most likely due to the use of a single

pseudo-hemispherical lens, which partially corrects the chromatic aberration in transmis-

sion mode experiment, rather than two on both sides. However, this optical modification

of the FTIR spectroscopic imaging with a CaF2 correcting lens had the advantage that

the Mie scattering correction algorithm did not need to be carried out, although the study

found that the correction effect was not as good as that with computational method. The

computational correction was successfully carried out with RMies-EMSC iterative correc-

tion algorithm. This process was computationally very demanding with a computational

time of approximately 1 s per iteration, so for 64 ×64-FPA imaging (4096 spectra) with

10 iteration per spectrum would take ∼ 11 h to complete. Furthermore, in this study, the

RMies effect was seen only at the edge of the tissue. In other words, a large amount of data

further away from the edge of the tissues remained unaffected and freed from this spectral

distortion, unlike cells. In brief, it can be concluded that the removal of Mie scattering

is subjective to case-by-case studies. The findings showed that the disease states could

be distinguished without resorting to the correction of Mie scattering effect. The second

derivative spectra were more useful than the raw data as it eliminated the variation of

baseline shifts and deconvolved overlapping spectral bands. To increase the S/N ratio,

SG smoothing was implemented. 5- to 9-point smoothing were in the acceptable range;

below/beyond which the classification accuracy dropped significantly.

Using k -means clustering and RF classifier with PCA reduction, this research

has demonstrated that optimisation of the training model by refining the selected range
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of FTIR spectral data could alter the prediction outcome. The best prediction outcome

for the studied colon biopsy samples was obtained when unsupervised learning of the C-H

stretching bands was coupled with supervised learning of the fingerprint region. Hence,

while the C-H stretching region was useful for intra-tissue segmentation, only the finger-

print region within the spectral range of 1500 – 1000 cm−1 was important for supervised

machine learning. The amide I band could be excluded from data analysis altogether, as

evidenced in the Gini indices obtained. Similar to the study of prostate tissues with dis-

persive IR spectroscopic imaging, the significance of the differences in the C-H stretching

(3000 – 2800 cm−1) between healthy and malignant samples was seen, but the reliance on

this spectral region alone was not sufficient. In supervised learning, the C-H stretching

region alone gave the worst prediction.

Further experiment with the regulation of the humidity in a controlled humidity

box with saturated salt solutions showed that the hydrational level of the colon tissues

had an impact on the prediction outcome with the same machine learning algorithm (Song

& Kazarian 2020). Developing and improving the mathematical aspect of the machine

learning algorithm was out of the scope of this research study; however, a significant

improvement in the sensitivity of the disease classification of the tissues was recorded from

92 % to 96 % at their de-hydrated state. Interestingly, the prediction accuracy decreased

as the hydration increased (the lowest accuracy was recorded at humidity level near the

room humidity in the UK at ∼45 %RH) but increased and reached a high value again

at the most hydrated state. The reproducibility of the previous machine learning model

depending only on the fingerprint region was warranted. The main spectral biomarkers

were identified to be 1032 cm−1, 1057 cm−1, 1076 cm−1, 1078 cm−1, 1117 cm−1, 1192 cm−1,

1209 cm−1, and also the ratio of the peak intensities between 1182 - 1140 cm−1. When the

tissue was de-hydrated, changes in peak intensities and peak shifts that corresponds to the

vibrational motions of the phosphate group of nucleic acids, mainly DNA, were observed,

leading to greater distinction between tissues of different malignancy at these spectral

bands. The DNA was found to mostly present in the A-DNA form in the deparaffinised

colon tissues, unlike those in live cells. From the findings, it was made clear that the

humidity where the measurement was carried out should be strictly controlled, ideally at

a very low humidity.

Due to the limitation in the availability of the tissue samples and the area sections

that have been identified from H&E staining by the pathologist, the findings were based

on a manageable number of datasets from eight different tissue sections. The limited

number of images made it impossible to train a machine learning model based on the

images, but the huge number of spectra (4096 spectra in one image) was utilized for

the machine learning algorithm. More significantly, this research sets a framework for

further application to an unknown colon biopsy sample in future work. The framework

was completely straightforward and could be fully automated with simple programming
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using MATLAB. K -means clustering at the first stage on the C-H stretching bands alone

would pick up regions of high lipid absorbance which would subsequently be fed into the

already trained RF model to predict the outcome of the malignancy stage of the specimen;

all whilst maintaining the tissues at their de-hydrated state.

This research did not just involve establishing a groundwork for tissue classifi-

cation, but also aimed to improve the quality of the spectra and images obtained and

investigated the applications of novel implementation on biological tissues. One of such

implementations was the use of additional correcting CaF2 lens to minimize Mie scattering

and providing extra magnification to the images obtained, which has been shown in liter-

ature and once again being shown here for imaging of colon tissues in transmission mode.

Here in this research, a similar idea of an additional lens was adopted in ATR imaging.

A ‘large area’ Ge crystal that was not attached to the microscope was used to replace

the slide-on ATR Ge crystal that came with the microscope (Song & Kazarian 2019a).

The study showed that combining mapping with ATR-FTIR spectroscopic imaging was

improved with the novel set up of ‘large area’ Ge crystal compared to the conventional

slide-on Ge crystal. This new crystal has the added benefits that it allows a larger amount

of infrared light to probe the sample and be collected by the detector, thereby improving

the overall S/N ratio of the spectra. Furthermore, the larger crystal ensures a uniform

distribution of IR light intensity across the images area, pushing the limit of measurement

area from the size of the crystal to that of the size of the FPA detector. This is a significant

improvement to FTIR spectroscopic imaging with micro ATR at reduced acquisition time

whilst keeping a high S/N ratio. This set-up was used for the first time to study colon

cancer tissues on a conventional benchtop FTIR microscope without recourse to the use of

a more powerful synchrotron source. The high-quality chemical images obtained was com-

parable to that of synchrotron, with spatial resolution around 6 µm. Combining imaging

with mapping using the large crystal, this allowed large area to be taken; subsequently

more data could be generated from a single specimen which allowed for more effective

chemometric analysis. K -Means analysis of these large areas more effectively classified

different morphology of the tissue when compared to the H&E stained images identified

by pathologists. Classification of the spectral data of colon biopsies sections based on

their degree of malignancy was obtained. Further data analysis with PLS revealed a good

degree of data separation along the first three components. From PLS analysis, the im-

portant biochemical changes identified were mostly captured in the fingerprint (1400 –

1000 cm−1) and amide II (1500 – 1400 cm−1) region, most notably, these spectral ranges

were associated with the change in C-H and C-O functional groups of the biomolecules

present in colon biopsies. Likewise with imaging in transmission mode, there are hardly

any significant differences in amide I band of the tissues. Furthermore, in this micro-ATR

study, we provide evidence that the de-paraffinization process might lead to leaching of

fatty acid components from the surface of the tissue as lipid bands (3000 – 2800 cm−1)

measured in ATR mode are not distinct in the progression of colon cancer, but have shown
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to have secondary importance (after the fingerprint region) in transmission measurement.

The demonstrated approach can be employed to study other biological samples, other than

colon tissues.

The other modification to the ATR-FTIR system was the implementation of the

concept of depth profiling on the differentiation of tissues (Song & Kazarian 2019b). The

discriminant between cancer and non-cancer prostate tissues has been shown to vary as

a function of penetration depths using micro ATR-FTIR imaging. In this experiment,

introducing specially designed apertures into the micro ATR-FTIR imaging system fitted

with slide-on Ge crystal allowed the experiment to be conducted to investigate the variation

of tissue components in the z-direction, i.e. as a function of depth. The penetration

depth or effective thickness was physically altered by changing the angle of incidence

between 30.7◦ – 41.8◦. Compared to previous work, the improved design of laser cut

apertures at a high precision allows the angle to be varied at a difference of ∼2◦. With this

variable angle micro-ATR spectroscopic technique, the images obtained at each different

depth has high spatial resolution and is free from chromatic aberration. Significantly,

this experiment also highlighted the importance of probing at the surface of the tissue,

consolidated by statistical student t-testing. Although limited by its shallow penetration

depth on the µm scale, this work has demonstrated its applicability to destruction-free

imaging of heterogeneous biological samples, allowing components embedded within the

tissue sample to be studied. This work opens up the possibility to investigate multi-

layers heterogeneous component without the need to microtome samples to obtain stacks

of 2D chemical images at different probing depths. This approach could be applied to

identification of embedded components in tissue for the construction of qualitative 3d

model, for example, in the case of calcification of breast cancer, the calcium deposits

within a tissue layer could potentially be probed by reducing the angle of incidence. The

significance of the spectral biomarkers in tissue differentiation, i.e. the symmetric and

asymmetric stretching of the phosphate group of nucleic acids, varied as a function of the

penetration depth as can be seen on their PCA loading plot. This added complications

to the machine learning process. Not only that, the S/N ratio of the spectra significantly

suffered due to the reduced number of photons reaching the detector as the light beam

was partially cut off to achieve the desired angle of incidence. All these contributed to

increased in variation in the spectra for training of the machine learning algorithm, which

would eventually lead to a low prediction accuracy.

Training a machine learning algorithm on spectra obtained from the colon tissues

in transmission mode was successful here; but there has been a number of challenges faced

when trying to transfer the algorithm across to spectra obtained from ATR-FTIR imaging.

When the results obtained from both transmission and ATR imaging modes, it can be seen

that the spectral biomarkers (or the important features) identified from both modes are

different, especially in the high wavenumber spectral region, as explained in the paragraph
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above. This means that transferring the machine learning model built on transmission

spectra to predict the outcome of ATR spectra is impossible. This is also very likely to be

true for all inter-mode-of-measurement machine learning application, although this cannot

be tested and confirmed due to the limited availability of the FTIR spectrometers in the

labs and also the constraint in time. In fact, it is intuitive to hypothesise that a new

machine learning model needs to be trained on the known samples every time to test for

the spectra obtained from unknown samples if the conditions change (including the use of

a different measurement mode). When this is the case, the experiments carried out here

in this research supported that building a machine learning model based on FTIR spectra

in transmission could actually be better than ATR. There are several reasons to say this

and they are explained in the following paragraph.

First of all, a large number of spectra needs to be obtained in order to efficiently

trained a machine learning model; very often this would mean mapping needs to be carried

out. By comparison, this is more difficult for ATR measurement than transmission as there

is a need to make new contact every time the stage is moved to allow imaging of a new

area on the tissues. A solution to this was provided here by introducing the use of ‘large

area’ Ge ATR crystal. Mapping could be carried out, saving the hassle to have to make

new contact each time, yet the images suffered from reduced resolution as the crystal

was moved away from its center position perpendicular to the light beam in the mapping

process. Essentially, the advantage of a higher spatial resolution in ATR compared to

transmission imaging was lost when the mapping distance was far away from the center.

Secondly, it was demonstrated that spectra obtained from ATR were susceptible to the

deparaffinization process. This was not seen in transmission measurement. There are

many different deparaffinization protocols and to standardize this (across different research

groups and tissue banks etc) requires huge effort and is impractical at this point. From all

the aforementioned reasons, it is thus suggested that transmission measurement is used

for classification of the tissue, unless a particulate in a tissue section requires a higher

spatial resolution to resolve it, then ATR-FTIR imaging would be useful.

Last but not least, the objectives of this research were reached through a series of

experiments. It was demonstrated that healthy colon tissues and colon tissues of different

malignancy, namely, hyperplasia, dysplasia, and cancer exhibited different FTIR spectra,

which could be successfully captured using chemometrics analytical method, including

both supervised and unsupervised machine learning. The instrumentation and method-

ology set out a framework for effective tissue classification based on the FTIR spectra

and images obtained. Two types of tissues were studied here, strongly supporting the

hypothesis that the FTIR imaging can capture important information on a wide variety

of tissue samples from different parts of the human bodies. New modifications were also

introduced to the FTIR microscopes for novel application on other biological system in

the future. As always, there is more work that can be done to advance the research in
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this field, which are briefly outlined in the next section.

5.2 Future work

The experimental studies presented in this thesis were focused on the development of

spectroscopic approaches and the novel findings. A machine learning model was also

developed for colon tissue classification. The obtained results show huge clinical potential

of FTIR spectroscpic imaging technique, but this is just the first step towards developing

a generalised automated processing framework for efficient and effective routine clinical

use. To achieve that, more research needs to be carried out in the future, in the following

areas.

5.2.1 Further experiments with different IREs, substrates, and tissue

samples

One of the suggestions to analyse the sample with ATR-FTIR spectroscopic imaging with

regards to the depth profiling is by combining the apertures with another IRE, for example,

ZnS that would have a greater probing depth. This could provide a means to assess the

heterogeneity within a thicker layer of the tissue sections, compared to Ge. Furthermore, in

the transmission experimental study with corrected lens, using different types of substrates

(BaF2, ZnS, or ZnSe) of lower cut-off wavenumber than CaF2 may allow spectra of a good

S/N ratio at the low wavenumber, ∼1000 cm−1 to be collected and analysed. Besides, it

would be interesting to compare the results attained in this thesis using different tissue

types, such as breast, lung, and oesophagus, to name a few.

5.2.2 Establishing a reliable model with a large patient cohort

The number of samples in this study is too small to arrive at any generalization towards a

larger pool of samples or at a generally applicable diagnostic algorithm. In this proof-of-

concept study only six samples from three patients were used for training and testing the

machine learning model. Given the biochemical variability within a patient population,

it is unlikely that three patients are a sufficiently large dataset for identifying the key

biomarkers. Given the limited samples and patient numbers used in this study for training

and testing, it is highly likely that the model did not have sufficient variability built in to

enable good discrimination between normal and cancerous tissue for testing on unknown

new patients. Besides, variability in sample and substrate thickness, and whether the

samples are left in wax or dewaxed, and other spectral processing parameters discussed

in section 3.3 that could potentially affect the classifier performance are not investigated
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in details in this work. Although the preliminary results in this study show great clinical

potential, it is recommended that a much larger study investigating the effect of each

parameter involving a large patient cohort is conducted in future research to build a

robust diagnostic model for high performance classification.

5.2.3 Study of other sample forms

The study of FTIR spectroscopic imaging on biological samples can also be extended

to studying other sample forms, for example, live cells and biofluids. In general, it has

been demonstrated in various research works that chemical imaging of live cancer cells

can be carried out in the natural aqueous environment by micro ATR-FTIR spectroscopic

imaging, mainly because of the high spatial resolution and the shallow penetration depth

(Kuimova et al. 2009). Due to the different nature of the cancer samples (tissue versus

cells), it would be interesting to compare the spectra difference between them and employ-

ing machine learning to map tissue spectra with the spectra of the cells of the same type.

This could potentially lead to a generalized machine learning model for in vivo, ex vivo,

and ex situ FTIR measurements. Besides, the corrected lens approach described in this

thesis could be used to study live cells (Chan et al. 2020). There is also a possibility to

measure adhered cells on the surface of the large Ge crystal for high-throughput analysis.

In another latest ongoing research, it was suggested that a new blood test coupled

with artificial intelligence can achieve more than 50 types of early-cancer detection, pri-

marily focusing on the chemical changes to this DNA, known as the methylation patterns

(Liu et al. 2020). In the light of this new research findings which suggest that catego-

rization of different cancer types is possible from blood plasma, FTIR spectroscopy can

be used to study the blood samples to complement their technique to obtain chemical

information and potentially improve the diagnostic accuracy.

5.2.4 Multimodal imaging in combination with Raman spectroscopy

One of the other most popular vibrational spectroscopic techniques is the Raman spec-

troscopy. Unlike IR absorption, Raman is based on the inelastic scattering of photons by

matter. In Raman spectroscopy, the tissue sample is illuminated with a monochromatic

laser and the scattered light is subsequent collected .The light scattered are of different

wavelengths than the incident light, which depend on the chemical structure of the analyte
1. Raman spectroscopy has a high spatial resolution (< 1 µm) (Wrobel et al. 2012) and

down to < 5nm for Tip Enhanced Raman spectroscopy (TERS) (Deckert et al. 2015),

1An exchange of energy occurs when the photons in the incident laser light undergo inelastic collisions
with molecules, resulting in a change in frequency of the scattered light. The difference in the frequency
between incoming and scattered photons is recorded as the Raman shift. A larger Raman shift indicates
that a larger amount of energy is required in a particular vibrational motion.
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hence it has the potential to be used as a complementary technique to FTIR spectroscopy

for research in cancer diagnosis (Cui et al. 2018). In future study, it would be interest-

ing to combine the results from mutimodal imaging and mapping with Raman and IR

spectroscopy to generate a machine learning model that could have a higher accuracy at

disease classification.

5.2.5 In vivo probing of disease for translation to clinical use

In reacent years, fiber-optic probes have been developed for spectroscopic measurements in

living systems, which open up the opportunity for in vivo cancer detection, which should be

considered in the future work. For the study of colorectal disease, Raman spectroscopy in

conjunction with specialised fibre-optic probes has the potential to provide rapid, objective

diagnosis of dysplastic areas prompting tissue biopsy or polyp resection (Kallaway et al.

2013). There are many readily available probes that can be used to move the study

of cancer a step ahead. For example, the ‘Visionex probe’ (Gaser Light Management

System, Enviva Biomedical Raman Probes; Visionex Inc., Atlanta, GA) used for in vivo

measurement of the Raman spectra from the colon (Song et al. 2005). These fibre-optic

probes have enabled Raman spectroscopy instruments to be developed for routine clinical

use. Furthermore, ATR-FTIR probe can also be developed and implemented in future

research to provide real-time in vivo results, and by complementing the data from FTIR

and Raman spectroscpic measurements, a model of high sensitivity and specificity is very

likely to be developed. For colonoscopy, the commonly available endoscope channel has

an internal diameter of 6 mm. As a result, in future work, a probe with a different IRE,

i.e. diamond tip which is more expensive but smaller, needs to be designed for use in

endoscopy for more comfort use (Mackanos & Contag 2010). Apart from the hardware

advances, there are still many other challenges to making in vivo FTIR spectroscopic

imaging a reality, such as the determination of the key wavelengths for measurements and

tissue preparation, which need to be further investigated.

The other novel technique that can be employed to improve the work in this

thesis is the ‘Deep Raman spectroscopy’, including the spatially offset Raman spectroscopy

(SORS) 2, is another application that is being developed for non-invasive diagnosis of solid

organs that can be achieved from outside of the body. It can be applied to study the

complex scattering samples at depths from µm up to limits of 5 – 6 cm (Matousek et al.

2005). At this stage of development it can only be applied to specific applications where

the Raman signature is very strong and distinct as there is a trade off with the intensity

of the signature obtained from depth (Chakraborty et al. 2020), such as the chemical

2The basic SORS method involves making at least two Raman measurements; one at the source and
one at an offset position of typically a few millimetres away. The two spectra can be subtracted using a
scaled subtraction to produce two spectra representing the subsurface and surface spectra (Matousek et al.
2005).

196



characterisation of ‘stone-like’ materials in urology and cancer detection in a number of

organs without the need for microtoming the samples (Matousek & Stone 2009).

5.2.6 Experimenting with advanced infrared source

The source of radiation for the IR spectrometers used for the experimental work in this

thesis is the thermal (globar) radiation. One of the major highlights in recent year in

the field of IR micro-spectroscopy is regarding the advancements in infrared sources, most

notably the synchrotron radiation and quantum cascade lasers (QCLs) (Bhargava 2012).

Compared to thermal sources, a synchrotron provides high-brightness radiation of a small

emitted spot size3. There have been more than a dozen of the high-brightness third-

generation synchrotron radiation facilities over the world, including the UK’s national

synchrotron facility, the Diamond Light Source, located at the Harwell Science and Inno-

vation Campus in Oxfordshire (Diamond Light Source 2020) which makes research with

this synchrotron source accessible. Significantly, improved image quality can also be ob-

served when the synchrotron sources are coupled with FPA detector for imaging (Bhar-

gava 2012).The high brightness of the synchrotron radiation source is also ideally suited

to single-cell analysis (Doherty et al. 2019). The higher resolution that can be achieved

enables diffraction-limited sub-cellular information to be obtained. Although synchrotron

radiation gives added value to using IR spectroscopy for disease detection, for a wider

applicability of IR micro-spectroscopy, commercial bench-top infrared instrumentation is

still preferable, especially in a clinical environment.

The other high-power light source is the QCLs. QCLs are semiconductor lasers

that utilises the emission of the photon tunnels into the next quantum well to generate

multiple photons from a single electron, thereby making them extremely efficient (Faist

et al. 1994). Chemical imaging with QCL based microscopes has been shown to give

promising results in the field of biological systems (Kole et al. 2012, Kroger-Lui et al. 2015)

and in particular, for the automated cancer classification in tissue sections (Kuepper et al.

2018). Therefore, using QCLs with micro ATR-FTIR imaging or corrected lens approach

could enable fast and efficient measurements to be carried out (Kimber & Kazarian 2017).

In this aspect, the groundwork that was described in this research thesis would be of great

importance. Recently, an improvement to the QCLs, namely a miniaturized quantum

cascade laser frequency comb that would achieve a much broader spectral coverage across

mid- and far-IR was designed (Consolino et al. 2019). In future research, complementing

this laser comb with microscope would make more advanced IR research on biological

samples possible.

3Synchrotron radiation is an electromagnetic radiation emitting in the tangential direction of the track
during the acceleration of charged particles (or electrons) at near light-speed (Zhu et al. 2017, Miller &
Dumas 2013).
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M. G. (2018), ‘SVM for FT-MIR prostate cancer classification: An alternative to the

traditional methods’, Journal of Chemometrics 32(12), e3075.
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Chapter 6

Appendices

6.1 The life cycle of a cancer cell

Unlike cancer cells, normal cells follow a regular timing mechanism. The life cycle of

a normal cells is controlled by a complex series of molecular and biochemical signalling

pathways by which the cells grow, divide, and die (Lodish et al. 2000a). G1 phase is the

first of the four phases in a cell cycle. During this period, a cell grows and synthesises

mRNA, proteins, and other molecular building blocks in preparation for the subsequent

steps leading to mitosis; after which DNA is duplicated during the synthesis (S) phase.

The cell experiences more growth in the G2 phase before it enters the mitosis (M) phase

where cell separation is accomplished. The regulation of the cell cycle is accomplished by

a complex set of enzymes called protein kinases. Cyclin–dependent kinases (CDKs), which

act as master regulators of the cell cycle was discovered by scientists decades ago (Dorée

& Galas 1994). As the name suggests, they are activated by forming complexes with

cyclins to provide the driving force for the cell cycle progression. Apart from the CDKs,

scientists have also discovered the presence of other regulatory proteins, such as Polo-like

kinases (PLKs) and Aurora kinases which are responsible for error mitigation during cell

cycle (Fu et al. 2010). When functioning properly, they act as the body’s own tumour

suppressors by controlling cell growth and inducing the death of damaged cells. The first

three phases (G1, S, and G2) together are called the interphase. They play paramount

role in regulating the cell cycle. At the end of each phase is a vital checkpoint where the

cell is checked for DNA damage to ensure it has all the necessary cellular machinery for

successful cell division. A ‘molecular switch’ is toggled on or off depending on the outcome

of the cellular check – cells with intact DNA progresses to the subsequent step whereas

cells with damaged DNA are destroyed through internal programmed cell deaths, known

as ‘apoptosis’.

Normal cells differ from cancer cells in a number of other aspects, apart from its
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ability to evade growth suppressor and resist cell death, which have already been men-

tioned in the paragraph above. These include sustaining proliferative signalling, inducing

angiogenesis, activating invasion or metastasis, reprogramming of energy metabolism, and

evading immune destruction (Hanahan & Weinberg 2011).

6.2 Anatomy of prostate

The prostate is made up of many branching ducts surrounded by the stroma. The stroma

is made up of connective tissue and muscle fibres (Chaffer & Weinberg 2011). The tissue

of the prostate gland is histologically divided by scientists into four zones, listed here from

innermost to outermost, which encircle the urethra like layers of an onion (Bath 2019):

• Anterior fibromuscular stroma

– A thickened area of tissue that surrounds the apex of the prostate. It is made

of muscle fibres and fibrous connective tissue. This area of the prostate does

not contain any glands. CaP is rarely found in this part of the prostate.

• Peripheral zone

– The largest area of the prostate. It can easily be felt by the doctor during a

digital rectal exam (DRE).

• Central zone

– Lies behind the transition zone and surrounds the ejaculatory ducts, which run

from the seminal vesicles to the prostatic urethra. Very few CaPs start in the

central zone.

• Transition zone

– Surrounds the part of the urethra that passes through the prostate (called the

prostatic urethra).

6.3 Colon’s TNM staging system

Table 6.1: Colon AJCC grading system (American Cancer Society 2020a).

Stage Stage grouping Description
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0 Tis, N0, M0 The cancer is in its earliest stage. This stage is

also known as carcinoma in situ or intramucosal

carcinoma (Tis). It has not grown beyond the

inner layer (mucosa) of the colon or rectum.

I T1 or T2, N0, M0 The cancer has grown through the muscularis

mucosa into the submucosa (T1), and it may

also have grown into the muscularis propria

(T2). It has not spread to nearby lymph nodes

(N0) or to distant sites (M0).

IIA T3, N0, M0 The cancer has grown into the outermost layers

of the colon or rectum but has not gone through

them (T3). It has not reached nearby organs. It

has not spread to nearby lymph nodes (N0) or

to distant sites (M0).

IIB T4a, N0, M0 The cancer has grown through the wall of the

colon or rectum but has not grown into other

nearby tissues or organs (T4a). It has not yet

spread to nearby lymph nodes (N0) or to distant

sites (M0).

IIC T4b, N0, M0 The cancer has grown through the wall of the

colon or rectum and is attached to or has grown

into other nearby tissues or organs (T4b). It has

not yet spread to nearby lymph nodes (N0) or

to distant sites (M0).

IIIA

T1 or T2, N1/

N1c, M0

The cancer has grown through the mucosa into

the submucosa (T1), and it may also have grown

into the muscularis propria (T2). It has spread

to 1 to 3 nearby lymph nodes (N1) or into areas

of fat near the lymph nodes but not the nodes

themselves (N1c). It has not spread to distant

sites (M0).

OR

231



T1, N2a, M0 The cancer has grown through the mucosa into

the submucosa (T1). It has spread to 4 to 6

nearby lymph nodes (N2a). It has not spread to

distant sites (M0).

IIIB

T3 or T4a, N1/

N1c, M0

The cancer has grown into the outermost lay-

ers of the colon or rectum (T3) or through the

visceral peritoneum (T4a) but has not reached

nearby organs. It has spread to 1 to 3 nearby

lymph nodes (N1a or N1b) or into areas of fat

near the lymph nodes but not the nodes them-

selves (N1c). It has not spread to distant sites

(M0).

OR

T2 or T3, N2a,

M0

The cancer has grown into the muscularis pro-

pria (T2) or into the outermost layers of the

colon or rectum (T3). It has spread to 4 to 6

nearby lymph nodes (N2a). It has not spread to

distant sites (M0).

OR

T1 or T2, N2b,

M0

The cancer has grown through the mucosa into

the submucosa (T1), and it may also have grown

into the muscularis propria (T2). It has spread

to 7 or more nearby lymph nodes (N2b). It has

not spread to distant sites (M0).

IIIC

T4a, N2a, M0 The cancer has grown through the wall of the

colon or rectum (including the visceral peri-

toneum) but has not reached nearby organs

(T4a). It has spread to 4 to 6 nearby lymph

nodes (N2a). It has not spread to distant sites

(M0).
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OR

T3 or T4a, N2b,

M0

The cancer has grown into the outermost lay-

ers of the colon or rectum (T3) or through the

visceral peritoneum (T4a) but has not reached

nearby organs. It has spread to 7 or more nearby

lymph nodes (N2b). It has not spread to distant

sites (M0).

OR

T4b, N1 or N2,

M0

The cancer has grown through the wall of the

colon or rectum and is attached to or has grown

into other nearby tissues or organs (T4b). It has

spread to at least one nearby lymph node or into

areas of fat near the lymph nodes (N1 or N2).

It has not spread to distant sites (M0).

IVA Any T, Any N,

M1a

The cancer may or may not have grown through

the wall of the colon or rectum (Any T). It

might or might not have spread to nearby lymph

nodes. (Any N). It has spread to 1 distant or-

gan (such as the liver or lung) or distant set

of lymph nodes, but not to distant parts of the

peritoneum (the lining of the abdominal cavity)

(M1a).

IVB Any T, Any N,

M1b

The cancer might or might not have grown

through the wall of the colon or rectum (Any

T). It might or might not have spread to nearby

lymph nodes (Any N). It has spread to more

than 1 distant organ (such as the liver or lung)

or distant set of lymph nodes, but not to dis-

tant parts of the peritoneum (the lining of the

abdominal cavity) (M1b).
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IVC Any T, Any N,

M1c

The cancer might or might not have grown

through the wall of the colon or rectum (Any

T). It might or might not have spread to nearby

lymph nodes (Any N). It has spread to dis-

tant parts of the peritoneum (the lining of the

abdominal cavity), and may or may not have

spread to distant organs or lymph nodes (M1c).

6.4 Origin of ATR spectra distortion and the correction

methods

The spectra distortion in ATR can generally be attributed to anomalous dispersion – a

phenomenon caused by the sharp change of the refractive index of a sample in the vicinity

of the absorption peak (Hancer et al. 2016), as depicted in Fig. 6.1. ‘Anomalous dispersion’

is not to be confused with ‘normal dispersion’ 1.

Figure 6.1: Variation of refractive index and absorption coefficient with frequency

1The term ‘Anomalous dispersion’ refers to the decrease of refractive index when frequency increases(︂
dn

dω
< 0
)︂
as opposed to ‘normal dispersion’ when the refractive index increases with increasing frequency(︂

dn

dω
> 0
)︂
.
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Although ATR based measurement has been favoured for biomedical applications

for the lack of the scattering artefacts in the observed spectra caused by the RMieS

mechanism, band shift in ATR is not uncommon (Miljkovic et al. 2012). A study of

protein by (Boulet-Audet et al. 2010) with ATR-FTIR spectroscopy has demonstrated that

a significant shift of the amide I and amide II bands towards low wavenumber is induced

by anomalous dispersion effect at the interface between the sample and IRE and the effect

is more pronounced when a low refractive index IRE such as diamond (ndiamond=2.4)was

used. It was found that the frequency shifts in the amide I and II manifolds of protein

films on a diamond IRE are as high as 20 cm−1, whereas these shifts were about 4 cm−1

on a Ge IRE (nGe=4.0). To obtain ATR spectra that are close to their transmittance

counterparts, a high refractive index IRE is recommended so the angle of incidence of IR

light is far from the critical angle. Similar observation in the shifting of the amide bands is

also reported for ATR measurement on a historical collagen-based leather book in a more

recent study (Vichi et al. 2018).

The increase in penetration depth with wavelength is corrected with most spec-

troscopic software by incorporating the term

(︃
sin2ϕ− n2

n1

)︃−1/2

to the mathematical for-

mula of dp in Harrick’s equation (Griffiths & de Haseth 2007). On the other hand, the

correction for the spectral shift is less straightforward. Advanced ATR correction al-

gorithm is introduced to correct for the anomalous dispersion (Averett et al. 2008), as

follows:

Acorr =

(︄
log10 e

n2

n1

E2
0

cos ϕ

dp
2

α

)︄
(6.1)

where Acorr is the corrected ATR intensity; E0 is the electric field of the evanescent wave,

and α is the absorption coefficient of the sample. In order to apply the advanced ATR

correction, the inputs required are the refractive indices of the sample and IRE, the angle

of incidence, and the number of reflections. Alternatively, KK transformation can be used

to transform reflectance spectra R(˜︁ν) to phase change (Bertie & Lan 1996). In an ATR-

FTIR experiment, the measured reflectivity spectrum is a complex function of absorption

k(˜︁ν) and refractive n(˜︁ν) index spectra (Huang & Urban 1992). The real and imaginary

parts of R(˜︁ν) can be obtained from the following equations:

n(˜︁ν) =
1 −R(˜︁ν)

1 + R(˜︁ν) − 2
√
R cos ϕ

(6.2)

k(˜︁ν) =
−2

√
R sin ϕ

1 + R(˜︁ν) − 2
√
R cos ϕ

(6.3)
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where R =
(n− 1)2 + k2

(n + 1)2 + k2
(6.4)

Comparing both advanced ATR correction algorithm with the KK transforma-

tion performed on ATR spectrum of cinnabar (HgS) in one study, it was found that the

former gives a simulated resultant transmission spectrum that closely resembles the ac-

tual transmission spectrum; while the Kramer-Kronig transformation, despite successfully

removing the ATR distortion features, overcompensates causing an considerable increase

in wavenumbers (Kendix 2009).

6.5 Source and detector

6.5.1 Source

A globar is the simplest and cheapest broadband thermal light source to generate mid

IR. The globar source is found in both spectrometers used for the work reported in this

thesis, namely the Tensor 27 (Bruker Corp.) and Varian 670 (Agilent Technologies, Inc.).

It consists of a silicon carbide rod which is electrically heated up to 1000 ◦C–1650 ◦C and

radiates like a black-body radiator. The output radiation has a large spectral emission

range (6000 – 50 cm−1) but low spectral intensity (radiant intensity per wavelength) (Her-

mes et al. 2018). Recently, other more powerful sources to generate IR is becoming more

popular such as that of Quantum Cascade Laser (QCL) or the synchrotron source (see

‘Outlook’).

6.5.2 Detector

The detector functions to convert light reaching it to an electrical signal proportional to

the light intensity. The most common detector utilized in IR spectrometers are either

thermal detectors or quantum detectors (Chalmers & Griffiths 2006). Out of these two,

the former is the more common source. There are two most commonly used thermal

detectors for the detection of mid-IR region (Stuart 2004). The temperature-sensitive

pyroelectric device incorporating deuterated triglycine sulphate (DTGS) in an alkali halide

window suitable for room temperature operation is the normal detector for routine use

in commercial spectrometer. The working principle of a DTGS detector is simple – upon

absorption of IR radiation, the crystal heats up, causing a change in its polarizability and

consequently, a charge is generated which is detected by two parallel electrodes (Kempfert

et al. 2001). For more sensitive work, mercury cadmium telluride (MCT) is preferred

over DTGS; however, it requires low temperatures to operate properly; cooling with liquid
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nitrogen bath is commonly featured although thermoelectric cooling may be found in

modern spectrometers (Rogalski 2005). The sensitivity of the detectors can be compared

in terms of their specific detectivity, D* 2 . The MCT detector has a D* of 6.4 × 1010,

over 200 times more sensitive than the DTGS detector with a D* of 2.7 × 108(Kempfert

et al. 2001).

2Specific detectivity is given by D* =

√
Photon sensitive area× Bandwidth

Noise equivalent power
, commonly expressed in

Jones unit (Jones 1960).
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