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Abstract

Accurate calculation of absorption spectra of aqueous NO−2 requires rigorously sam-

pling the quantum potential energy surfaces for microsolvation of NO−2 with at least

five explicit water molecules and embedding the resulting clusters in a continuum sol-

vent accounting for the statistical weighted contributions of individual isomers. This

method, which we address as ASCEC + PCM, introduces several desired features when

compared against MD simulations derived QM/MM spectra: comparatively fewer ex-

plicit solvent molecules to be treated with expensive QM methods, the identification

of equilibrium structures in the quantum PES to be used in further vibrational spec-

troscopy, and the unequivocal identification of cluster orbitals undergoing electronic

transitions and charge transfer that originate the spectral bands.
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1 Introduction

The problem of correctly modeling the spectroscopic properties of molecules in aqueous so-

lution is of fundamental importance in many fields of chemistry due to the ubiquity of water

as a solvent as well as to the advantages offered by the ability to both correctly predict

and interpret experimental measurements, which can only be unlocked through the use of

suitably reliable and cost effective computational models.1–9 Therefore, much effort has been

devoted to the development of computational methods for the treatment of solvation, in

parallel with the search for new electronic structure models and their extension to the cal-

culation of molecular properties as well as energies. This considerable effort has resulted in

many different classes of methods, each with their own merits and drawbacks. One way to

classify solvation approaches is through the choice of method for the treatment of the solvent

itself, since the solute must always be treated quantum mechanically in order to simulate

spectroscopic properties. Therefore, one can resort to either classical,1,10–19 quantum,2,20–26

or mixed classical/quantum27–31 methods, as well as adaptive QM/MM methodologies,32–34

for the treatment of the solvent, with the goal of including all relevant solute· · ·water inter-

actions at an amenable computational cost.4 An additional issue that must be tackled is the

fact that a solution is a dynamical system where the microsolvated environment of the solute

cannot be represented by means of a single solvent configuration, and is rather an ensemble

of many different structures. The correct simulation of any solute spectroscopic properties

should be based upon a proper sampling of the solute· · · solvent configurational landscape.35

For this purpose one may opt for a explicit sampling by means of a classical molecular

dynamcis (MD) simulation, from which a sufficient number of structures, also known as

“snapshots”, can be extracted, and the final spectrum is obtained by adding up the spectra

from each snapshot.4 Another type of approach may be based on the careful selection of

a limited number of minimum energy solute· · · solvent “clusters”, and the final spectrum is

then the free energy weighted average of the spectra computed from each of the clusters.36 It
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should be clear from this very brief discussion that the choice of solvation methods is indeed

quite vast, and the panoply of available options notwithstanding, there is a lack of system-

atic studies carefully comparing the performances of methods based on different paradigms.

In this work, we attempt to add to this discussion by comparing two very different types

of state of the art approaches for the simulation of electronic absorption spectra: a cluster

based method, and MD based polarizable QM/MM methods.4 In addition to the spectral

simulations, we offer a comprehensive picture of structural aspects, energies and bonding,

and their effects on the UV–Vis absorption spectrum, which we compute over structures ob-

tained from both structural samplings using polarizable continuum models3,37–42 (PCM), and

hybrid polarizable quantum mechanics/molecular mechanics (QM/MM) methods,15 based

on Fluctuating Charges (FQ) or Fluctuating Charges and Dipoles (FQFµ).4,10,43–47

In order to systematically explore the performances of the two approaches we select the

nitrite ion, NO−2 , as a case of study. This small inorganic molecule allows for a wide testing

of the methodologies thanks to the reduced computational cost, and is ideal for the purpose

of comparing absorption spectra thanks to its easily assigned electronic transition. Nonethe-

less, being an inorganic anion, this small systems still represents a challenge because it has

a diffuse electronic density whose interaction with the solvent environment can be arduous

to model.48

Due to is noxious impact in human health, NO−2 content is regularly monitored in ground-

water, wastewater, and water treatment plants by chromatography,49 electrochemistry50 and

spectroscopy techniques.51–62 Fittingly, the US Environmental Protection Agency (EPA) has

set a maximum nitrite level of 1.0 mg L−1 in drinking water,63 while the European Union

limits are one order of magnitude lower.64 Since nitrites in food and drinks play an important

role in human health, experimental protocols for their detection and accurate quantification

are highly desirable, nonetheless, present day techniques to characterize NO−2 in solution
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require complicated procedures.65 Several spectroscopic procedures are available to analyze

nitrites in aqueous solution using among others UV–Vis,52,53 and Raman.55 Although NO−2

can be directly detected with UV–Vis, the spectral signals overlap with those of NO−3 ,55,66

thus, a protocol for indirect detection of NO−2 is regularly used, which requires that samples

be processed via the Griess reaction, there, the solution suspected of containing nitrites is

treated with sulfanilic acid and naphthyl–1–amine in acidic medium, leading to the forma-

tion of a deeply colored red azo dye.

2 Methods

2.1 The structural problem

Sampling of the complex energy landscapes involved in the microsolvation of charged species

is a multilevel hard problem:67 there is the exponential growth of the number of local minima

that usually populate small energy windows within the corresponding global minimum, there

is the weak nature of the intermolecular interactions, and there is the problem of how to

accurately treat solvent effects. Here, we tackle the structural problem in two alternative

manners:

1. The B3LYP/6–311++G(d, p) optimized geometry of NO−2 was used to generate the

electrostatic potential needed to construct the GAFF68 force field to be used in molec-

ular dynamics simulations. Then, NO−2 was placed at the center of a cubic box, setting

the distances to the walls to 2.0 nm, and filling the available space with 4625 TIP3P69

water molecules. One water molecule was randomly replaced with a Na+ counterion.

Then, we used GROMACS 2020.370 to run duplicate 30 ns MD simulations under

the conditions68–76 summarized in Table S1 in the electronic supplementary material.

Equilibration occurred during the first few nanoseconds, thus, to guarantee represen-
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tative microstates of the equilibrated system, we took 200 snapshots during the final

20 ns of the trajectories and proceeded to calculate absorption spectra. Hydration

patterns were extracted using the TRAVIS package.77,78

2. We undertook systematic stochastic searches of the potential energy surfaces of the

[NO2 (H2O)x]− clusters with x = 1− 6. We used a simulated annealing procedure79,80

which contains a modified Metropolis test and quantum interaction energies, as imple-

mented in the ASCEC (ASCEC stands for the Spanish acronym Annealing Simulado

Con Enerǵıa Cuántica) algorithm.81–83

Brief description of ASCEC: The algorithm explores complex energy landscapes by

undertaking random walks of the corresponding configurational space. To completely

avoid structural bias, in our method, we start from the worst possible configuration,

in which the charged species and all solvent molecules are superimposed at the center

of a cubic box (we call this the initial big bang conditions). Following the original

algorithm developed by Metropolis et al.,79 this cubic box defines the physical space

available for the evolution of the system under the annealing conditions. ASCEC calls

an external program (Gaussian1684 in this particular work) to calculate the quantum

energy of every randomly generated structure, which is then the subject of a modi-

fied Metropolis acceptance test as follows: as usual, random structural changes that

result in lower energy conformations (∆E < 0) are accepted. However, if ∆E > 0,

the new structure is accepted if Φ(∆E) < P(∆E), where P(∆E) = exp(−∆E/kBT ) is

the temperature–dependent Boltzmann probability distribution function and Φ(∆E)

= |∆E/Ej|, j being the structure under evaluation. This criterion is more adequate

than the usual procedure of comparing P(∆E) to a randomly generated number in the

[0, 1] interval because under the latter, good structures may be randomly rejected and

bad structures may be randomly accepted.82,83 If neither test is satisfied, the move is

not accepted and the structure that originated the change is randomly modified again.
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Since only the accepted structures are changed, this procedure effectively amounts to

constructing a Markov chain of points in the configurational space.

A typical run of ASCEC requires the following information (See Table S2 in the elec-

tronic supplementary material for the specific annealing conditions): (i) a quenching

route (ii) the initial geometry in Cartesian coordinates (iii) the geometry of the box

(iv) the maximum initial number of structures to be evaluated before going to the next

temperature (v) the maximum allowed atom displacements, and (vi) a combination of

Hamiltonian or functional and basis set for energy calculations. Final equilibrium struc-

tures after multiple ASCEC runs and further optimization and characterization of the

candidate structures for each molecularity are reported at the B3LYP/6–311++G(d, p)

level. Binding energies are calculated as the difference between the energy of a partic-

ular cluster and the energies of the isolated components, in this way, negative binding

energies represent stabilizing interactions. The Counterpoise method85 was used to

correct for the basis set superposition error. Highly accurate interaction energies on

the DFT optimized clusters were calculated via the sophisticated DLPNO–CCSD(T)

method86,87 as implemented in the 4.2.1 version of ORCA.88 All optimization and

frequency calculations were carried out using the Gaussian16 suite of programs.84

2.2 Dissection of bonding interactions

To accurately describe the delicate interactions that keep the clusters representing microsol-

vated states of NO−2 as stable units is a complex theoretical problem. In this work, we use

the tools provided by the Natural Bond Orbitals (NBO89–91) and by the Quantum Theory

of Atoms In Molecules (QTAIM92–96). These are both well established analysis procedures

firmly rooted in quantum mechanics, which we use here to draw insight into the nature of

bonding interactions from the explicit microsolvated structures produced by the stochastic

search in the following ways:
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1. A number of QTAIM descriptors of the nature of intermolecular interactions are avail-

able after analysis of the topology of a given electron distribution. In particular, we

derive insight from the properties of bond critical points (BCPs, rc) of the electron

density, which are local extrema
(
~∇ρ (rc) = 0

)
with two negative and one positive

curvatures in a given bond path linking two atoms. In short, local properties of the

electron density at BCPs are related to the nature of the intermolecular interactions

in the following way:97–99

(a) ∇2ρ (rc) > 0 characterizes a local minimum in the electron density at rc, indicating

long range, weak interactions. ∇2ρ (rc) < 0 characterizes local maxima in the

electron density at rc, describing increasingly covalent interactions

(b) Accumulation of electron density: larger ρ (rc) is indicative of stronger, increas-

ingly covalent interactions

(c) Local kinetic energy densities G (rc) /ρ (rc) are everywhere positive and repul-

sive while local potential energy densities V (rc) /ρ (rc) are everywhere negative

and attractive. Accordingly, the sign of the total energy density H (rc) /ρ (rc) =

G (rc) /ρ (rc) + V (rc) /ρ (rc) reveals the local imbalance between the two terms

and therefore leads to H (rc) /ρ (rc) > 0 representing locally repulsive regions for

the electron interaction, which are associated to long range, weak interactions,

and to H (rc) /ρ (rc) < 0 representing locally attractive regions for the electron

interaction, which are associated to increasingly stronger interactions. The same

picture is afforded by a dimensional analysis: energy densities have the same units

as pressure, thus, locally positive total electron energies (positive pressures) push

electrons away from the BCP, towards the nuclei, describing long range interac-

tions, while locally negative total electron densities (negative pressures) describe

covalent bonds by virtue of sucking electrons from both nuclei towards the shared

BCP region. The total energy density for a given critical point, H (rc) /ρ (rc), is

often addressed as the bond degree parameter100
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(d) The local virial ratio offers a quantitative classification of intermolecular interac-

tions according to97,100 |V (rc)| /G (rc) > 2 ⇒ covalent, |V (rc)| /G (rc) ∈ [1, 2] ⇒

intermediate character, |V (rc)| /G (rc) ∈ [0, 1]⇒ long range, weak

2. We pinpoint and characterize the specific molecular orbitals in the NBO picture that

are responsible for the intermolecular interactions. We calculate orbital interaction

energies up to a second order of perturbation via

E
(2)
d→a = qd

|〈φd |F|φa〉|2

Ed − Ea

(1)

where 〈φa |F|φd〉 are the matrix elements representing the Fock operator in the basis

of molecular orbitals which donate (φd) charge in one fragment and accept (φa) charge

in the other. This quantity measures the deviation of a particular structure from a

localized pair–wise Lewis distribution of electrons in molecular orbitals and is directly

related to the strength of the interaction.101,102

All QTAIM related calculations were carried out using the AIMAll suite.103 All NBO

descriptors were drawn using the NBO 7.0 program104 as implemented in Gaussian16.84

2.3 Calculation of UV–VIS absorption spectra

Since one of the goals of this work is to develop a reliable computational protocol for accurate

calculation of absorption spectra of solvated ions, we added progressive levels of sophisti-

cation to our approach in the following manner: (i) we calculated absorption spectrum for

aqueous nitrite under the PCM model37–42 with no explicit waters (ii) we took the molecular

geometries obtained from the ASCEC search and calculated the corresponding spectra for

each bare cluster. In addition to the individual spectra, for every molecularity, we report

statistically weighted average spectra (iii) we repeated the previous item adding the solvent

under the Integral Equation Formalism (IEF) PCM model with default molecular cavities.
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We will address this method as ASCEC + PCM (iv) From each of the 200 frames drawn

from the MD calculations, we extracted a nano–droplet containing NO−2 at the center and

all water molecules within a 1.4 nm radius. (v) We computed the absorption spectra using

TD–DFT under QM/MM with just the central NO−2 ion as the quantum region; the classical

solvent was treated using a fluctuating charges (FQ) force field with Rick parameters105 and

another different parametrization.106 Fluctuating charges and fluctuating dipoles44 (FQFµ)

were used as well. This procedure has been used before in closely related systems and 1.4

nm was proven to accurately match experimental spectra in bulk samples of substantially

larger solutes.28 For all these FQ cases, Pauli repulsion effects,107,108 “rep”, were added. (vi)

We repeated item (v) expanding the quantum region to include the first solvation shells as

determined by the first peak of the radial distributions obtained from the MD runs. We will

call this solvation model QM/QMw/FQ in what follows.

In all (i−vi) cases we used Gaussian1684 to calculate UV–VIS absorption using TD–DFT

accounting for 12 excited states under the B3LYP/6–311++G(d, p) model chemistry. The

CAM–B3LYP functional was also considered. These combinations of functional/basis set

have proven to be accurate in this line of problems.109 Whenever needed, weighting factors

were obtained from a Boltzmann distribution of the isomers at each molecularity. Gaussian

functions and a FWHM of 0.4 eV (3226.17 cm−1) were chosen to plot the convoluted spectra.

We also analyzed the orbitals involved in the electronic transitions.

3 Results and discussion

Our MD calculations afforded radial distributions for the O←→H, N←→H distances as

shown in the left panel of Figure 1. Two well defined solvation shells are seen in the radial

distributions, one centered at ≈ 1.85Å and the other at ≈ 3.17Å in the O←→H curve. Notice
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that (i) the N←→H curve provides the exact same information, and (ii) the first solvation

shell indicates the lengths of the explicit solute· · · solvent hydrogen bonds resulting from the

MD simulations, thus the O· · ·H HBs are shorter than N· · ·H, hence the relative shifts of

the curves. Integrating the first bump and accounting for both runs reveals that the running

coordination number for the microsolvation of NO−2 is 4.95 (4.6 and 5.2 have been reported

in other works110,111). Similarly, there are 11.45 water molecules up to the second solvation

shell. From these results, following the protocol described in the Methods section, we show

in the middle panel an individual structure among the 200 randomly chosen frames needed to

compute the QM/MM absorption spectra considering the bare NO−2 as the quantum region.

An individual structure showing a quantum region comprising NO−2 and six water molecules

in direct contact with the solute is also shown in the right panel.

1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0
Distance (Å)

0.0

0.5

1.0

1.5

2.0

2.5

g(
r)

O=N=O - - - H
O2N - - - H

Figure 1: Left: radial distribution functions (RDFs) obtained from one MD run (CM5
charges71) simulating NO−2 in an aqueous environment. RDFs for MD runs using RESP72

charges are reported in Figure S1 in the ESI. Two individual structures among the 200
randomly chosen frames needed to calculate the QM/MM absorption spectra in each case
are shown. The case of the bare NO−2 quantum region is shown in the middle panel and the
case of the quantum region defined by six water molecules in direct contact with NO−2 is
shown in the right panel.

A considerable more detailed picture of the microsolvation of NO−2 is obtained from

the stochastic sampling of the potential energy surfaces of the [NO2 (H2O)x]− clusters with

x = 1−6. As listed in Table 1, a total of 269 well defined equilibrium structures were located

in this work (see the Electronic Supplementary Information for the corresponding geometries,

Cartesian coordinates, and properties). From this set, a smaller subset of representative
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structures, including in most cases the two lowest minima in each of the Gibbs free energy

(298.15 K, 1atm) PES and in the ZPE–corrected electronic PES is shown in Figure 2. The

associated energy quantities are listed in Table 2. The entire set of structures is depicted

in Figures S2, S3, S4, S5, S6, S7 of the electronic supplementary information. Energies

for all structures are available in Table S3 of the SI. It is worth noticing that compact

structures are favored in the electronic PES while the inclusion of entropy, temperature

and internal degrees of freedom in the Gibbs surfaces favors more open structures, this is

consistent with approaching the ideal gas conditions (no intermolecular interactions) when

temperature increases.

Table 1: Structural complexity of the B3LYP/6–311++G(d, p) potential energy surfaces
for the microsolvation of NO−2 with up to x = 6 explicit water molecules. All minima are
within ∆E, ∆EH , and ∆EG kcal/mol of the corresponding global minimum using the ZPE–
corrected electronic energies, Enthalpies (298.15 K, 1 atm), and Gibbs energies (298.15 K, 1
atm), respectively.

x Number of isomers ∆E ∆EH ∆EG

1 4 2.64 2.65 2.55
2 9 2.88 2.70 3.16
3 30 4.67 4.81 4.94
4 48 6.18 6.68 7.17
5 68 10.36 11.07 10.74
6 110 17.23 17.26 20.75

The first observation from Tables 1 and 2 and from the extended data in Table S3 in

the electronic supplementary information is that the [NO2 (H2O)x]− surfaces are heavily

populated within small energy windows, thus, because of the isomer populations, several

structures should have significant contributions to experimental observations. Case in point

is the experimentally measured sequential enthalpies of hydration, defined as the enthalpies

involved in the
[
NO2 (H2O)x−1

]−
+ H2O→ [NO2 (H2O)x]− reaction for each x. As shown in

Figure 3, the computed values accurately match the experimental data112 when the sequential

enthalpies are calculated assigning a weighted contribution from each isomer given by the

isomer population derived from a standard Boltzmann distribution.
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W1S1; ∆EG=0.00 W1S2; ∆EG=1.36 W1S4; ∆EG=2.55

∆E=0.00 ∆E=1.43 ∆E=2.64

W2S1; ∆EG=0.00 W2S2; ∆EG=1.25 W2S3; ∆EG=1.28 W2S4; ∆EG=1.75

∆E=0.00 ∆E=1.27 ∆E=1.97 ∆E=0.92

W3S1; ∆EG=0.00 W3S2; ∆EG=0.13 W3S3; ∆EG=0.94 W3S4; ∆EG=1.03

∆E=0.68 ∆E=0.83 ∆E=0.75 ∆E=0.00

W4S1; ∆EG=0.00 W4S2; ∆EG=0.41 W4S3; ∆EG=1.24 W4S4; ∆EG=1.63

∆E=0.36 ∆E=0.62 ∆E=0.00 ∆E=0.09

W5S1; ∆EG=0.00 W5S2; ∆EG=0.51 W5S20; ∆EG=3.50 W5S43; ∆EG=5.12

∆E=2.39 ∆E=2.58 ∆E=0.94 ∆E=0.00

W6S1; ∆EG=0.00 W6S2; ∆EG=0.51 W6S50; ∆EG=5.63

∆E=3.82 ∆E=3.97 ∆E=0.00

Figure 2: A small sample of the structural variety found in this work for the microsolvation
of NO−2 with up to six explicit water molecules at the B3LYP/6–311++G(d, p) level. Only
a few of the lowest energy structures in the Gibbs (∆EG kcal/mol with respect to the global
minimum) and in the ZPE–corrected electronic (∆E kcal/mol with respect to the global
minimum) potential energy surfaces are shown, see Figures S2, S3, S4, S5, S6, S7 in the
electronic supplementary information for the entire set. All QTAIM derived intermolecular
interactions are shown as dotted lines and a few illustrative examples of the nO → σ∗O−H and
nN → σ∗O−H orbital interactions stabilizing the clusters are shown.
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Table 2: Binding energies in kcal/mol and isomer populations (%χi) derived from Boltzmann
distributions of the isomer energies for the set of structures shown in Figure 2. B3LYP
ZPE corrections to the electronic energy are used when needed. We list electronic (E),
Counterpoise corrected for BSSE (ECP ), DLNPO–CCSD(T) (ECC), Enthalpy (H) and Gibbs
(G, room conditions) energies.

Structures −BE −BECP −BECC −BEH −BEG %χiE %χiH %χiG
W1S1 16.13 15.13 15.60 16.72 8.01 89.51 90.52 85.30
W1S2 14.69 14.05 14.41 15.24 6.65 7.95 7.40 8.60
W1S3 13.49 12.84 12.48 14.08 5.46 1.04 1.04 1.15
W2S1 28.57 26.90 28.26 29.49 12.64 66.87 53.00 74.90
W2S2 27.30 25.23 26.28 28.44 11.39 7.88 8.93 9.15
W2S3 26.60 25.10 26.23 27.34 11.36 2.39 1.41 8.59
W2S4 27.65 25.91 26.89 29.00 10.89 14.19 23.32 3.92
W3S1 38.59 35.96 37.88 39.94 15.16 7.58 4.04 27.90
W3S2 38.44 35.78 38.03 39.82 15.04 5.91 3.32 22.57
W3S3 38.53 36.15 38.18 40.09 14.22 6.77 5.26 5.67
W3S4 39.28 36.72 38.98 41.00 14.13 24.04 24.29 4.90
W4S1 48.50 45.30 48.02 49.96 17.75 5.49 1.42 46.46
W4S2 48.24 45.01 47.89 49.75 17.34 3.54 0.99 23.44
W4S3 48.85 45.38 48.32 50.91 16.51 10.02 7.05 5.76
W4S4 48.77 45.18 48.39 50.88 16.12 8.66 6.74 2.97
W5S1 57.05 52.95 56.49 58.83 18.92 0.69 0.04 34.97
W5S2 57.20 53.01 56.68 59.08 18.90 0.88 0.05 33.73
W5S20 58.51 53.67 57.94 61.74 15.42 8.04 4.86 0.10
W5S43 59.44 54.22 60.81 63.35 13.80 39.15 72.56 0.01
W6S1 65.30 60.33 64.62 67.33 20.28 0.12 0.00 56.99
W6S2 65.15 60.18 64.33 67.33 19.38 0.10 0.00 12.49
W6S50 69.12 62.63 70.63 73.70 14.65 78.73 90.76 0.00
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Figure 3: Sequential hydration enthalpies for NO−2 . Experimental Enthalpies of Hydration
are taken from Lee et al. 112

Notice that binding energies for [NO2 (H2O)x]− are quite similar to those obtained during

the microsolvation of NO−3 , another monovalent multiatomic anion, which run in the −15.25

to −73.53 kcal/mol range in going from x = 1 to x = 6 for the ZPE–corrected electronic en-

ergies,113 and are substantially smaller than the binding energies obtained for divalent SO−4 ,

which run in the −27.70 to −133.84 kcal/mol interval.114 Table 2 also shows that binding

energies are not too sensitive to the basis set superposition error (BSSE, maximum deviation

≈ 7%), as has been documented for other types of charged113 and neutral clusters.115,116 The

effect of dispersion is even smaller (compare the B3LYP and DLPNO–CCSD(T) columns in

Table 2). Notice that the experimental sequential hydration enthalpies in Figure 3 are ac-

curately reproduced without the need for BSSE corrections or dispersion.

It has been shown that formally charged species have a marked chaotropic effect in the sur-

rounding water to water hydrogen bonding network of the solvent molecules.67,98,113,114,117–126

Fittingly, in our particular case, Figure 4 shows that under the influence of the formal charge
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in NO−2 , not all hydrogen bonds are the same: there are at least two types of H2O· · ·H–O–

H interactions (two blue peaks in the right panel) centered at ≈ 1.82 and 2.01 Å, a stark

contrast to pure water tetramers,82 pentamers,127 hexamers128 and heptamers,129 where hy-

drogen bonds are homogeneously center around ≈ 1.97 Å, precisely the distance obtained for

the hydrogen bond in the water dimer at the same level of this study. Under the premise that

for the specific hydrogen bonds stabilizing the title clusters, an intuitive inverse relationship

between bond length and strength holds (see below for a formal analysis of the strength of

the interactions), Figure 4 hints at a hierarchy of interaction strength established by the

following scale: O=N=O· · ·H–O–H (1.79 Å) > H2O· · ·H–O–H (1.82 Å) > O2N· · ·H–O–H

(1.89 Å) > H2O· · ·H–O–H (2.01 Å).
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Figure 4: Radial distribution functions for hydrogen bond distances in the microsolvation of
NO−2 with up to six explicit water molecules at the B3LYP/6–311++G(d, p) level. The purple
line in the left panel shows all O· · ·H hydrogen bonds, which are split into O=N=O· · ·H
and H2O· · ·H–O–H in the right panel.

3.1 Bonding

As in previous studies,130 our results show that only three distinct types of hydrogen bonds

are at play stabilizing the clusters: O=N=O· · ·H–O–H, H2O· · ·H–O–H, and O2N· · ·H–

O–H, whose relative strengths have been broadly categorized based on the length of the

corresponding set of HBs. We offer next a more detailed dissection of the intermolecular

bonding interactions. For all bond critical points representing intermolecular hydrogen bonds
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in this work ∇2ρ (rc) > 0, thus, item 1(a) in section 2.2 indicates that in a general sense

all intermolecular contacts are to be characterized as weak, long range. Figure 5 plots the

distributions of all other AIM descriptors along the found ranges of values. The chaotropic

effect of the formal charge on the solvent hydrogen bonds is clearly seen in the splitting of the

H2O· · ·H–O–H curves in all cases: two well defined peaks in the densities plot and distinctive

shoulders in the virial ratios and in the energy densities. Furthermore, taking the properties

of the hydrogen bond for the isolated water dimer (W2) as reference, a sensible charge

induced strengthening of the HBs in the solvent is systematically seen from all plots as (i) a

second peak with larger accumulations of electron densities (ii) an increase in the virial ratio

with respect to W2, and (iii) smaller bond degree parameters. Interestingly, the three factor

combination of large electron densities, negative total energy densities, and virial ratios larger

than 1 suggests that a sizable number of solute←→solvent and solvent←→solvent contacts

should actually be characterized as strong hydrogen bonds without reaching covalent status

despite the negative bond degree parameters.97

The QTAIM plots offer some additional subtle interesting details: notice that accord-

ing to the trends to the right of the virial ratios and BCP densities plots and to the left

of the bond degree parameter plot, the strength of the interactions follows the established

O=N=O· · ·H–O–H > H2O· · ·H–O–H > O2N· · ·H–O–H > H2O· · ·H–O–H hierarchy, which

for the most part determines relative cluster stability, however, the intermediate sections of

the plots show that, away from the strongest interactions, the strengths of the three types of

contacts are actually quite competitive. This result is fully consistent with previous studies

for the microsolvation of NO−3 by Acelas and coworkers113 and by Pathak et. al.131 where

this competition between different charge assisted interactions was rationalized in terms of

the available charges and static and dynamic polarizabilities.

The NBO picture of bonding interactions is fully consistent with the information drawn

from the AIM descriptors. That is,
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Figure 5: Distributions of QTAIM descriptors of the strength of intermolecular hydrogen
bonds in the microsolvation of NO−2 with up to six explicit water molecules (all 269 equi-
librium structures are included). Dashed vertical lines indicate the values obtained for the
reference hydrogen bond in the isolated water dimer. Vertical solid lines represent the rigid
|V| /G = 1.0 and H/ρ = 0 boundaries established in section 2.2. The bottom right panel

shows the distributions of orbital interaction energies given by −E(2)
d→a > 3.0 kcal/mol (Eqtn.

1) for the corresponding bond critical points.
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1. The three intermolecular contacts are well characterized by the following charge as-

sisted hydrogen bonds arising from donor → acceptor orbital interactions:

(a) O=N=O· · ·H–O–H are due to nO → σ∗O−H (structure W1S1 in Figure 2)

(b) O2N· · ·H–O–H are due to nN → σ∗O−H (structure W1S3 in Figure 2)

(c) H2O· · ·H–O–H are due to nO → σ∗O−H (structure W2S4 in Figure 2)

2. The chaotropic effect of the formal charge in the hydrogen bond network among water

solvents is seen in the splitting into two peaks of the orbital interaction energies with

most of the energies close to the reference isolated water dimer but with a sensible

number of strengthened contacts collected in the smaller peak to the right with higher

energies

3. As in QTAIM, all intermolecular contacts are characterized by NBO as long range

as well because without exception, fragment to fragment interaction is described by

φd → φa orbital interactions with no formation of bonding σ orbitals between the two

molecules

4. The competition between the three specific types of contacts in the regions away from

the strongest interactions is also clearly seen

We point out that as in the microsolvation of other charged species,114,118,122 Figures S2-

S7 and the set of Cartesian coordinates provided in the electronic supplementary material

indicate that the chaotropic effect of the formal charge leads to situation where partial

dissociation of water molecules is attained. This is quite interesting from the perspective of

chemical bonding because it transcends the classical classifications of chemical bonds and

long range interactions and shows that equilibrium structures with partial bonds may be

found in nature. Notwithstanding their high relative energy and thus their small statistical

weight and small contributions to macroscopic properties, those structures are included in
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the calculation of ASCEC derived spectra, which, as discussed below, afford outstanding

matchings to experimental measurements.

3.2 Spectra

The electronic structure of isolated NO−2 was experimentally established in 1957 by Sid-

man.61 In Figure 6, we report a pictorial representation of the significant molecular orbitals

of isolate NO−2 as calculated at the B3LYP/6-311++G(d,p) level, and we assign them by

following the nomenclature provided in Ref. 61.

Aqueous nitrite has been characterized using UV–Vis absorption spectra.51,55–62 Exper-

imental conditions (temperature, pressure) seem to have little effect on the quality of the

signals, however, concentration and the presence of external agents in the analyte (counte-

rions, etc.) pose a greater challenge, considerably affecting both the position and intensities

of the bands. A summary of the most relevant features of the spectra is presented in Table 3.

Table 3: Summary of experimental features and conditions for the UV–Vis absorption spectra
of aqueous NO−2

Source λmax (nm) Concentration

Aluker et al. 51
210 0.1 – 200 mg/L
355 20 – mg/L

Ianoul et al. 55 210 7 ×10−5 M
Opländer and Suschek 56 340 – 360 band 2.5 ×10−2 M

Thomas and Brogat 57 212.8 10.6 mg/L
353.9 3007 mg/L

Zuo and Deng 58 354 weak band
5 ×10−3 – 4 ×10−2 M

292 weak shoulder
Mizuno et al. 59 210 1.8 ×10−4 M
Friedman 60 211 7 ×10−5 – 6 ×10−3 M

In order to assess the reliability of the various computational approaches used in the

present work, we take as reference the experimental spectra reported by Thomas and Bro-

gat,57 and in particular the intense band at 212.8 nm, and the weak band at 353.9 nm.
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Molecular Orbital Isolated NO−
2 ASCEC Cluster ASCEC Cluster + PCM QM/QMw/FQ

π∗

nN

nO2

π2

π1

Figure 6: Molecular orbitals involved in UV–Vis transitions, for the isolated NO−2 , for the
global minimum of the PES for NO−2 (H2O)6 and for a randomly selected snapshot extracted
from the MD and used in the case of the QM/QMw/FQ approach. In the QM/QMw/FQ
snapshot, the MM water molecules are not shown. Isovalue= 0.02.
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A preliminary analysis performed on the results obtained by modelling the aqueous en-

vironment by means of PCM indicates that the intense 212.8 nm band is attributed to

π2 → π∗ transition from the bare ion (see Figure 6 for notation) with small contributions

from nO2 → π∗ and nO1 → π∗. Similarly, the weak 353.8 nm band is attributed to nN → π∗

transition. By exploiting the microsolvated NO−2 cluster (Figure 6) approach, we notice that

these bands involve non–negligible contributions from transitions between MOs spanned also

in the water molecules: nN → π∗ for the weak 353.9 nm band and nO2 → π∗, π2 → π∗, for

the intense 212.8 nm band. Not only do these transitions from cluster orbitals help ratio-

nalizing the spectrum, we argue that including them is the only way of ensuring an actual

match to the experimental data, therefore, a rigorous exploration of the PESs corresponding

to microsolvation is the way to go.

Table 4 lists the computed and experimental data for the absorption spectra of nitrite in

aqueous media. Figure 7 displays the corresponding spectra for the different solvation models

analyzed in this work. The top left panel of Figure 7 shows that the spectrum of isolated

NO−2 under the continuum solvent (QM/PCM, dashed red line) cannot properly model the

experimental data. Since the inclusion of explicit water molecules is mandatory to accurately

model solvation in this system, we present next the results for the full QM clusters and for the

atomistic QM/MM approaches. Overall, B3LYP does an outstanding good job reproducing

the experimental spectra, hence, in what follows, we will only discuss the B3LYP data and

place all remaining CAM–B3LYP results in the electronic supplementary material, see Table

S5 and Figure S8.
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Table 4: Calculated spectral features for solvated NO−2 using the 6–311++G(d, p) basis
set under various methodologies (see section 2 for methods and notation). Experimental
λmax = 353.9 (weak), λmax = 212.8 nm (intense) as reported by Thomas and Brogat 57 for
10.6 and 3007 mg/L, respectively. x, the number water molecules in direct contact with
NO−2 and Wt, the total number of water molecules surrounding the solute, are included

Sampling Solvation model x Wt
B3LYP

mg NO−2 /L sln
n→ π∗ π → π∗

λmax,1 λmax,2

Isolated NO−2 PCM 371.10 196.44

ASCEC Gas phase cluster

1 1 346.59 191.49
2 2 365.59 194.83
3 3 360.69 230.23
4 4 357.01 215.49
5 5 355.17 198.82
6 6 356.40 198.82

ASCEC Cluster + PCM

1 1 373.55 230.61 2.54
2 2 368.04 217.06 1.27
3 3 365.59 218.13 0.85
4 4 359.46 212.41 0.64
5 5 357.01 215.63 0.51
6 6 357.01 211.34 0.42

MD QM/FQa 414 337.27 180.51 6.15 ×10−3

MD QM/FQa+rep 414 346.98 168.35
MD QM/FQb 414 338.07 177.12
MD QM/FQb+rep 414 347.95 167.67
MD QM/FQFµ 414 337.72 178.70
MD QM/FQFµ + rep 414 347.71 169.03
MD QM/QMw/FQa 7 414 352.86 189.32
MD QM/QMw/FQa 11 414 352.86 199.76
MD QM/QMw/FQa 16 414 353.11 208.51

3.2.1 ASCEC derived spectra

Table 4 and Figure 7 compare the experimental57 against the calculated spectra for the con-

figurations drawn from the structural sampling using the ASCEC algorithm for [NO2 (H2O)x]−,

x = 1 − 6 (see section ?? above). Standard Boltzmann distributions of the isomers were

used to assign weighting factors in the statistically averaged spectra for each molecularity,

namely, rather than just calculating the spectra using only the global minimum in each case,
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Figure 7: Experimental57 (solid black line) and computed (dashed lines) spectra for aqueous
nitrite. See section 2 for details of the calculations. There is no experimental information to
the left of the vertical solid lines. An inset showing the structure of the low intensity 353.9
nm band is also provided. See Table 4 for the experimental and simulated concentrations.
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contributions from all isomers are properly accounted.

From the comparison between experiment and computations, it is clear that both ASCEC

derived spectra (bare cluster and cluster + PCM) recover the qualitative features of the ex-

perimental spectra. Nevertheless, there is an unsatisfactory quantitative agreement between

the calculated spectra for bare gas phase clusters (dashed green lines) and the experimental

(solid black lines) results for all molecularities for the 212.8 nm band. Conversely, for the

same 212.8 nm band, as the number of explicit water molecules increases, the quantitative

agreement between the cluster + PCM spectra (purple dashed lines) systematically improves

to the point that impressive matches are obtained for x ≥ 5. The weak 353.9 nm band seems

not as sensitive to including the solvent via PCM with both spectra showing good quanti-

tative agreement in λmax which again improves as x grows. From the above observations,

x = 6 seems more than adequate to reproduce the qualitative and quantitative features of

the experimental spectra.

3.2.2 MD derived spectra

In parallel with the full QM spectra, an atomistic QM/MM approach, coupled to molecu-

lar dynamics (MD) simulations, was also examined for simulating the electronic absorption

spectrum of solvated nitrite. Plots of the MD derived spectra are depicted in Figure 7 and

the wavelengths for the maxima of the absorption bands are listed in Table 4. The MM

portion was treated by using the Fluctuating Charge (FQ)4,43 or Fluctuating Charge and

Fluctuating Dipoles (FQFµ) force fields.44,45 Two different parametrizations were exploited

in case of QM/FQ calculations, named FQa from105 and FQb from.106 In both approaches,

the mutual QM–MM polarization effects are taken into account. Pauli repulsion contri-

butions (named +rep) were also considered by using the model developed by some of the

present authors.107,132
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Several tests were conducted in order to choose the best computational protocol in

QM/MM simulations. To this end, different solute charges (RESP72 vs CM571) and different

sphere radii were used. We first note that the position of the n→ π∗ band slightly redshifts

up to 3 nm going from CM5 to RESP charges (see Table S4 in ESI). Such a difference may be

attributed to shorter N· · ·H distances obtained from MD runs using RESP charges (Figure

S1 in the ESI), thus directly affecting the nitrogen lone pair involved in the considered tran-

sition. Similarly, the size of the sphere does not have an impact on the vertical excitation

energies, yielding similar results when moving from 14 Å to 18 Å , i.e. when a higher num-

ber of MM water molecules is accommodated within the sphere (414 vs. 864). Therefore,

the QM/MM results can be considered at convergence with respect to the size of the droplet.

In all evaluated cases, the polarizable QM/FQ scheme provided excitation energies that

differ from the experimental values, even though the inclusion of the Pauli repulsion term in

the QM/MM interaction energy moves the position of the n → π∗ band in the right direc-

tion, while wrongly shifting the π → π∗ band to shorter wavelengths. The same comment

is valid also when the electrostatic interactions are refined through the inclusion of polariz-

able dipoles in the MM portion (see QM/FQFµ results). It is worth mentioning that when

the solvation phenomenon is modelled via QM/FQ(Fµ), both electrostatic and polarization

contributions are taken into account. When Pauli repulsion effects are also included, the

interactions described by the QM/classical approach do not, in principle, differ from those

treated at the full QM level in the ASCEC sampling, since dispersion effects are not taken

into account by both methods. However, the polarizable QM/FQ(Fµ) + rep results differ

from the ASCEC computed data, which for this particular problem provide a better repro-

duction of the experimental spectrum.

To justify the differences between the QM/MM and ASCEC results, we follow recent

works108 and include in the QM region of the QM/MM modeling, all the water molecules
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that are closest to NO−2 . As listed in Table 4, radial distribution functions (Figure S1 in

the ESI) afford 7, 11, 16 solvent molecules for the first, second, and third solvation shells

respectively. Therefore, such water molecules were used to define the quantum region in the

QM/QMw/FQa calculations. Under this approach, the computed vertical excitation energies

shift systematically closer to the experimental values. In fact, the π → π∗ band redshifts

from 189.32 (x = 7 W) to 199.76 (x = 11 W) to 208.51 nm (x =16 W). The systematic

improvement of the results may be explained by analyzing the molecular orbitals involved in

the main transitions. In Figure 6, five selected molecular orbitals of the global minimum for

NO−2 (H2O)6 found with the ASCEC method are depicted along with the same orbitals for a

randomly selected snapshot extracted from the MD and used in the case of the QM/QMw/FQ

approach. By taking a look at the MOs in the full QM cases, it is clear that charge transfer

between solute and solvent is an active component of molecular orbitals contributing to the

212.8 nm band, thus implying that the orbitals involved belong not just to the nitrite but also

to the nearest water molecules. In view of the above findings, it is clear why the inclusion

of Pauli repulsion effects deteriorated the agreement with the experimental findings for the

212.8 nm band. Finally, we conclude that the inclusion of solute↔solvent charge transfer

(CT), which are not yet introduced in any QM/classical model, is mandatory for the correct

description and reproduction of the experimental spectra of nitrite ion in aqueous solution.

Notice that other works have focused on the calculation of X–ray absorption spectra of

solvated aqueous NO−2 , using QM/MM with the quantum region calculated at the semi–

empirical PM3 level and the classical region under the Amber force field with 90 and 550

water molecules.133 Similarly to our results, their calculated spectra reproduced the exper-

imental measurements for nitrate and nitrite after transferring the closest water molecules

from the classical to the quantum region. Fittingly, they also found that the orbitals in the

water molecules are involved in the electronic transitions determining the absorption spec-

tra, again in agreement with our findings. Remarkably, the QM/MM approach used in the
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present work substantially differs from that exploited in Ref. 133 because in the latter the

QM region is described at a lower level of theory through a semi-empirical method, while the

MM portion is treated by means of a standard non-polarizable force field. The polarization

of the MM portion can be particularly crucial for the calculation of spectroscopic proper-

ties because it results in specific terms entering the response equations of the system. In

addition, in our approach, the interaction between the QM and MM regions is not limited

to electrostatics, but also includes Pauli repulsion effects explicitly dependent on the QM

density. Such interactions seem not to be particularly relevant for the reproduction of the

experimental spectrum, however they help identify and dissect the origin of the experimental

signal in terms of the solute-solvent interactions: since the QM/FQ(Fµ)+rep model includes

all but charge-transfer effects which are instead present when some water molecules are in-

cluded in the QM system, they evidently play a critical role. Finally, we notice that the

theoretical modelling of core-excitations presents some difficulties and peculiarities which

are not present in calculations of valence transitions, therefore conclusions about valence

excitations may not necessarily be immediately transferable to core excitations.

4 Summary and conclusions

A study of the absorption spectra of aqueous NO−2 under different approaches is presented

in this work. Our analysis shows that in order to accurately reproduce experimental results

it is necessary to rigorously sample the quantum potential energy surfaces for microsolvation

of NO−2 with at least five explicit water molecules and then calculate the absorption spec-

trum of the clusters embedded in a continuum solvent accounting for the statistical weighted

contributions of individual isomers. We address this procedure as ASCEC + PCM. An

alternative computational strategy, affording equally outstanding matches against the ex-

perimental results involves running MD simulations with classical potentials on systems

with large numbers of water molecules and then calculating QM/MM spectra where the QM
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region is defined by all water molecules contained up to the third solvation shell, while the

MM region can be safely modeled by classical waters. However, despite the excellent spectra,

compared against the samplings of the microsolvation PESs, the snapshots extracted from

MD simulations require a larger number of explicit water molecules in the QM region (up to

16), do not provide the well defined minima in the quantum PES needed for the calculation

of vibrational frequencies.

We expect the ASCEC + PCM combination to be of general applicability to model ab-

sorption spectra of negatively charged species with the proper variation on the number of

explicit quantum waters depending on the particular problem. Because of the outstanding

reproduction of the absorption spectra of aqueous nitrite, and of the experimental sequential

hydration enthalpies, which in fact validates the configurational sampling, we expect this

methodology to provide the configurations needed to obtain vibrational spectra, as well as

mixed electronic-vibrational properties such as resonance Raman spectra, whose calculations

are underway in an effort to develop a computational methodology to guide the experimental

detection and quantification of NO−2 in aqueous samples that may include other contami-

nants, effectively eliminating all intermediate separation and isolation steps from present day

analytical protocols.
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dahl, E. GROMACS: High Performance Molecular Simulations through Multi-Level

Parallelism from Laptops to Supercomputers. SoftwareX 2015, 1-2, 19–25.

(71) Marenich, A. V.; Jerome, S. V.; Cramer, C. J.; Truhlar, D. G. Charge Model 5: An

Extension of Hirshfeld Population Analysis for the Accurate Description of Molecular

Interactions in Gaseous and Condensed Phases. J. Chem. Theory Comput. 2012, 8,

527–541, PMID: 26596602.

(72) Bayly, C. I.; Cieplak, P.; Cornell, W.; Kollman, P. A. A well-behaved electrostatic

potential based method using charge restraints for deriving atomic charges: the RESP

model. The Journal of Physical Chemistry 1993, 97, 10269–10280.

(73) Bussi, G.; Donadio, D.; Parrinello, M. Canonical sampling through velocity rescaling.

J. Chem. Phys. 2007, 126, 014101.

(74) Parrinello, M.; Rahman, A. Strain fluctuations and elastic constants. J. Chem. Phys.

1982, 76, 2662–2666.

(75) Darden, T.; York, D.; Pedersen, L. Particle mesh Ewald: An Nlog(N) method for

Ewald sums in large systems. J. Chem. Phys. 1993, 98, 10089–10092.

(76) Berendsen, H. J.; Van Gunsteren, W. F. Practical algorithms for dynamic simulations.

Molecular-dynamics simulation of statistical-mechanical systems 1986, 43–65.

(77) Brehm, M.; Kirchner, B. TRAVIS - A Free Analyzer and Visualizer for Monte Carlo

38



and Molecular Dynamics Trajectories. Journal of Chemical Information and Modeling

2011, 51, 2007–2023, PMID: 21761915.

(78) Brehm, M.; Thomas, M.; Gehrke, S.; Kirchner, B. TRAVIS—A free analyzer for tra-

jectories from molecular simulation. The Journal of Chemical Physics 2020, 152,

164105.

(79) Metropolis, N.; Rosenbluth, A. W.; Rosenbluth, M. N.; Teller, A. H.; Teller, E. Equa-

tion of State Calculations by Fast Computing Machines. The Journal of Chemical

Physics 1953, 21, 1087–1092.

(80) Kirkpatrick, S.; Gelatt, C. D.; Vecchi, M. P. Optimization by Simulated Annealing.

Science 1983, 220, 671–680.
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(99) Gómez, S.; Ramı́rez-Malule, H.; Cardona-G, W.; Osorio, E.; Restrepo, A. Double-

Ring Epimerization in the Biosynthesis of Clavulanic Acid. The Journal of Physical

Chemistry A 2020, 124, 9413–9426, PMID: 33135896.

(100) Espinosa, E.; Alkorta, I.; Elguero, J.; Molins, E. From weak to strong interactions:

A comprehensive analysis of the topological and energetic properties of the electron

density distribution involving X–H· · ·F–Y systems. J. Chem. Phys. 2002, 117, 5529–

5542.

(101) Reed, A. E.; Weinhold, F. Natural bond orbital analysis of near-Hartree–Fock water

dimer. J. Chem. Phys. 1983, 78, 4066–4073.
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