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Abstract
Peace is a principal dimension of well-being and is the way out of inequity and
violence. Thus, its measurement has drawn the attention of researchers, policymakers,
and peacekeepers. During the last years, novel digital data streams have drastically
changed the research in this field. The current study exploits information extracted
from a new digital database called Global Data on Events, Location, and Tone (GDELT)
to capture peace through the Global Peace Index (GPI). Applying predictive machine
learning models, we demonstrate that news media attention from GDELT can be used
as a proxy for measuring GPI at a monthly level. Additionally, we use explainable AI
techniques to obtain the most important variables that drive the predictions. This
analysis highlights each country’s profile and provides explanations for the
predictions, and particularly for the errors and the events that drive these errors. We
believe that digital data exploited by researchers, policymakers, and peacekeepers,
with data science tools as powerful as machine learning, could contribute to
maximizing the societal benefits and minimizing the risks to peace.

Keywords: Well-being; Peace; News; Global Peace Index; GDELT; Explainable AI;
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1 Introduction
The global challenges regarding people’s well-being in today’s society are manifold. In a
major attempt to face them, the Sustainable Development Goals (SDGs) were introduced
by the United Nations (UN) Conference on Sustainable Development in Rio de Janeiro in
2012. The objective was to set universal and measurable dimensions to ensure high levels
of well-being for everybody. Considering that well-being is a vague and multi-dimensional
concept, it cannot be captured as a whole but through a set of health, socio-economic,
safety, environmental, and political dimensions [1, 2]. The United Nations Development
Programme (UNDP) embodies these dimensions into 17 SDGs such as “Good Health and
Well-Being”, “No Poverty”, and “Reduced inequalities” [3–5].

A crucial development is the inclusion of the SDG for “Peace, Justice, and Strong Institu-
tions”, considering that armed violence is on the rise and it is challenging to prevent it [6].
Since 2011, at least 100,000 people have been killed in deadly conflicts, with the majority
of them in Afghanistan, Iraq, and Syria. Although the rate of major wars declined over the
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past decades, the number of civil conflicts and terrorist attacks increased in the last few
years, even in developed countries [7].

Governments and the international community often have little warning of abrupt
changes in peace and safety, while the war expenses for the war-torn countries weaken
their economies. For example, since 1996, the Democratic Republic of Congo has spent
on war almost one-third of its gross domestic product [8]. It is hence not surprising that
the Expert Panel on Technology and Innovation in UN Peacekeeping recognizes the im-
portance of harnessing the data revolution for the benefit of the international community
and peace [9]. In line with the aforementioned, scientific evidence confirms the critical
role of AI in accomplishing the SDGs, including the objective for peace [10].

Unfortunately, the use of big data and AI to foster research in the peace and safety field
is still at the very beginning [7, 11]. The world’s leading measurement of national peace,
i.e., the Global Peace Index (GPI), produced by the Institute for Economics and Peace [12],
is captured by institutional surveys and governmental data, which are usually expensive,
time-consuming, hard to collect, and could have a lag of up to two or three years [2].

The objective of this study is to demonstrate that a powerful peace index such as GPI
[13] can be estimated with the use of AI at a higher time-frequency as compared to the
annual GPI score. To tackle this task, we exploit machine learning and news media at-
tention from a digital data source called GDELT [14] as a proxy for estimating and fore-
casting GPI. News media records generally describe a variety of subject domains (e.g.,
economic events, political events) and represent a wide range of targets (e.g., opposing
politicians) [15]. Considering that GDELT is a free access database updated daily, it can
contribute to the monthly estimation of GPI as compared to the real annual GPI. Besides,
GPI through GDELT is produced at a low cost and time-efficient way compared to the
traditional methodology.

Our results demonstrate that GDELT variables are a good proxy for measuring GPI at a
monthly level. In particular, our models exploit the information from GDELT to provide
GPI predictions. We perform our analysis for all countries around the world. There are
country models that show high performance, such as the United Kingdom and Yemen,
countries that show medium performance, such as Chile and Libya, and others that show
low performance, such as Estonia and Cyprus. The reasons for the low model’s perfor-
mance could be various, such as the under- or over-representation of some countries
through the GDELT news [16].

In this paper, which expands our previous studies [17, 18], we produce GPI estimates
from 1-month-ahead up to 6-months-ahead, conduct the analysis using additional ma-
chine learning models, and apply explainable AI techniques to analyze the behavior of
high performance models in-depth. Furthermore, we include 12 more recent data points
in our analysis, i.e., from April 2019 to March 2020.

To understand better the drivers of the predictions, we use explainable AI techniques
[19–21] to identify the relationships between the GDELT variables and peace, and ex-
plain the models’ behavior. This analysis allows us to unveil each country’s profile. For
example, the most important variables for the United States, such as “Express intent to
settle dispute” and “Employ aerial weapons”, indicate a powerful country in military, socio-
economic, and political terms. In contrast, the most important variables for Iceland, such
as “Praise or endorse” and “Accede to requests or demands for political reform”, denote a
peaceful country.
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Frequent estimation updates of the GPI score through the GDELT database could flag
conflict or war spots months in advance by revealing considerable month-to-month peace
fluctuations and significant events that would be otherwise neglected. Consequently, our
research could be beneficial to peacekeeping organizations, such as the UN and its agen-
cies, to organize early interventions. In addition, it could be valuable to policymakers to
apply adequate policies to prevent detrimental societal effects and contribute effectively
to lasting peace.

2 Related works
Although peace is a central concept for the global community and peacekeepers strive for
its maintenance, it has not a clear definition up to date. Thus, researchers are not eas-
ily guided in measuring peace and creating relevant indicators. GPI, the world’s leading
measurement of national peace, investigates the extent to which countries are involved in
ongoing domestic and international conflicts and seeks to evaluate the level of harmony
or discord within a nation. GPI is constructed from 23 indicators that broadly assess what
might be described as safety and security in society (detailed list of indicators in Supple-
mentary Note 1 (see Additional file 1)) [12].

Similarly to other peace-related measures [22–24], GPI is captured by official data. Con-
sidering the limitations of the official data and the composite index of 23 indicators, it is
difficult to have frequent peace updates. Therefore, as conflicts and violence become in-
creasingly complex, policymakers and peacekeepers search for novel approaches to tackle
the growing challenge. Big data and AI are potential tools to measure peace-related indi-
cators, produce early warnings of peace changes, and complement estimates from official
data.

Social media, such as Twitter, are primarily used to assess public safety, external con-
flicts, foreign policy, and migration phenomena, as they render individuals’ online activ-
ities accessible for analysis. Given this enormous potential, researchers use social media
data to predict crime rates or detect the fear of crime [25–28] and to track civil unrest
and violent crimes [29–33]. Similarly, Twitter data are used to study early detection of the
global terrorist activity [34], military conflicts in Gaza Strip [35, 36], and foreign policy
discussions between Israel and Iran [37]. In addition, social media data are useful in es-
timating turning points in migration trends [38], and stocks of migrants [39, 40]. Finally,
researchers have created a French corpus of tweets annotated for event detection, such as
conflict, war and peace, crime, and justice [41].

Many researchers use mobility data, such as mobile phone records and GPS traces [42–
46] in combination with traditional data, to predict and prevent crime [47–51], compare
how the different factors correlate with crime in various cities [52]. Moreover, researchers
combine social media data with phone records to infer migration events [53–57] and use
GPS data, combined with subjective and objective data, to study perceived safety [58].

Additionally, the volume and momentum of web search queries, such as Google Trends,
provide useful indicators of periods of civil unrest over several countries [59, 60], and
contribute to capturing a decline in domestic violence calls per capita when immigration
enforcement awareness increases [61].

Crowdsourced data are used to map violence against women [62], for police-involved
killings [63], for analyzing the international crisis between India and Pakistan for the dis-
pute over Kashmir [64], for preventing crime events, and emergencies [65], and for cap-
turing the fear of crime [66].
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Recently, researchers have started exploring remote sensing data, such as satellite im-
ages, to map refugee settlements [67, 68] and to study ethnic violence [69], humanitarian
crises [70], and conflicts, particularly in zones where field observations are sparse or non-
existent [68].

Finally, researchers combine conflict-related news databases such as ACLED [71] with
other official data to capture peace indicators and measure conflict risks [72, 73], to
demonstrate the relatively short-term decline in conflict events during the COVID-19
pandemic [74], and to create political violence early-warning systems [75]. They also com-
bine the Arabia Inform [76] with official data to extract variables for generating military
event forecasts [77].

GDELT is a major news data source that describes the worldwide socio-economic and
political situation through the eyes of the news media, making it ideal for measuring well-
being and peace [14]. GDELT is mainly used to explore social unrest, protests, civil wars
and coups, crime, migration, and refugee patterns. Many researchers explain and predict
social unrest events in several geographic areas around the world, such as in Egypt [78],
Southeast Asia [79], the United States [80], and Saudi Arabia [81]. Other researchers rec-
ognize social unrest patterns in India, Pakistan, and Bangladesh [82], and reveal the causes
and evolution of future social unrest events in Thailand [83]. GDELT is a valuable source
of data for the detection of protest events [84] and violence-related social issues [85], as
well as for detecting and forecasting domestic political crises [86]. It is also used for the
exploration of severe internal and external conflicts, such as the Sri Lankan civil war, the
2006 Fijian coup [87], and the Afghanistan violence events [88]. Additionally, it helps in
understanding the direct cooperative and conflictual interactions among China, Russia,
and the US since the end of the Cold War [89]. Also, GDELT is used to study activities
of political nature influencing or reflecting societal-scale behavior and beliefs [90]. Lastly,
news data from GDELT are combined with other data sources, such as socio-economic
indicators [91], refugee data [92], and housing market data [93], Google Trends, and of-
ficial migration data [94], to analyze and produce short and medium-term forecasts of
migration patterns.

Our paper differs from previous work in two important aspects. First, our models har-
ness GDELT with machine learning techniques to estimate a composite peace index as
GPI, covering domestic and international conflicts, safety and security, migration phe-
nomena, etc. The wide variety of GDELT event categories can cover most GPI indicators.
Second, we perform our analysis at a global scale to study peace over all countries in the
world.

3 Methodology
This section describes the data used in our study, the models used to produce the GPI
estimates, the training strategy adopted, and the SHAP methodology applied to interpret
the models’ predictions. We provide the data and the code of our study for reproducibility
in https://github.com/VickyVouk/GDELT_GPI_SHAP_project [95].

3.1 GPI data
GPI [13] ranks 163 independent states and territories according to their level of peace,
and it was created by the Institute for Economics & Peace (IEP). GPI data are available
from 2008 until 2020 at a yearly level (GPI report 2020 [12]). The score for each coun-
try is continuous, normalized on a scale of 1 to 5, where the higher the score, the less

https://github.com/VickyVouk/GDELT_GPI_SHAP_project
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peaceful a country is. For example, in 2019, Iceland was the most peaceful country with
GPI = 1.072, whereas Somalia was the least peaceful country with GPI = 3.574. The index
is constructed from 23 indicators related to Ongoing Domestic and International Conflict,
Societal Safety and Security, and Militarisation domains [12] (detailed list of indicators in
Supplementary Note 1 (see Additional file 1)). These indicators are weighted and com-
bined into one overall score. The weights for the GPI indicators can be retrieved from the
GPI reports [12]. For the GPI construction, data are derived from official sources, such as
governmental data, institutional surveys, and military data.

For this study, we increase GPI frequency from yearly to monthly data using linear in-
terpolation. Every yearly GPI value is assigned to March of the corresponding year since
most of the annual GPI indicators are measured until this month. The linear upsampling
is the simplest assumption since the monthly data generated do not correspond to the
real monthly GPI. After upsampling, from 13 yearly values, we obtain 145 months in total
(March 2008–March 2020).

We increase the frequency from yearly to monthly data because a month might contain
important events distorted from the yearly index. Indeed, the yearly GPI data might not
indicate abrupt peace changes at a higher frequency because they are smoothed out on
the yearly GPI value. Therefore, monthly GPI estimations could reveal events neglected
from the yearly GPI. At the same time, we do not increase the frequency at a weekly or
daily level to keep a trade-off between the noisy weekly or daily GDELT information and
the official yearly GPI. Besides, daily or weekly estimates could indicate fluctuations that
would not significantly change a country’s stability for weeks or even months after taking
place.

Figure 1 and Fig. 2 show the monthly GPI for Belgium and Yemen, respectively, from
2008 to 2020. In Fig. 1, we annotate the terrorist attack that took place in Belgium in March
2016, which brought a deterioration in the peace level of the country, increasing GPI from
1.47 to 1.536. However, this is depicted in the real yearly GPI only a year later, in 2017. On
the contrary, when we introduce the monthly GPI score, we expect our model to depict
the increase more timely, e.g., one month after the attack.

Figure 1 Monthly GPI for Belgium from 2008 to 2020. In March 2016, the terrorist attack took place in Belgium,
and as a result, the GPI increases
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Figure 2 Monthly GPI for Yemen from 2008 to 2020. In September 2014, the Civil War started in Yemen, and as a
result, the GPI increases

In Fig. 2, we annotate the start of the Civil War in Yemen in September 2014, which
brings a deterioration in the country’s peace level, increasing GPI from 2.735 to 2.84. Since
the real GPI is only published once a year, it seems that the increase starts from March
2014, i.e., six months before the actual event. With the monthly GPI score, we expect our
model to capture this change in the GPI one month after the start of the Civil War.

As a consequence, a monthly system that adequately corresponds to the peace fluctua-
tions has the potential to quickly inform the placement of peacekeepers and the deploy-
ment of non-governmental organization (NGO) resources, making it potentially easier to
save lives and prevent devastation [75].

3.2 GDELT data
GDELT [14] is a Google-supported and publicly available digital news database related
to socio-political events. It is a collection of international English-language news sources,
such as the Associated Press and The New York Times. GDELT data are based on news
reports coded with the Tabari system [96], which extracts the events from the media and
assigns the corresponding code to each event. Events are coded based on an expanded ver-
sion of the dyadic CAMEO format, a conflict, and mediation event taxonomy [97]. GDELT
compiles a list of 200 categories of events, from riots and protests to peace appeals and
diplomatic exchanges, from public statements and consulting to fights and mass violence
[97] (detailed list of topics in Supplementary Note 2 (see Additional file 1)). Examples of
identified events are “Express intent to cooperate”, “Conduct strike or boycott”, “Use con-
ventional military force”, and “Reduce or break diplomatic relations”.

The database offers various information for each event, such as the date, location, and
the URL of the news article. We use GDELT 1.0 database, which is updated daily and
contains historical data since 1979 [98].

For GPI prediction, we derive several variables from GDELT, corresponding to the total
number of events (No. events) of each GDELT category at a country and monthly level.
Some event categories may not be present in the news of a country. On average, the num-
ber of variables per country is 87, varying from 25 to 141. We use the BigQuery [99] data
manipulation language in the Google Cloud Platform to extract the GDELT variables (List-
ing 1).
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Listing 1 Query for the extraction of GDELT variables
SELECT ActionGeo_CountryCode,MonthYear,EventBaseCode,
COUNT(EventBaseCode) AS No_events,
FROM ‘gdelt-bq.full.events’
WHERE(MonthYear>200802)AND(MonthYear<202010)
AND(ActionGeo_CountryCode<>‘null’)
GROUP BY ActionGeo_CountryCode,MonthYear,EventBaseCode
ORDER BY ActionGeo_CountryCode,MonthYear,EventBaseCode

Figure 3 Number of political dissent events in the United States. Daily number of political dissent events (blue
curve) derived from the GDELT news in the United States, from the middle of December 2020 to the middle of
January 2021, and three news articles published on the 6th and 7th of January. GDELT depicts a noticeable
rise of the events related to political dissent on the 6th of January 2021, the day of the “Storming of the United
States Capitol”, and a peak of news related to the topic on the 7th of January 2021 (vertical dashed red line)

In Fig. 3, we present an example of the number of events related to engagement in politi-
cal dissents, such as civilian demonstrations, derived from the GDELT news on the United
States, from the middle of December 2020 to the middle of January 2021. We also present
three news articles published on the 6th and 7th of January. The plot depicts a noticeable
rise in these events on the 6th of January 2021, the day of the “Storming of the United
States Capitol”, and a peak of news related to the topic on the 7th of January 2021, show-
ing how GDELT news depicts the worldwide sociopolitical and conflictual reality with a
small lag, i.e., a day.

Table 1 shows some GDELT records for the United States in February and March 2018.
For example, in February 2018, the No. events for the category “Investigate crime” is 680,
and in March 2018, it is 799. In February 2018, the No. events for the category “Conduct
non-military bombing” is 523, and in March 2018, it is 1099. The latter variable’s value
has increased a lot from February to March 2018 because of the “Austin serial bombings”
(five package bombs exploded) that occurred between the 2nd of March and 22nd of 2018,
mainly in Austin, Texas.
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Table 1 Examples of the United States variables in February and March 2018. The event code and
category that describe the event are reported. The No. events that occurred are also presented

Event
code

Event category No. events Date

...
...

...
...

022 Appeal for diplomatic cooperation 2168 2018/02
091 Investigate crime 680 2018/02
122 Reject, request or demand for material aid 501 2018/02
183 Conduct non-military bombing 523 2018/02
...

...
...

...

022 Appeal for diplomatic cooperation 2561 2018/03
091 Investigate crime 799 2018/03
122 Reject, request or demand for material aid 534 2018/03
183 Conduct non-military bombing 1099 2018/03
...

...
...

...

Table 2 The ten GDELT variables with the largest share of the number of news for the United States,
i.e., from March 2008 to March 2020

Event
code

Event category Share over
all news

010 Make statement 7.73 %
042 Make a visit 7.52 %
043 Host a visit 6.97 %
020 Make an appeal or request 6.61 %
051 Praise or endorse 5.80 %
040 Consult 5.59 %
036 Express intent to meet or negotiate 4.50 %
173 Arrest, detain, or charge with legal action 4.08 %
190 Use conventional military force 3.72 %
046 Engage in negotiation 2.85 %

Table 2 presents the 10 GDELT variables with the largest share of No. events for the
United States from March 2008 to March 2020. For example, the GDELT variable “Make
statement” has the largest share, followed by “Make a visit” and “Host a visit” variables.

3.3 Matching GPI indicators with GDELT variables
The wide variety of GDELT event categories covers most GPI indicators. For example,
the GPI indicator “Number of Internal Security Officers and Police per 100,000 People”
can be covered by the GDELT variable “Exhibit military or police power”. The GPI indi-
cators “Ease of Access to Small Arms and Light Weapons” and “Volume of Transfers of
Major Conventional Weapons, as recipient (imports) per 100,000 people” can be covered
by “Fight with small arms and light weapons” and “Use conventional military force” or
“Conduct non-military bombing” GDELT variables, respectively. Similarly, the “Nuclear
and Heavy Weapons Capabilities” GPI indicator can be covered by the “Employ aerial
weapons” GDELT variable. Also, the GPI indicator “Likelihood of violent demonstrations”
can be covered by “Engage in political dissent”, “Protest violently, riot” or “Demonstrate
or rally” GDELT variables. Last, the “Financial Contribution to UN Peacekeeping Mis-
sions” GPI indicator can be covered by the GDELT variables “Appeal for aid” or “Provide
humanitarian aid”.



Voukelatou et al. EPJ Data Science            (2022) 11:2 Page 9 of 30

3.4 Predictive models
Models handling time series are used to predict future values of indices by extracting rele-
vant information from historical data. Traditional time series models are based on various
mathematical approaches, such as autoregression. Autoregressive models specify that the
output variable depends linearly on its previous values and a stochastic term. Considering
that our data are upsampled linearly, it is not feasible to apply autoregressive models be-
cause of the linear relationship between the dependent variable (GPI) and its past values.
Besides, our objective is to measure GPI and understand and explain how different peace
topics captured by GDELT contribute to the GPI measurement.

We use Linear Regression, Elastic Net, Decision Tree, Support Vector Regression (SVR),
Random Forest, and Extreme Gradient Boosting (XGBoost) to investigate the relationship
between the GPI score and the GDELT variables at a country level. Specifically, we aim to
develop GPI estimates 1-month-ahead to 6-months-ahead of the latest ground-truth GPI
value and find the model with the highest performance overall. Firstly, we introduce simple
models, i.e., Linear Regression, Elastic Net, and Decision Tree, which are easy to imple-
ment and interpret. Next, we apply SVR, Random Forest, and XGBoost models, which
tend to achieve higher predictive performance but are harder to interpret, and they need
additional methodologies for the interpretation of the results (e.g., SHAP [20, 21]). Our
main goal is to find the model with the highest predictive performance. Supplementary
Note 3 (see Additional file 1) briefly describes the characteristics of the selected models.

3.5 Estimation framework
Before modeling, researchers start by dividing the data into training and test data. Training
data are used to estimate the models’ parameters, and the test data are used to calculate
the predictive performance of the models.

Considering that the socio-political situation around the world is not stationary and
more recent events are relevant for the prediction, we train our models using the rolling
methodology [100], widely used in business and finance [101]. The rolling methodology
updates the training set by an add/drop process while keeping its length stable and retrains
the model before each k-months-ahead prediction.

The rolling training’s set period for all models is half of our data, i.e., 72 months. First, we
train the model to predict from 1-month-ahead to 6-months-ahead GPI values. After the
first training, one month is dropped from the beginning of the training set, and another
month is added to the end of the training set. Then, we perform the training again to
predict the next 1-month-ahead to 6-months-ahead GPI values. We continue this training
process for all subsequent months until we predict the last monthly value. This process
ensures that the training set covers the same amount of time and is continuously updated
with the most recent information.

In particular, we use data from March 2008 to February 2014 (72 values) to train the
model and predict the GPI values of March 2014 up to August 2014, data from April 2008
to March 2014 (72 values) to train the model and predict the GPI values of April 2014
up to September 2014, and so on. We repeat this procedure until the last training, which
includes data from March 2014 to February 2020 (72 values), to make a 1-month-ahead
GPI prediction, corresponding to March 2020, the last time series value.

We obtain from 1-month-ahead up to 6-months-ahead predicted GPI values at each
step. Specifically, by the end of each rolling training described above, we have k-months-
ahead GPI predictions, where k = 1, 2, . . . , 6 months. By the end of the training process,
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we have 72 1-month-ahead GPI predictions,1 71 2-months-ahead GPI predictions, and so
on. We evaluate the accuracy of the predictions for each k-months ahead time horizon
to the corresponding test set that contains the real GPI values. Long-term predictions,
such as 6-months-ahead peace estimations, are an important tool for policymakers since
it is a “policy-relevant lead time” consistent with other forecasting work; that is, a period
sufficiently long that there could be a policy response [102].

For each of the models mentioned in Sect. 3.4, we estimate the best hyperparameters
in each training phase through 10-fold cross-validation. Supplementary Note 4 (see Ad-
ditional file 1) includes all the details for the hyperparameters we tune for each model,
except for Linear regression, which has no hyperparameters.

3.6 Model interpretation through SHAP
Understanding a model’s prediction is important for trust, actionability, accountability,
debugging, and many other reasons. To understand predictions from tree-based ma-
chine learning models, like Random Forest or XGBoost, importance values are typically
attributed to each variable. Yet traditional variable attribution for trees is inconsistent,
meaning it can lower a variable’s assigned importance when the true impact of that vari-
able increases.

Therefore, for the interpretation of the importance of the model variables and for un-
derstanding the drivers of every single GPI estimation, we compute the SHAP (SHapley
Additive exPlanation) values [20, 21]. SHAP is based on game theory [103], and local ex-
planations [104], and it offers a means to estimate the contribution of each variable. By
focusing specifically on tree-based models, the authors developed an algorithm that com-
putes local explanations based on exact Shapley values in polynomial time. SHAP provides
local explanations with theoretical guarantees of local accuracy and consistency. Addition-
ally, the ability to efficiently compute local explanations using Shapley values over a dataset
enables the development of a range of tools to interpret and understand a model’s global
behavior. Specifically, by combining many local explanations, a global structure can be
represented while retaining local faithfulness [105] to the original model, which generates
detailed and accurate representations of the model’s behavior.

Last but not least, SHAP can be applied to interpret the results of the machine learning
models since it identifies the relationship between the independent variables, either in-
ternal or external and the dependent variable. The relationship between the independent
and dependent variables does not need to be causal, as SHAP could fail to answer causal
questions accurately. In this study, SHAP is a tool to identify which external GDELT vari-
ables drive the GPI estimations. This can be useful for explaining the models’ behavior
and diagnosing errors in the predictions.

4 Results
The predictive models introduced in Sect. 3.4 are constructed for every country using
the GPI values as the dependent variable and the GDELT variables as the independent
variables. We use the Pearson Correlation coefficient, Root Mean Square Error (RMSE),
and Mean Absolute Percentage Error (MAPE) [106–108] to evaluate the performance of
the constructed models (Supplementary Note 5 (see Additional file 1)).

1According to the initial test set’s length.
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Figure 4 Pearson Correlation andMAPE for all country models. Pearson Correlation and MAPE between the real
and the predicted 1-, 3-, and 6-months-ahead GPI values at a country level for all predictive models. The
boxplots represent the distribution of the Pearson correlation and MAPE for all country models. The plots’
data points correspond to each country model. Overall, XGBoost outperforms all other models

The analysis is conducted for all 163 countries with a GPI score, and we generate 1-
month-ahead up to 6-months-ahead predictions. Figure 4 presents Pearson Correlation
and MAPE between the real and the 1-, 3-, and 6-months-ahead predicted GPI values at a
country level for all predictive models.2 Figure 1 in Supplementary Note 7 (see Additional
file 1) presents the RMSE performance indicator as well. We find that SVR, Random For-
est, and XGBoost have similar performance and outperform Decision Tree and Elastic

2Since the Linear model has very low performance (Supplementary Note 6 (see Additional file 1)), we present the results
for all models but the Linear regression.
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Net. XGBoost shows the highest performance overall, especially for the 6-months-ahead
predictions.

For the estimation of the GPI, the models use the historical data of the No. events for
each GDELT category related to the military, social, and political events of the correspond-
ing country. For each additional future estimation, we move further away from the last
training data while the country’s reality changes, and we, therefore, expect a lower model
performance. Indeed, comparing Figs. 4(a)–(b), with Figs. 4(c)–(d), and with Figs. 4(e)–(f ),
we show that the performance of the models decreases for every additional month-ahead
prediction. For example, median MAPE increases by 13.43% for the 3-months-ahead pre-
dictions and by 25.61% for the 6-months-ahead predictions, compared to the 1-month-
ahead predictions.

Since XGBoost achieves the highest performance overall and produces good predictions
for either low, medium, or high GPI values (Fig. 2 in Supplementary Note 8 (see Additional
file 1)), we focus on it when presenting the subsequent results. We divide the countries into
three categories based on their performance. We consider high performance models those
with Pearson Correlation ≥ 0.7 and MAPE < 5 [109, 110], low performance models those

Figure 5 High, medium, and low performance country models. High, medium, and low performance country
models for the 1-month-ahead predictions. There are country models that show high performance, such as
the United Kingdom (GBR), models that show medium performance, such as Libya (LBY), and models that
show low performance, such as Mongolia (MNG)
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with Pearson Correlation ≤ 0.2 [110], and the rest of the models are considered medium
performance models. Figure 5 presents the countries with high, medium, and low perfor-
mance for the 1-month-ahead predictions. For example, Uganda (UGA), Pakistan (PAK),
Turkey (TUR), the United Kingdom (GBR), and Sweden (SWE) show high-performance,
with a strong Pearson Correlation, higher than 0.8. We also observe medium performance
countries, such as Libya (LYB) with high Pearson Correlation but high MAPE, and India
(IND) with low Pearson Correlation but low MAPE. Finally, there are countries, such as
Cyprus (CYP), Estonia (EST), Moldova (MDA), Mongolia (MNG), and Romania (ROU),
which show a negative Pearson Correlation.

4.1 High performance models
Our study aims to demonstrate that GDELT is a valuable digital news data source for esti-
mating the GPI at a monthly level. For this reason, we present the performance indicators
and analyze in-depth the models that confirm this hypothesis, i.e., the country models
with high performance. Since conflicts and violence are present in every country, despite
it being in war or not, we present countries with different military, socio-economic, and
political histories and current situations to cover a variety of scenarios.

In particular, we present three of the most powerful countries (United States, United
Kingdom, and Saudi Arabia) since they shape global economic patterns and influence poli-
cymaking [111]. Additionally, we use various sources, such as the official GPI ranking [12],
to choose three of the most peaceful countries (Portugal, Iceland, and New Zealand) and
three of the most war-torn countries (DR Congo, Pakistan, and Yemen).

Table 3 reports the models’ performance for the 1-month-ahead up to 6-months-ahead
GPI estimates for nine countries. Overall, 1-month-ahead GPI estimates are more accurate
than the other estimates, especially to the 6-months-ahead estimates. There are countries,
such as Portugal, for which the performance remains stable overall 6 months predictions
and countries like Yemen for which the performance falls for each additional in future
prediction.

An explanation for these different behaviors could be, for example, in the case of Por-
tugal, that the military, socio-economic, and political situation remains stable over time.
Therefore the most important variables contribute to a more accurate prediction even fur-
ther in the future. On the contrary, in war-torn countries like Yemen, the country’s situa-
tion changes constantly, and the variables are not much relevant anymore. For this reason,
for Yemen, we also conduct training with the 36 most recent monthly values (Yemen∗ in
Table 3), as opposed to the 72 values used for the rest of the countries. The performance
improves considerably: the mean Pearson Correlation increases from 0.737 to 0.892, the
mean MAPE drops from 6.832 to 4.287, and the mean RMSE decreases from 0.268 to
0.180. However, we do not observe the same improvement in the performance when de-
creasing the training set for the other war-torn countries, such as DR Congo.

Furthermore, we select four countries to study in-depth their peace and the factors that
drive it. We aim to capture various scenarios on the models’ accuracy and the models’
explanation. Particularly, we choose Saudi Arabia and Yemen to understand better and
interpret the results and errors of the predictive models based on historical data. Addi-
tionally, we choose the United Kingdom and the United States to estimate their future GPI
values to gain initial insights into the country’s peace before the official GPI score becomes
available.
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Table 3 Performance indicators with respect to GPI ground-truth of nine high performance country
models. Overall, 1-month-ahead GPI estimates are significantly more accurate compared to the rest
future estimates, especially to the 6-months-ahead time horizon

Countries Performance
indicators

Prediction framework Mean

1-month-
ahead

2-months-
ahead

3-months-
ahead

4-months-
ahead

5-months-
ahead

6-months-
ahead

United States Pearson 0.876 0.838 0.813 0.782 0.750 0.710 0.795
MAPE (%) 1.197 1.367 1.465 1.592 1.700 1.899 1.537
RMSE 0.037 0.040 0.042 0.045 0.048 0.053 0.044

United Kingdom Pearson 0.880 0.849 0.848 0.845 0.853 0.850 0.854
MAPE (%) 0.632 0.742 0.787 0.821 0.826 0.981 0.798
RMSE 0.015 0.017 0.017 0.018 0.018 0.020 0.017

Saudi Arabia Pearson 0.864 0.848 0.849 0.814 0.772 0.781 0.822
MAPE (%) 3.213 3.406 3.733 4.126 4.396 4.590 3.911
RMSE 0.089 0.094 0.101 0.111 0.119 0.123 0.106

Portugal Pearson 0.876 0.868 0.868 0.838 0.835 0.820 0.851
MAPE (%) 3.691 4.241 4.539 5.221 5.067 5.538 4.716
RMSE 0.057 0.065 0.067 0.077 0.075 0.080 0.070

Iceland Pearson 0.840 0.833 0.827 0.810 0.770 0.731 0.802
MAPE (%) 1.867 2.014 2.114 2.256 2.283 2.367 2.150
RMSE 0.025 0.027 0.028 0.030 0.030 0.031 0.028

New Zealand Pearson 0.780 0.748 0.725 0.692 0.689 0.650 0.714
MAPE (%) 1.444 1.538 1.633 1.651 1.741 1.793 1.633
RMSE 0.023 0.024 0.025 0.026 0.026 0.027 0.025

DR Congo Pearson 0.820 0.815 0.790 0.762 0.740 0.728 0.776
MAPE (%) 2.409 2.792 2.856 2.899 2.957 3.120 2.839
RMSE 0.088 0.099 0.103 0.105 0.107 0.113 0.103

Pakistan Pearson 0.848 0.772 0.720 0.668 0.672 0.640 0.720
MAPE (%) 0.749 0.858 0.922 1.006 1.052 1.036 0.937
RMSE 0.029 0.033 0.036 0.040 0.040 0.040 0.036

Yemen Pearson 0.832 0.771 0.746 0.722 0.687 0.662 0.737
MAPE (%) 5.063 6.033 6.810 7.287 7.801 7.999 6.832
RMSE 0.207 0.243 0.267 0.283 0.300 0.309 0.268

Yemen∗ Pearson 0.953 0.945 0.934 0.922 0.908 0.898 0.892
MAPE (%) 2.645 2.990 3.440 3.652 3.914 4.171 4.287
RMSE 0.116 0.129 0.144 0.154 0.166 0.176 0.180

∗For the training of this model, the most recent 36 monthly values are used, as compared with the rest of the countries’
models that are trained with the most recent 72 monthly values.

4.1.1 Saudi Arabia
Based on the G20 list of countries [111], Saudi Arabia is considered one of the most pow-
erful countries in the world in terms of military and international alliances, political and
economic influence, and leadership.

Figure 6 presents the percentage error of Saudi Arabia for the 6-months-ahead GPI es-
timations. We observe high performance, and the percentage error varies from 4.05% to
11.38%. A positive percentage error indicates that the estimated GPI is higher than the real
GPI, and therefore the model overestimates the monthly value. On the contrary, a negative
percentage error illustrates that the estimated GPI is lower than the real GPI, and thus the
model underestimates the monthly value. We obtain the largest negative percentage error
for the GPI estimation of October 2018.



Voukelatou et al. EPJ Data Science            (2022) 11:2 Page 15 of 30

Figure 6 Percentage error for Saudi Arabia. Percentage error for the 6-months-ahead GPI estimations (blue
curve). The performance is very high, and the percentage error varies, in absolute values, from 4.05% to
11.38%. We obtain the largest negative percentage error for the GPI estimation of October 2018 (vertical
dashed red line)

Figure 7 Variable importance plot for Saudi Arabia. The barplot orders the variables based on their importance
in estimating the GPI score. The most important variables demonstrate a profile of a powerful country in
military, socio-economic, and political terms

The analysis of the variable importance through SHAP reveals the country’s profile and
helps us understand the larger errors of the model. Figure 7 shows the most important
variables for the estimation of the GPI score. Each importance is calculated by combining
many local explanations, and the model is trained between May 2012 to April 2018. The
important variables reveal the profile of a powerful country in military, socio-economic
and political terms. Indeed, they are related to embargo, boycott, or sanctions, diplomatic
relations, mediations, economic cooperations, and appeals for aid, fights with military
arms, military engagement, assaults, and endorsements. In Fig. 7, we also observe that
“Fight with artillery and tanks” and “Appeal for aid” are among the most important vari-
ables for Saudi Arabia. As discussed in Sect. 3.3, these GDELT variables could cover the
“Volume of Transfers of Major Conventional Weapons, as recipient (imports) per 100,000
people” and the “Financial Contribution to UN Peacekeeping Missions” GPI indicators,
respectively.

To explain better why the model has the worst performance in October 2018, we per-
form SHAP analysis at a local level to highlight the most important variables that the
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Figure 8 Individual SHAP Value plot for Saudi Arabia. It presents the model output value, i.e., the estimation of
the GPI of October 2018, and the base value, which is the value that would be predicted if the variables for the
current output were unavailable. The plot also displays the most important variables that the model uses for
the GPI estimation, such as “Cooperate economically” and “Appeal for aid”. The red arrows are the variables
that push the GPI estimation higher, and the blue ones push the estimation lower

Figure 9 Saudi Arabia predictions, with respect to the real GPI score, and the variable “Cooperate economically”.
Saudi Arabia 6-months-ahead predictions (orange curve), with respect to the real GPI score (blue curve), and
the variable “Cooperate economically” (green curve). This variable pushes the model to underestimate the
monthly value of October 2018 (vertical dashed black line). The reason for this error is the assassination of
Jamal Khashoggi in this specific month

model uses for this specific estimation. Figure 8 displays the most important variables
that Saudi Arabia’s model uses for the GPI estimation of October 2018. The model output
value is 2.12, corresponding to the 6-months-ahead prediction. The base value is higher
than the estimated GPI, and it is the value that would be predicted if the variables for
the current output were unavailable. The red arrows are the variables that push the GPI
estimation higher (to the right), and those blue push the estimation lower (to the left).
Considering that this month the model underestimates the GPI value (Fig. 6), we focus on
the variables that push the GPI estimation lower.

The most important variables for the prediction of October 2018 are “Cooperate eco-
nomically” and “Appeal for aid”, although they are 10th and 8th respectively in the model’s
overall ranking of importance (Fig. 7). In October 2018, the journalist Jamal Khashoggi
was assassinated at the Saudi consulate in Istanbul, Turkey. This event provoked a series
of news on the topics mentioned above. Figure 9 presents Saudi Arabia’s model predictions
to the real GPI score and the variable “Cooperate economically”. This variable shows an
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Figure 10 Saudi Arabia predictions, with respect to the real GPI score, and the variable “Appeal for aid”. Saudi
Arabia predictions (orange curve), with respect to the real GPI score (blue curve), and the variable “Appeal for
aid” (green curve). This variable pushes the model to underestimate the monthly value of October 2018
(vertical dashed black line). The reason for this error is the assassination of Jamal Khashoggi in this specific
month

abrupt increase in October 2018 and pushes GPI prediction lower, showing a more peace-
ful month. Similarly, Fig. 10 shows an abrupt increase of the variable “Appeal for aid” in
October 2018 and drives the prediction lower, showing a more peaceful month. Consid-
ering that the assassination of the journalist is a negative event, one would expect a less
peaceful month. However, looking at the news, the articles discuss possible spills into oil
markets and economic cooperation between Saudi Arabia and other countries, such as the
United States, to overcome a dispute over Khashoggi. In addition, the news is also concen-
trated on the investigation of the Khashoggi case, such as Amnesty International asking
for a UN inquiry. Therefore, considering that the variables “Cooperate economically”, and
“Appeal for aid” have a negative relationship with GPI (Figs. 9 and 10, respectively) the
model underestimates the monthly value. Consequently, through the eyes of the world
news, the presentation of peace is not always at the level we would expect.

4.1.2 Yemen
Based on the official GPI ranking [13], Yemen is one of the most war-torn countries in
the world. Hence, it is interesting to understand the model’s behavior for such a country’s
profile in-depth.

The situation in Yemen constantly changes due to the Civilian War that broke out in
September 2014. The change of peace in the country is depicted in the real GPI value,
which abruptly increases in 2015 [13]. Therefore, six years of training data related to the
pre-war period would not be representative for the model to predict peace after the be-
ginning of the war since the No. events related to the military, economic, and political
situation of the country changes. Thus, we decrease the training set to the most recent
three years. We use the rolling methodology to throw the pre-war historical data more
quickly and learn from the most recent and relevant data related to the post-war period.
Therefore, for Yemen, we use data from March 2015 to March 2020 to understand the
model’s behavior during the Civil War period.

Figure 11 presents the percentage error for 1-month-ahead GPI estimations from March
2018 to March 2020 with a training period of 36 months. The model has a high perfor-
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Figure 11 Percentage error for Yemen. Percentage error for the 1-month-ahead GPI estimations (blue curve).
The percentage error varies, in absolute values, from 0.07% to 3.18%. We obtain the largest negative
percentage error for the GPI estimation of June 2018 (vertical dashed red line)

Figure 12 Variable importance plot for Yemen. The barplot orders the variables based on their importance in
estimating the GPI score. The most important variables demonstrate a country with a war-torn profile

mance, with a low percentage error that varies from 0.07% to 3.18% with a median value of
1.66%. We obtain the largest negative percentage error (underestimation of GPI) in June
2018.

Figure 12 displays the most important variables for the estimation of the GPI. Each vari-
able importance is calculated through SHAP, with a training period from June 2015 to
May 2018. Overall, the most important variables reveal a war-torn country profile since
they are related to military aid, territory occupation, bombing, negotiations, discussions,
yields, visits, international involvements, and consults. In Fig. 12, “Conduct non-military
bombing” is among the most important variables. As discussed in Sect. 3.3, this GDELT
variable could cover the “Volume of Transfers of Major Conventional Weapons” GPI in-
dicator.

Similarly to Saudi Arabia, we analyze at a local level to understand why the model pro-
duces the highest percentage error in June 2018. Figure 13 displays the variables that drive
the prediction of June 2018. The model output value is 3.23, which corresponds to the 1-
month-ahead prediction. The red arrows represent the variables that push the GPI estima-
tion higher, i.e., “Conduct non-military bombing”. The blue arrows represent the variables
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Figure 13 Individual SHAP Value plot for Yemen. It presents the model output value, i.e., the GPI estimation of
June 2018, and the base value, which is the value that would be predicted if the variables for the current
output were unavailable. The plot also displays the most important variables that the model uses for the GPI
estimation, such as “Discuss by telephone” and “Provide military aid”. The red arrows are the variables that
push the GPI estimation higher, and the blue ones push the estimation lower

Figure 14 Yemen predictions, with respect to the real GPI score and the variable “Discuss by telephone”. Yemen
1-month-ahead predictions (orange curve), with respect to the real GPI score (blue curve) and the variable
“Discuss by telephone” (green curve). This variable pushes the model to underestimate the GPI value of June
2018 (vertical dashed black line). The reason for this error is the increase of the news on the topic in this
specific month

that push the GPI estimation lower, i.e., “Discuss by telephone” and “Provide military aid”.
Considering that in June 2018, the model underestimates the monthly value (Fig. 11), we
focus on the latter variables.

In June 2018, the number of events on “Discuss by telephone” is 55, higher than the
median value (14) of the previous three years. Similarly, the number of events on “Provide
military aid” is 121, higher than the median value (72) of the previous three years. In June
2018, the United Arab Emirates Armed Forces (UAE) announced a pause to the military
operations on the 23rd of June 2018 because of UN-brokered talks. This is depicted in the
news increase on “Discuss by telephone”. In addition, the United States turned down UAE
requests for aid in the offensive against rebel-held Yemeni port, thanks to the UN efforts.
This denial has been discussed a lot in the media, which explains the increase of the news
on “Provide military aid”.

Figures 14 and 15 show that the variables’ higher monthly value and their mostly nega-
tive relationship with the GPI drive the model to underestimate the GPI value in June 2018.
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Figure 15 Yemen predictions, with respect to the real GPI score and the variable “Providemilitary aid”. Yemen
1-month-ahead model predictions (orange curve), with respect to the real GPI score (blue curve) and the
variable “Provide military aid” (green curve). This variable pushes the model to underestimate the GPI value in
June 2018 (vertical dashed black line). The reason for this error is the increase of the news on the topic in this
specific month

Consequently, June 2018 results more peaceful than it was. On the one hand, the model
makes a wrong prediction, resulting in the largest percentage error. On the other hand, the
model might give an interesting signal. Although Yemen is involved in constant conflicts,
June 2018 results more peaceful since the UN-brokered ceasefire agreement managed the
withdrawal of the warring parties from Al Hudaydah in Yemen. Last, although we notice
additional abrupt increases of the two variables’ values, e.g., in November 2018 (Figs. 14
and 15), the model does not reproduce an abrupt decrease of the GPI. Thus, the model
shows its power to learn from its mistakes.

4.1.3 United States
The United States is considered the most powerful country in the world [111]. On that ac-
count, it is interesting to study its peace after March 2020. The United States model shows
a high performance (Table 3) and can provide policymakers and peacekeepers with valu-
able initial insights into the country’s peace before the real GPI score becomes available.

To start with, Fig. 16 shows the most important variables for the training period between
April 2014 and March 2020. Overall, these variables indicate a country profile of a strong
player in the military, socio-economic, and political foreground. The most important vari-
able is related to aerial weapons, and it mainly concerns events that take place overseas.
Additionally, the rest of the variables are mostly related to fights with small arms, military
de-escalations, embargoes, threats, protests, cooperations, and relations. We also observe
in Fig. 16 that “Employ aerial weapons”, “Fight with small arms and light weapons”, and
“Protest violently, riot” are among the most important variables for the United States. As
discussed in Sect. 3.3, these GDELT variables could correspond to GPI indicators “Nuclear
and Heavy Weapons Capabilities”, “Ease of Access to Small Arms and Light Weapons”,
and “Likelihood of violent demonstrations”, respectively. Last, we compare the variables
in Fig. 16 with the ten variables that have the largest share of overall news (Table 2 in
Sect. 3.2). None of the variables that have the largest share of overall news is among the
most important variables for the United States. This confirms that the model is unbiased
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Figure 16 Variable importance plot for the United States. The barplot orders the variables based on their
importance in estimating the GPI score. The most important variables indicate a country profile of a strong
player in the military, socio-economic, and political foreground

Figure 17 Individual SHAP Value plot for the United States. It presents the model output value, i.e., the GPI
estimation of June 2020. The plot also displays the most important variables that the model uses for the GPI
estimation, such as “Protest violently, riot”. The red arrows are the variables that push the GPI estimation
higher, and the blue ones push the estimation lower

to learn only from the variables with the largest share. It selects the variables that ade-
quately serve for making the peace prediction. In other words, even if there is an event
that attracts most news attention, what matters for the model is the relationship between
the GPI and each variable’s time-series.

We now focus on the murder of George Floyd, which took place on the 25th of May,
2020. Several protests followed this event at the end of May and for the whole of June
2020, provoking news concentrated on the topic. Figure 17 shows the local SHAP expla-
nation for the prediction of June 2020. The estimated GPI (3-months-ahead prediction) is
2.30, indicating that the GPI value will remain high in June 2020 compared with the last
ground-truth value of March 2020 (2.31) and the median GPI value of the previous three
years (2.34). Mainly, “Protest violently, riot” is the variable that pushes the GPI estimation
lower. Indeed, in June 2020, the news was concentrated on a series of protests, followed
by the murder of George Floyd against police brutality and racism. This variable pushes
for a more peaceful month since it has a negative relationship with the GPI. It seems that
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protesting in the United States contributes to improving various socio-political situations
and peacekeeping.

The rest of the variables displayed in Fig. 17 have lower values than their corresponding
median values of the training period, confirming that the news of the month was con-
centrated on the United States racial unrest and the Black Lives Matter movement. We
point out that, in this particular prediction, the most important variable for the overall
training period, i.e., “Employ aerial weapons” (Fig. 16), has a less important contribution
to the model output as compared with the variable “Protest violently, riot”. This proves the
power of SHAP in identifying the role of each variable for every single prediction.

4.1.4 United Kingdom
Similar to the United States and Saudi Arabia, based on the list of G20 [111], the United
Kingdom is considered one of the most powerful countries in the world. It is hence inter-
esting for the European social policymaking to anticipate the level of peace after the last
ground-truth data, i.e., after March 2020.

We focus on the GPI prediction of July 2020, where various restrictions related to Covid-
19 and the civilians’ protection were announced. Figure 18 presents the variable impor-
tance plot for a training period from April 2014 to March 2020. The figure highlights
a country where various socio-political events occur since the important variables are
mostly related to strikes or boycotts, appeals, negotiations, yields, relationships, and sanc-
tions. “Engage in political dissent” is among the most important variables for the United
Kingdom (Fig. 18). As discussed in Sect. 3.3, this variable could cover the GPI indicator
“Likelihood of violent demonstrations”.

To study peace in July 2020, we need to deepen the analysis at a local level. Figure 19
presents the individual SHAP value plot for the United Kingdom. The GPI value is 1.8,
and it is the model output value for the 4-months-ahead prediction. The GPI in July 2020
is slightly higher than the last ground-truth value (1.77), and it is stable compared to the
median GPI value of the previous three years (1.8).

The most important variables that push the GPI value higher are “Express intent to meet
or negotiate” and “Conduct strike or boycott”. The former variable’s value is 9447, which is

Figure 18 Variable importance plot for the United Kingdom. The barplot orders the variables based on their
importance in estimating the GPI score. The most important variables demonstrate a country where various
socio-political events occur
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Figure 19 Individual SHAP Value plot for the United Kingdom. It presents the model output value, i.e., the
estimation of the GPI of July 2020. The plot also displays the most important variables that the model uses for
the GPI estimation, such as “Express intent to meet or negotiate” and “Conduct strike or boycott”. The red
arrows are the variables that push the GPI estimation higher, and the blue ones push the estimation lower

lower than the median value of the previous six years (12,026). The latter variable’s value
is 120, slightly lower than the median value of the previous six years (126). These results
show that lower values of these event categories decrease internal peace in the United
Kingdom. The value decrease of these event categories could be due to the COVID-19
restrictions or the news concentrated on the COVID-19 pandemic. Additionally, “Impose
administrative sanctions” and “Employ aerial weapons” are the variables that drive the GPI
prediction lower. The former’s value in July 2020 is 3451, higher than the variable’s median
value of the previous six years (2590). The news related to “Impose administrative sanc-
tions” concern discussions on restrictions due to the pandemic, despite the easing of the
lockdown. Furthermore, many articles discuss the ban to Huawei from the 5G network
due to security risks and the ban on junk food advertising and promotion in-store. Con-
sequently, the model has learned that although “Impose administrative sanctions” events
restrict people, the deeper aim of the restrictions is to protect them. Last, the “Employ
aerial weapons” variable’s value is 89, much lower than the median value of the previous
six years (167), pushing the GPI value lower. This variable is referred to overseas events
that the United Kingdom is involved. The decrease in its value might demonstrate that
the news does not discuss it due to previous de-escalations or because the news is con-
centrated on other topics.

4.2 Medium and low performance countries
There are country models which demonstrate medium performance (Sect. 4 and Fig. 5),
such as Colombia and Chile (Pearson Correlation = 0.63 and MAPE = 0.96, and
Pearson Correlation = 0.28 and MAPE = 1.83, respectively, for the 1-month-ahead pre-
dictions). To get insights into the reasons behind the medium performance, we further
study these country models.

Colombia ranks 11th out of 163 countries on the list presenting the economic cost of vi-
olence ranked by percentage of GDP. Particularly, its economic cost of violence is 169,517
(in million 2019 PPP U.S. dollars) [12]. Thus, in line with the study’s purposes, it would be
important to understand and explain why the model shows a medium performance. Fig-
ure 20 presents Colombia’s model predictions to the real GPI score. Colombia has been
pursuing peace since 1964. Therefore we focus on a selected sample of important events
to show how well our model captures peace fluctuations and why predictions may vary
compared to the real GPI score.
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Figure 20 Colombia predictions, with respect to the real GPI score. Colombia 1-month-ahead predictions
(orange curve), with respect to the real GPI score (blue curve). The estimated GPI adequately captures the
changes in peace in January 2015, March 2016, September 2016, and August 2019, compared to the real GPI

In January 2015, President Santos said the government was ready for a bilateral ceasefire
with Farc after welcoming Farc’s December unilateral ceasefire. The estimated GPI cap-
tures the decrease of GPI, as opposed to the real GPI that continues increasing. In March
2016, the government and Farc delayed signing a final agreement. In this case, the esti-
mated GPI adequately captures the GPI increase compared to the real GPI that decreases.
Similarly, in September 2016, the government and Farc signed a historic peace accord.
Thus, the estimated GPI is correctly decreased this month, compared to the real GPI that
continues increasing. Last, in August 2019, the Farc rebel group commander defied the
2016 peace agreement and called on supporters to take up arms again. Consequently, the
GPI score should increase, and Colombia’s model adequately captures this peace fluctu-
ation compared to the real GPI that continues decreasing. The real GPI score does not
depict these peace changes because it is a monthly index upsampled from a yearly index.
Therefore, some small changes are smoothed out on the real index or if important ones are
depicted later on the following year (Sect. 3.1 includes further details on the upsampled
GPI).

In addition to Colombia, we analyze Chile to understand its medium performance bet-
ter. Based on the 2020 GPI report [12], Chile has its lowest levels of peace since the in-
ception of the GPI. Figure 21 depicts Chile’s model predictions to the real GPI score. The
plot demonstrates that the predictions curve follows the real GPI curve till March 2019.
In March 2019, we observe the real GPI increasing abruptly till March 2020, and the pre-
dictions curve does not follow the real GPI till October 2019. In October 2019, Chile was
rocked by mass protests at economic inequality, prompted by a subsequently-reversed
rise in Santiago metro fares. The estimated GPI score, in contrast with the real GPI score,
captures this increase on time. The real GPI might anticipate this increase because it is
a monthly index upsampled from a yearly index. Therefore it depicts the abrupt peace
turbulence already from March 2019.

We also deepen the analysis to find out why some country models show low perfor-
mance. To control to what extent these countries are covered from the GDELT news, we
investigate if there is any correlation between each country’s mean number of the overall
news and model’s performance or between each country’s mean number of monthly news
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Figure 21 Chile predictions, with respect to the real GPI score. Chile 1-month-ahead predictions (orange curve),
with respect to the real GPI score (blue curve). The estimated GPI score adequately captures the disturbance
in peace in October 2019, when the Chilean protests began, compared to the real GPI score

and the model’s monthly performance. However, we do not find out any correlation. An-
other possible explanation for some countries’ low performance, which could be further
explored, is that some countries might be under-represented through the GDELT news
or even over-represented [16]. For example, many United States news media, which is the
strongest player in the media industry, are tracked by GDELT. The United States news in
the English language might not sufficiently cover events happening in foreign countries or
non-English speaking countries.

Moreover, news media could introduce additional biases in the study. First, they some-
times misrepresent reality. For example, they give a distorted version of the crimes within
a city with a significant bias towards violence [112]. Second, news media datasets con-
tain the gatekeeping bias, i.e., the journalists decide on which event to publish, the cov-
erage bias, related to the over-coverage or under-coverage of an event, and the statement
bias, i.e., when the content of an article might be favorable or unfavorable towards certain
events [113].

5 Conclusion
New technologies have been increasingly acknowledged as critical tools to foster peace
[114, 115]. In particular, new digital data streams harnessed with AI allow for predictive
analytics to enhance early warning about emerging conflicts and operational risks, cost-
and time-effectively.

We exploit GDELT, a digital news database related to socio-political events, to estimate
the monthly peace values through GPI. Measuring the GPI score at a monthly level indi-
cates trends at a much finer scale than it is possible with the yearly official measurements,
capturing fluctuations and significant events that would be otherwise neglected. We use
machine learning to estimate the GPI values from 1-month-ahead up to 6-months-ahead
for 163 countries worldwide, with different socio-economic, political, and military pro-
files. There are country models that show high performance, while others show medium
or low performance. We conduct in-depth analysis on country models with high perfor-
mance, such as Saudi Arabia, Yemen, the United States, and the United Kingdom. We also
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apply explainable AI techniques to provide explanations for the models’ results and re-
veal the profile of each country. For example, the most important variables for Yemen are
related to military aid, territory occupation, bombing, negotiations, discussions, yields,
visits, international involvements, and consults, revealing a war-torn country profile. Ad-
ditionally, we use explainable AI techniques to provide explanations for the predictions of
specific months for the selected countries. Explainable AI techniques allows us to explain
the errors in the predictions and identify the events that drive these errors.

There is an aspect of our study that we should take into consideration. Since GPI is a
yearly index, we upsample its yearly values linearly to monthly values. The linear upsam-
pling is an assumption since the monthly data generated do not correspond to the real
monthly GPI. Alternatively, another assumption could be to increase the frequency of GPI
through stochastic differential equation (SDE) methods [116], a more complex method-
ology than simple linear interpolation. Considering that both solutions are assumptions
and that our main goal is to demonstrate that monthly peace can be captured through
the news data, we choose the simplest one. Future studies could deepen more the analysis
by trying different upsampling methodologies. An alternative solution could be replacing
GPI with a monthly index, which would not require upsampling.

Another line of future research lies in analysing the results per country. Indeed, for cer-
tain countries the models show low performance in predicting the GPI. One approach to
improve the models’ performance is to change the training data length based on the his-
tory of the country, usually depicted on the GPI. For example, as we show for Yemen, the
performance improves by changing the training data from the most recent 72 months to
the most recent 36 months.

Additionally, news media might introduce biases, driving the models to show low per-
formance in predicting the GPI value. Therefore, it would be beneficial to study in-depth
the representativeness of GDELT news, as some countries might be under-represented or
over-represented, to help us explain why some models fail to demonstrate high or at least
medium performance.

Last but not least, we highlight that machine learning models are a powerful tool for
solving prediction problems. Still, they are not inherently causal, and interpreting them
with techniques like SHAP fails to answer causal questions accurately. Therefore, we in-
dicate two additional points that can improve early-warning conflict systems: first, more
information about the causes of conflicts and war and, second, theoretical models repre-
senting the complexity of social interactions and human decision-making. In particular,
future AI-based conflict models should offer explanations for conflicts and war and plans
for preventing them. This is a difficult task because conflict and war dynamics are multi-
dimensional, and the data collected today are too narrow, sparse, and disparate [7].

Overall, the analysis of our results shows great promise for the estimation of GPI through
GDELT and, in general, for the measurement of peace using big data and AI. Our study
is valuable to policymakers, peacekeepers, the scientific community, and especially to re-
searchers interested in “Data Science for Social Good”. Indeed, GDELT could be used not
only for peace but for any other well-being dimension and socio-economic index related
to societal progress.
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