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Abstract

Computational simulation of UV/vis spectra in condensed phases can be performed

starting from converged molecular dynamics simulations and then performing QM/MM

computations for a statistically significant number of snapshots. However, the need of
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variational solutions (e.g. ONIOM/EE) for a huge number of snapshots makes unprac-

tical the use of state-of-the-art QM Hamiltonians. On the other hand, the effectivity

of perturbative approaches (e.g. PMM) comes at the price of poor convergence for

configurations strongly different from the reference one. In this paper we introduce an

integrated strategy based on a cluster analysis of the MD snapshots: next a represen-

tative configuration for each cluster is treated at the ONIOM/EE level, whereas local

fluctuations within each cluster are described at the PMM level. Some representative

systems (uracil in dimethylformamide and in water and tyrosine zwitterion in water)

are analysed to show the effectivity and flexibility of the proposed strategy.

1 Introduction

The accurate reproduction of the spectroscopic properties of molecular systems in condensed

phase is certainly among the main aims of contemporary theoretical-computational chem-

istry1–4. The challenges in this context are essentially related to the description of the key

features involved in such phenomena that, at variance with gas-phase processes, rely not only

on the accurate characterization of the Quantum Mechanical (QM) properties of the chro-

mophore, but also on the description of its interaction with the embedding environment. In

fact, the simulation of the absorption/emission spectra in realistic conditions should in prin-

ciple include (i) the study of the electronic states of the most stable conformers of medium-

large size molecular systems, (ii) the characterization of the vibrations of each chromophore

conformer, and (iii) the proper treatment of the interaction between the chromophore and

the surrounding environment. Indeed, in the cases of complex systems (such as condensed

phase systems), a brute force first-principle strategy in which the forces of the whole system

are computed on the fly can be performed only employing oversimplified QM models5. In

this context, multi-scale approaches are still the methods of choice for reliable and feasible

calculations6–11. According to these multiscale methods, complex systems and the inherent

occurring phenomena can be factorized to employ theoretical-computational methodologies
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of different accuracy and cost to tackle the complete problems. To this end, the system

of interest is partitioned into multiple fragments, each treated with a different theoretical

approach. When quantum mechanics is combined with inexpensive classical Molecular Me-

chanics (MM) these approaches are known as QM/MM methods. QM/MM methods have

been successfully applied to investigate many condensed phase problems ranging from chem-

ical reactions in solution or complex media, to spectroscopic features of complex systems.

Typically, the total energy of the (whole) system is computed according to either one of

two ways, namely i) summing the energy of the system sub-parts treated at high level of

theory, the energy of the remainder being described at classical level with a further classical

term describing the interactions between the two parts (additive scheme) or ii) summing

the energy of the high-level portion to the classical energy of the complete system then sub-

tracting the classical energy of the system sub-part already accounted for at QM level of

theory (extrapolative scheme). Besides, for computing the coupling between the quantum

and classical sub-parts several different approaches have been proposed10,12–16. If the QM

level calculation is performed on the isolated QM region, then the model is referred to as

“mechanical embedding”. Accordingly, the electrostatic interactions between the two regions

are treated only at the classical level. Conversely, the “electronic embedding” (EE) scheme is

exploited when the high-level calculations are performed incorporating the partial charges of

the MM region into the QM Hamiltonian. The latter approach avoids the approximation of

the QM charge distribution by means of point charges and allows the QM wave-function to

be polarized by the MM region charges, thus providing a better description of the interaction

between the two regions. Most of the present QM/MM applications to chemical reactivity

and spectroscopy are based on electrostatic embedding schemes8.

Within this general context, the Perturbed Matrix Method (PMM) has been developed17–21.

Analogously to more conventional QM/MM procedures, the basics of the method consists in

the partitioning of the system to define a sub-part to be treated at the QM level (the so-called

Quantum Center, or QC) that interacts with the surrounding environment (like, e.g., the
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solvent molecules) described at the MM level. At variance with more standard approaches,

the perturbing effects on the QC properties due to the interaction with the environment is

not directly included in the Hamiltonian operator, but it is obtained by diagonalizing the

perturbed Hamiltonian matrix constructed in the basis set of the Hamiltonian eigenstates

computed in the absence of perturbation. Accordingly, the unperturbed QM properties of

the QC are computed in vacuum and the perturbation operator is built as a function of the

electrostatic potential generated by the atomistic environment on the QC for each system

configuration of the MM simulation. The method has been implemented in the Gaussian

package18 and very recently it has been expanded to include different levels of theory to

deal with the perturbation term in the perturbed Hamiltonian matrix20. If the QC is a

rigid or semi-rigid species (the simplest case) the unperturbed eigenstates are evaluated only

at a single semi-classical QC geometry. When a flexible QC is studied, a set of reference

structures is extracted from the MD simulation (typically by means of some clustering-

procedure). Indeed, even when applying these hybrid methods, the subtle balance between

accuracy and computational feasibility has to be tuned according to system/user needs. For

instance, when applying conventional QM/MM procedures (like the well-known ONIOM

procedure) it is hardly feasible to exploit the complete classical sampling for the successive

QM calculations. In fact, depending on the size of the system, a huge number of snapshots

are required to classically sample the system phase space. This implies that a reduced

sampling has to be employed to assess the electronic properties of the overall system, going

from several to hundreds of snapshots distributed on the whole configuration space. The

more the configurations utilized for the computations, the more accurate the final result

will be. On the contrary, when applying the PMM procedure, a very limited number of

QM calculations is performed, corresponding to the QC conformations chosen as references,

while the complete MM sampling can be utilized for evaluating the perturbation. This indeed

comes at the price of a reduced accuracy in the treatment of the electrostatic interaction

between the two regions (see Methods section for additional details). These considerations
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suggest that effective hybrid models combining ONIOM/EE and PMM approaches could

offer significantly improved cost/reliability ratios. The development and validation of such

hybrid approaches is the main aim of the present contribution. To this end, we computed

the electronic absorption spectrum of three systems, exploiting both the ONIOM procedure

applied with the Electronic Embedding scheme (ONIOM/EE) and the PMM procedure.

We studied Uracil in dimethylformamide (DMF), Uracil in water and Tyrosine zwitterion in

water. The study carried out by applying the ONIOM/EE procedure represents the reference

for subsequent accuracy comparisons between more approximate methods. Given the size of

the systems studied, we could fairly consider that the use of hundreds of snapshots (we used

500, see Methods section) should be sufficient for an accurate evaluation of the spectroscopic

features of the systems. By applying the different computational procedures, we move from

use of the complete classical sampling for evaluating the quantum properties of the system

to the limit of using just one reference structure in combination with the standard PMM

procedure. In this way, starting from the very simple case of a semi-rigid solute in an

aprotic solvent and proceeding to the (more complex) case of a zwitterionic flexible species

in aqueous solution, we are able to analyse the conditions in which the standard PMM

procedure can be convenient in terms of the accuracy/computational cost ratio. On these

grounds, we introduce a combined approach in which the full ONIOM/EE method is used

for a single representative configuration within each cluster found in a preliminary analysis

of the snapshots issuing from the classical MD simulation. Next, the faster PMM model is

employed to take into account the local fluctuations within each cluster.
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2 Methods

2.1 The effects of the environment on the quantum properties of

the system: zoom in the PMM

The well-known and (more) usual methods for treating the effects of the presence of the en-

vironment on the quantum properties of a system (either polarizable continuum or QM/MM

methods) have been the object of a number of reviews2,8,22–24. Thus, herein we provide

a brief summary only of the key aspects of PMM theoretical basis (details can be found

elsewhere25,26).

As briefly outlined in the Introduction, the basis of the PMM relies on the definition

of the system sub-part to be treated at the QM level, classically interacting with its en-

vironment described at atomistic level, which is a common feature among all the most

widely used QM/MM methods. In the case of PMM, instead of including directly in the

Hamiltonian operator the perturbation term, the effect of the perturbation is obtained by

diagonalizing a posteriori the perturbed Hamiltonian matrix constructed in the basis set of

the unperturbed Hamiltonian eigenstates. The unperturbed electronic properties of the QC

are provided by QM calculations, whereas classical molecular dynamics (MD) simulations

provide the statistical-mechanical ensembles for evaluating the perturbation. The unper-

turbed QM properties of the QC are evaluated in vacuum, thus defining the perturbation

operator through the electrostatic potential generated by the atomistic environment on the

QC for each step of the MD simulation. According to the original version of the method, the

perturbation operator is expressed in terms of the electric potential acting on the QC, utiliz-

ing a single expansion for the whole QC (QC-based expansion) typically centred in the QC

centre of mass. Depending on the atomistic/structural features of the QC, the expansion can

be truncated either at the second or the third order (dipolar or quadrupolar approximation).

Then, the higher order terms can be approximated by short-range potentials independent

of the electronic coordinates. A new development has been recently proposed20, in which
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the perturbation is expressed in terms of its effect on each QC atom. That is, the perturb-

ing electrostatic potential is expanded within the atomic region around the corresponding

atomic centre (atom-based expansion). Such an expansion involves the definition of atomic

charge and dipolar operators for each atomic region of the QC. In this case, the terms be-

yond the second order can be safely described by effective two-body potentials independent

of the electronic coordinates. Moreover, the atomic dipoles can be neglected as the electronic

density of each unperturbed electronic eigenstate within each atomic region is basically sym-

metric around the nucleus. Thus, in principle, the evaluation of the unperturbed electronic

eigenstate atomic charges should be sufficient to build the perturbed Hamiltonian matrix.

However, the unperturbed eigenstate atomic charges are very difficult to obtain when differ-

ent eigenstates are involved. For such a reason, the adopted strategy consists of using the

atom-based expansion only for the Hamiltonian matrix diagonal elements while the other

(non-diagonal) elements are obtained by using the QC-based expansion.

2.1.1 Integrating PMM with ONIOM/EE

Here, a new strategy to apply the PMM is proposed. The quantum properties of the QC

are computed explicitly accounting for the effect of the embedding environment via the

Electronic Embedding scheme of the ONIOM method, at variance with the original version,

which employs the QC in the gas phase. Some relevant QC-environment instantaneous

configurations (or just one in the simplest case) are utilized as the reference conditions.

Accordingly, for each MD frame the perturbed Hamiltonian matrix is expressed utilizing

the eigenstates computed through the ONIOM/EE method as the basis set. Thus, the

MM simulation provides the ensemble for evaluating the electrostatic potential fluctuations

with respect to the one explicitly accounted for in the QM calculation. That is, for each

step of the simulation, the perturbation operator is defined as the difference between the

instantaneous electrostatic potential generated by the environment and the corresponding

reference configuration. This new strategy was applied only for the aqueous solutions, for
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which the solutes are expected to experience the most intense interactions with the solvent.

2.2 Application of clustering procedures

and dimensionality reduction techniques

For the estimation of the spectroscopic properties of the systems of interest, we made use of

a number of configurations sampled from the MD trajectory to apply the QM methods. MD

data are both high dimensional and of relevant size: thousands of configurations are sampled

in a simulation and for each of them many variables may be defined. Hence, we selected

a number of configurations to apply QM methods both i) by reducing the size of the data

set, applying clustering procedures to some property sampled by the MD, and ii) reducing

the overall dimensionality of the trajectory, using the Principal Component Analysis (PCA),

which is a dimensionality reduction technique employed in previous PMM studies18,21. Clus-

tering procedures aim at finding inherent relationships between the members of a data set

and, as a consequence, select a limited number of representative members to describe its

properties. Basically, these procedures work maximizing the similarities between members

of the same clusters and minimizing the one between members of different clusters. PCA

works by performing a variable transformation from a set of correlated variables to a new

set of uncorrelated variables. By selecting those uncorrelated variables that contain a pre-

defined percentage of the variance (the so called Principal Components) a space of reduced

dimensionality can be managed instead of the complete one, minimizing the information loss.

In this framework, clustering allows one to select a limited number of solute or solute

plus solvent configurations to be used in computationally demanding QM calculations with

(hopefully) minimal loss of detail, while the principal component analysis of the atomic

fluctuations permits to predict a low-dimensional subspace in which the main QC motion is

expected to occur. Further details about clustering and PCA are given in the next sections.
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2.2.1 Selection of the relevant reference structures to apply the standard PMM

procedure

A PCA of the QC atomic fluctuations over the MD trajectory is initially performed to assess

the flexibility of the QCs27,28. In particular, the largest eigenvalue of the covariance matrix

(corresponding to the largest internal motion of the QC) offers a criterion to assign the QC as

either semi-rigid or flexible. In fact, depending on the semi-rigidity or flexibility of the QC,

different computational routes to apply the PMM can be followed (note that the procedures

described in this paragraph refer only to the PMM application based on the evaluation of the

QC unperturbed properties in vacuum, whereas they do not apply to the newly developed

strategy merging PMM and ONIOM/EE). In the case of a semi-rigid QC, the unperturbed

quantum properties of only one semi-classical QC geometry are sufficient for describing the

perturbed quantum states and properties. This is the case for the Uracil solute, whose QM

properties were thus evaluated only on the geometry corresponding to the energy minimum.

Indeed, the PCA showed that the QC did not undergo any dramatic structural deformation

during the simulation (see Figure 1). The resulting eigenvalues are, in fact, tiny (10−3 nm2

order of magnitude) and the projections of the MD QC conformations onto the plane defined

by the first two eigenvectors of the covariance matrix (Essential plane) clearly correspond to

small structural fluctuations around the most stable structure.

On the other hand, if the QC is flexible, several reference structures are needed to describe

the conformational dependence of the perturbed quantum properties. This is the case of the

Tyrosine zwitterion, which is characterized by 5 highly flexible dihedral angles. For this case,

a number of MD configurations are chosen in order to provide a set of relevant reference

structures to be used in a successive interpolation procedure to reconstruct the unperturbed

QC quantum properties at any sampled MD configuration. The reference structures were

selected from the QC configuration projections onto the two-dimensional space defined by the

first two principal components (the Essential plane). To choose the reference structures the

following two-step procedure was applied: i) an ordered grid was built on the essential plane

9
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Figure 1: Left Panel: Spectrum of the first 10 eigenvalues of the covariance matrix of the
QC geometrical fluctuations. Right Panel: Projections of the MD QC conformations onto
the essential plane.

enclosing all the QC projections, taking a reference structure from the MD point closest

to each grid node; ii) a density based spatial clustering method (Density Based Spatial

Clustering of Applications with Noise, DBSCAN29) was applied to identify the relevant MD

point clusters within the essential subspace. We set 40 and 0.005 as minimum number of

points and radius threshold, respectively. Then, the MD structures closest to each centroid

in the essential subspace accounted for new reference structures. On each structure the

unperturbed QM properties of interest were computed and then interpolated by using the

essential plane positions of the corresponding QC configurations to obtain the corresponding

values for each MD time frame. The (cubic) Shepard’s inverse distance weighted interpolation

method30–32 was used to achieve the goal. The two-step procedure implemented for the

structures extraction was designed to get the most accurate results from the interpolation

procedure. In fact, by means of the grid construction, a first stratified sampling is performed

to properly sample the edges of the QC projections. Then, we applied the density based

clustering procedure since we expect that some regions of the essential subspace can be
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more populated than others, thus selecting a new reference structure from each highly dense

region of the subspace. It is worth noting that the procedure currently developed does

not deal with cases in which the QC changes its structure dramatically. In such cases, the

approximation of describing the essential subspace only by the first two principal components

can be not sufficiently accurate. Hence, the complete procedure (structures extraction + QM

properties interpolation) should be performed considering a higher dimensional subspace. In

light of such procedural limitation, in the present work an ad hoc selection of the atoms to

be considered for the PCA was made, as shown in Figure 2. Such selection was aimed at

giving the highest relevance to the proper dihedral angles, especially the one describing the

rotation of the hydroxyl group around the benzene ring. As a matter of fact this dihedral

strongly affects the phenol properties in the gas-phase, as shown in our recent work on

the Tyrosine UV-vis spectrum in water21. To increase the computational efficiency of the

procedure, a reduced MD sampling was utilized (≈ 9000 frames, obtained by sampling the

complete trajectory skipping each 13 MD frames). The projections of the QC configurations

(either the complete trajectory sampling or the reduced one) onto the first two principal

components, as well as the points chosen as reference structures are shown in Figure 2.

2.2.2 Selection of the relevant reference structures to apply the PMM

procedure in conjunction with the Electronic Embedding scheme

A crucial point when applying the new strategy (i.e. combining PMM with ONIOM/EE) is

the choice of the reference configuration(/s). Indeed, while the QM properties evaluated in

vacuum depend only on the QC conformation chosen for the calculation, when dealing with

ONIOM/EE it is the overall QC plus environment configuration that determines the QM

properties of the QC. In the present case, the Uracil being a semi-rigid molecule, we could

disregard the dependence of the QM properties from the QC conformational motions, thus

focusing on the properties of the Uracil-SPC water interaction.

We analysed the probability of Hydrogen Bonding (HB) between the Uracil donor/acceptor
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Figure 2: Left Panel: Projections of the QC configurations onto the Essential plane, as
resulting from the the complete trajectory (black points) and from the reduced sampling
(red points). The circles represent the projections corresponding to the chosen reference
structures, either found with the rectangular grid (green circles) or corresponding to the
centroids of the DBSCAN clusters (cyan circles).
Right Panel: Zwitterionic Tyr structure. The atoms selected for the PCA are highlighted in
pink.

atoms and the SPC water, as a descriptor of the QC-environment interaction. In principle,

the HB formation should be assessed accounting for the electronic structure and correspond-

ing energy of the two partners engaged in the interaction. Nevertheless, we made use of

our classical MD simulation exploiting the fulfilment of geometrical criteria reflecting the

number of possible HB per atom for each MD time frame. Such geometrical criteria take

into account both the distance between the HB donor(/acceptor) in Uracil and the HB

acceptor(/donor) in the SPC molecule and the angle formed between these and the Hydro-

gen(/Oxygen) in the SPC molecule. We utilized a function (hereafter called F function),

developed by Pagliai et al., which is equal to 1 if the deviation of this distance and angle

from suitable reference values are smaller than a threshold value, while it decreases expo-

nentially for increasing deviations33,34. The radial and angular distribution functions are

utilized to extract the exact parameters to be inserted into the function. In fact, the posi-
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tion (a distance or an angle value) of the first peak in these curves, if any, corresponds to the

geometrical threshold value and the half-width at half-maximum of the peak is utilized for

weighting the geometrical deviations. The radial distribution functions were computed (see

Figure 3) between the carbonyl oxygens, the aminic hydrogens and the nitrogens in Uracil

and the corresponding HB acceptor/donor atom in an SPC molecule. From these data it

is evident that the two carbonyl oxygens are the most likely atoms to form HBs with the

SPC molecules, the corresponding curves showing a well-defined peak of increased density for

short O-H distance. Thus, only for these two atoms we computed the angular distribution

function (see Figure 3) and the F function33,34. We utilized the space defined by the two

computed F functions to identify different sub-populations (clusters) within the Uracil-SPC

MD ensemble. To this purpose, we applied the Kmeans clustering procedure. This method

belongs to the class of clustering algorithms based on partition. The aim of the method is

to partition the starting data set into k clusters, where k is a fixed parameter. Applica-

tion of the Kmeans method with the elbow criteria (as done for instance in35–38) yielded 4

clusters, corresponding to the sub-populations where the Uracil molecule forms about one

or two HBs with water through each of the two carbonyl oxygens (see also Figure 4). Each

of these sub-trajectories was then utilized as a different ensemble for applying the PMM

procedure according to the new strategy. Finally, for each sub-trajectory the reference state

was chosen as the MD frame characterized by the electrostatic field components closest to

the average values (averaged over each sub-trajectory). The identified sub-trajectories were

used as the ensembles to evaluate the perturbation. The final spectrum was then obtained

by summing the spectra computed for each of the sub-trajectories, weighting the parts by

the corresponding sub-trajectory population.

We also applied the PMM procedure tailored with the EE scheme utilizing only one frame

from the Uracil in SPC water MD trajectory. This configuration was chosen according to the

value of the three components of the electric field acting on the center of mass of the solute.

In fact, we utilized the MD frame characterized by the electric field components closest to the
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Figure 3: Left panels: Radial distribution functions between the O/H in SPC and the
relevant HB donor/acceptor in the Uracil molecule (bottom right). Right panel: Angular
distribution functions of the angle formed by Uracil carbonyl oxygens, H in SPC and O in
the SPC.

average values as the reference configuration to be employed in the ONIOM/EE calculations

(mean configuration). In the Supporting Informations (Figure S1) the distributions of the

electric field components along with the correlations between them are shown. The presence

of Uracil in the SPC solution does not induce any remarkable correlation between the electric

field components, thus allowing us to straightforwardly identify (and extract) from the MD

trajectory the mean configuration for the subsequent calculations.

Regarding the Zwitterionic Tyr-SPC water system, when applying the PMM strategy

tailoring it with the Electronic Embedding scheme, the computational procedure proposed

to deal with the flexibility of the QC (see section 2.2.1) cannot be applied. Nevertheless, in

our previous work21, we highlighted the role of the dihedral angle describing the rotation of
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Figure 4: Left panel: The space defined by the F functions computed for the two carbonyl
oxygens in the Uracil molecule (atoms 10 and 4, refer to Figure 3). A different color identifies
each cluster. Right panel: Sum of squared distances of cluster samples to their closest center
as a function of the number of clusters. The chosen number of cluster (4) is highlighted.

the hydroxyl group around the benzene ring in affecting the phenol QM properties. For this

reason, in the present work, we divided the overall trajectory into 4 sub-trajectories according

to the value of such a dihedral angle θ (0.0 ≤ θ < 90.0; 90.0 ≤ θ ≤ 180.0; -180.0 ≤ θ <

-90.0; -90.0 ≤ θ ≤ -0.0). The identified sub-trajectories were then utilized as the ensembles

to evaluate the perturbation. In analogy with the previous case, for each ensemble, the

reference frame to be employed for the ONIOM/EE calculations was chosen by selecting the

frame characterized by the electric field on the QC center of mass components closest to

the average. The identified sub-trajectories were then used as the ensembles to evaluate the

perturbation, resulting in a different spectrum. Hence, by summing these spectra, weighted

by the corresponding sub-trajectory population, the final spectrum was obtained.
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2.3 Computational Details

2.3.1 Molecular Dynamics simulations

MD simulations of Uracil in N,N-dimethylformamide (DMF), Uracil in water and zwitterionic

Tyrosine in water were performed with the Gromacs software package39. The force field (ff)

utilized to model the Uracil molecule was parameterized by using QM data, according to the

procedure implemented in the JOYCE program40,41. The target geometries, the correspond-

ing energies, gradients and Hessian matrices, were obtained with the Gaussian16 package42,

by using Density-Functional Theory43(DFT) with the hybrid B3LYP functional44(B3LYP) in

conjunction with 6-311 G(d) basis set. The atom types and Lennard Jones parameters were

assigned according to the AMBER description45, while the atomic charges were computed

by using the RESP method46. For the Tyrosine zwitterion, the ff parameters derived in our

previous study were utilized21. The SPC model was utilized for the aqueous solvent47 while

for the DMF an in-house derived force field48 was utilized. All the systems were simulated

in the isothermal-isochoric ensemble (NVT) with periodic boundary conditions, using an

integration step of 2 fs. The temperature was kept constant (300 K for Uracil and Tyrosine

zwitterion in water, and 298 K for Uracil in DMF) by the velocity-rescaling temperature

coupling49. The bonds were constrained using the LINCS algorithm50. The particle mesh

Ewald method51 was used to compute long range interactions with grid search and cut-off

radii of 1.1 nm. The simulation box densities were calibrated to obtain in the NVT MD

simulations a pressure identical, within the noise, to the one provided by a corresponding

reference MD simulation of the pure solvent. The reference simulations of the pure solvents

were carried out in the NVT ensemble, using the same (room) temperature utilized for the

production runs and imposing a box density equal to the experimental density of the corre-

sponding pure solvent at room temperature and atmospheric pressure (that is, 55.32 mol per

l for water and 12.91 mol per l for DMF48). The production runs of all the systems consist

of 100 ns.
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2.3.2 Polarizable continuum

500 MD time frames were extracted sequentially from the Uracil in DMF and Uracil in water

MD trajectories. The corresponding Uracil conformations were utilized for subsequent QM

calculations. We employed Density-Functional Theory with the CAM-B3LYP functional in

conjunction with the 6-311G+(d) basis set. We mimicked the solvent effects by means of the

Conductor-like Polarizable Continuum Model (C-PCM)52,53 setting, accordingly, water and

DMF as reference solvents. We used the Gaussian suite of programs for the calculations.

To compute the spectra, the resulting excitation energies and oscillator strengths of the

first 7 excited states were extracted from each calculation. We convoluted the electronic

transitions by using Gaussian functions setting the sigma value empirically to reproduce the

experimental spectral full width at half maximum (0.0015 a.u. of frequency).

2.3.3 Electronic Embedding calculations

500 MD time frames were extracted sequentially from the Uracil in DMF, Uracil in water

and Tyrosine zwitterion in water MD trajectories to apply the ONIOM procedure. For the

Uracil-water and Uracil-DMF systems, the complete MD box was utilized for the TDDFT

calculations, treating the solute at the CAM-B3LYP/6-311+G(d) level of theory and em-

ploying all the remaining solvent molecules for the Electronic Embedding (EE). For the

Zwitterionic Tyr-water system, a sphere of ≈ 2 nm was cut from each MD extracted config-

uration to be utilized for the ONIOM/EE calculations. The TDDFT calculations were then

performed treating the complete zwitterionic Tyr at the B3LYP/6-311+G(d) level of theory.

For all the systems studied, we extracted the resulting excitation energies and oscillator

strengths of the first 7 excited states from each calculation. The sigma values of the Gaussian

functions used to convolute the transitions were set empirically in order to reproduce the

experimental spectral full width at half maximum (0.0015 a.u. of frequency was used for

both the Uracil simulated spectra and 0.00058 a.u. of frequency was utilized in the case of

Tyrosine in aqueous solution).
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2.3.4 PMM

For all the systems studied, we defined the complete solute as the Quantum Center (the same

portion of the system utilized for the high level treatment in the ONIOM procedure). Com-

putationally, to build the perturbed Hamiltonian matrix, the unperturbed energies, electric

dipole expectation values, and transition moments of a number of electronic states were com-

puted. For the Uracil in DMF and water systems, on the QC conformation corresponding

to the vacuum minimum of energy, obtained at the B3LYP/6-311+G(d) level of theory, the

first 10 unperturbed electronic states and the complete matrix of the corresponding dipole

moments were evaluated using Time-Dependent DFT calculations54, at the CAM-B3LYP/6-

311+G(d) level of theory.For Tyrosine zwitterion in water, a set of reference structures was

extracted from the MD simulation according to the procedure reported in the section 2.2.1.

These reference structures were energy minimized with DFT at the B3LYP/6-31+G(d) level

of theory. The optimization was performed constraining the dihedral angles and accounting

for the solvent effects by means of C-PCM (thus preventing the atomic rearrangement that

leads to the neutral form with no charge separation of the amino acid, as it occurs in vac-

uum). Then, by fitting the reference structures to one of them (mass weighted least square

fitting procedure), a common orientation was assigned to the structures. On the (fitted)

optimized geometries 11 unperturbed (i.e. in vacuum) electronic states have been evaluated

(TDDFT, B3LYP/6-31+G(d) level of theory). Then, the unperturbed properties of inter-

est (namely, the vacuum ground to excited state frequency transition for all the computed

electronic states, and the complete matrix of the corresponding dipole moments) were inter-

polated within the essential plane. The complete MD trajectory was utilized as statistical

ensemble for evaluating the perturbing effect of the environment.

For the aqueous systems (both Uracil and Tyrosine), where the solutes are expected to

experience stronger interactions with the solvent with respect to the DMF case, we also

employed the new hybrid strategy combining PMM and ONIOM/EE models (see section

2.1.1). For Uracil in aqueous solution, on the QC plus environment configuration/s selected
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(see section 2.2.2) the first 10 unperturbed electronic states and the complete matrix of the

corresponding dipole moments were evaluated using Time-Dependent DFT calculations54, at

the CAM-B3LYP/6-311+G(d) level of theory exploiting the Electronic Embedding scheme

of the ONIOM procedure. For Tyrosine zwitterion in aqueous solution, on the QC plus

environment configuration/s selected (see section 2.2.2) the first 10 unperturbed electronic

states and the complete matrix of the corresponding dipole moments were evaluated using

Time-Dependent DFT calculations54, at the B3LYP/6-31+G(d) level of theory exploiting

the Electronic Embedding scheme of the ONIOM procedure. For the same two systems,

we also applied the recently proposed development20, based on expressing the perturbation

in terms of its effect on each QC atom20 (see 2.1.1 section). To this end, we computed

the atomic charges to be used for the diagonal elements of the Hamiltonian while the non-

diagonal ones were expressed according to the QC-based expansion by means of the transition

dipole moments. For Uracil in aqueous solution we utilized the RESP model for computing

the atomic charges46, whereas for Tyrosine zwitterion in water we utilized both the RESP

and the CM555 models in order to compare the results between the two computational

procedures. For all the electronic states, the CM5 charges were rescaled to be consistent

with the diagonal electric dipole moments. We utilized the level of theory consistent with

the previous computations.

For each of the calculated spectra, to take into account the effects of the chromophore

semi-classical structural fluctuations, for all the MD frames each transition was modeled

as a Gaussian function centred on the perturbed electronic transition frequency. For the

Uracil in water spectrum, to compute the sigma value to be used in the convolution, four

MD frames were randomly extracted from the MD trajectory of the system. On each of

the extracted configurations the first 7 electronic state energies were computed by using

the ONIOM/EE scheme. On the corresponding QC conformations, the same energies were

computed in vacuum. Then, the standard deviations of the electronic energies obtained by

both the computational procedures were evaluated. The average between the two values was
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utilized as the sigma for the Gaussian convolution of the electronic transitions for all the

Uracil spectra reported in the Results section (σ=0.0015 au of frequency). Instead, for the

Tyrosine zwitterion case, the standard deviation utilized for the Gaussian convolution is the

one estimated in the previous study on Tyrosine (σ=0.0008 a.u. of frequency)21.

3 Results

3.1 A semi-rigid solute in aprotic solvent:

Uracil in dimethylformamide absorption spectrum

For Uracil in DMF, we computed the UV-Vis absorption spectra through i) the continuum

polarizable embedding approach, ii) the ONIOM electronic embedding scheme and iii) the

standard PMM procedure, as shown in Figure 5 (see also Computational Details section).

We could not find experimental data to compare our results. However, it can be noted that

Figure 5: Uracil in DMF UV absorption spectra computed by applying the ONIOM/EE
approach (black curve), the PMM procedure (red curve) and the C-PCM (green curve)
approach.
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the three computed spectra are in remarkable agreement. This is especially the case for the

ONIOM/EE and PMM spectra. Indeed, the absorption maxima shift is only 2 nm (ie less

then 0.05 eV) and the intensity difference is ≈ 600 M−1 cm−1. Our data clearly show that for

the case of a semi-rigid solute in aprotic solvent, moving from treating at the the QM level

the “full” (according to our scope) MD sampling to employing only a single QC conformation

does not relevantly affect the accuracy of the computed spectra.

3.2 A semi-rigid solute in water:

Uracil in water absorption spectrum

In Figure 6 (refer to the black line) the computed spectrum obtained through the application

of the ONIOM/EE procedure is shown for Uracil in aqueous solution. The spectrum i) is

characterized by an absorption peak in the 220–280 nm region, as the experimental spectrum;

ii) well reproduces the experimental intensity ( ≈ 9000 M−1 cm−1) and iii) reproduces the

experimental full width at half maximum of ≈ 30 nm (see also Table 1)56. The slight shift

(28 nm, i.e. less than 0.6 eV) of the computed spectrum with respect to its experimental

counterpart is well within the expected error bar of the underlying TDDFT calculations.

These results, exploiting most of the MD sampling for the QM calculations, are the most

accurate ones and will be used to benchmark less sophisticate models.

By means of HB analysis (see section 2.2.2) we identified four relevant sub-populations

in the MD sampling according to the distribution of the HBs engaged by the Carboxyl

Oxygens in the Uracil molecule with the SPC molecules. These sub-trajectories provided

the four different ensembles to be used for applying the hybrid PMM/ONIOM-EE procedure.

In Figure 7 the structures of Uracil in water corresponding to the MD frames utilized for

applying the PMM procedure are shown. The solute molecules are shown with a 5 Å thick

hydration shell and the water molecules closest to the Uracil are highlighted. For each

sub-trajectory, the application of the PMM resulted in a different spectrum. Thus, the final

spectrum reported in Figure 6 (red line) was obtained by summing the spectra obtained
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Figure 6: UV spectrum of Uracil in water obtained by applying the ONIOM procedure with
the Electronic Embedding scheme (black line) and the PMM procedure according to the
hydrogen bond analysis (vide infra, red line).

from each sub-trajectory, weighted by the corresponding cluster size.

Also in this case the computed spectrum is in good agreement with the experimental

results. In Table 1 the main properties of all the computed spectra are compared with the

corresponding experimental ones.

We employed only 4 MD snapshots for the QM calculations. It is worth noting that such

computational gain is not accompanied by any relevant accuracy loss. The next step was

the test of the results issuing from the use of a single snapshot for the QM calculations. To

this end we applied both the original version of PMM and the new strategy for selecting

the reference structure (see section 2.1.1). In the first case we utilized the QC conformation

corresponding to the minimum of energy for the QM in vacuum calculations, whereas for the

second case we selected the QC+environment configuration to be used for the ONIOM/EE

calculation by looking at the electric field generated by the water molecules on the QC center

of mass (see section 2.2.2). The results of such computations are reported in the Supporting

Informations, figure S2. Note that for both cases the chosen level of theory for treating
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Figure 7: Representative structures of the different sub-populations identified through the
HB analysis for the Uracil in water system. These structures were extracted from the MD
frames utilized to apply the PMM. The solute molecule is shown along with a 5 Å thick
hydration shell and highlighting the water molecules closest to the Uracil (i.e. less then 2 Å
distance).

the perturbation operator in the PMM approach is the QC-based expansion in the dipolar

approximation. When exploiting the new strategy (i.e. considering the solvated uracil as the

reference system), we expressed the perturbation operator both in its original formulation

and in terms of the perturbing field at each atom of the QC. The latter approach (atom-based

expansion, see section 2.1) does not show any significant improvement with respect to the

original QC-based expansion. The first three ground to excited state transitions character-

izing the UV spectrum of Uracil in water obtained according to this procedure are shown in

the Supporting Information as figure S3 . We utilized the RESP method for computing the

uracil charges in different electronic states. In view of the close similarity between one-center

and multi-center expansions in the QC, we did not test other computational procedures for

the charge estimation. The two spectra obtained by employing only a single QM calculation

are quite similar and both satisfactorily reproduce the experimental data56 (see Table 1).
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Indeed, also for this case, our results suggest that all approaches employed here are nearly

equivalent in reproducing the essential features of the absorption spectrum.

Table 1: Main spectroscopic features of the uracil spectrum in DMF: position (λmax) and
intensity (εmax) of the absorption maximum and full width at half maximum (fwhm).

λmax (nm) εmax (M−1cm−1) fwhm (nm)
Experimental 259 9000 30
ONIOM/EE 232 7100 30

PMM 230 7800 26standard strategy
PMM 227 8000 26new strategy
PMM

236 6100 32new strategy
HB analysis

3.3 A flexible and complex solute in water:

the absorption spectrum of tyrosine zwitterion in aqueous so-

lution

3.3.1 The goal

The UV absorption spectrum of Tyr zwitterion in aqueous solution computed employing

the ONIOM/EE procedure (see Methods section), is shown in Figure 8. The spectrum

we obtained is characterized by an absorption maximum occurring at 256 nm (λmax) with

a molar extinction coefficient (εmax) of 2200 M−1 cm−1 and a fwhm of 18 nm, in good

agreement with the experimental results57–61 (λmax,exp=275 nm, εmax,exp=1400 M−1 cm−1

and fwhmexp=22, the of λmax shift being again consistent with the expected TD-DFT error

range). Moreover, both the ONIOM/EE and experimental spectra show an high energy

absorption peak located at 220 nm (literature inconsistencies about the intensity of the

absorption band prevented a more detailed comparison57,60,61).
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Figure 8: Zwitterionic Tyrosine in water UV absorption spectrum obtained through the
ONIOM/EE procedure.

3.3.2 The (unsatisfactory) standard PMM procedure

The standard PMM strategy was then applied by following the procedure developed to deal

with flexible QCs, as reported in section 2.2.1. This procedure made use of 22 conformations

to compute the QC QM unperturbed properties and exploited the complete MD classical

sampling, through the interpolation procedure, to model the QM perturbed properties of

the system. At variance with previous cases, this approach gave disappointing results. The

computed spectrum is reported in Figure 9 together with the contributions to the overall

result due to the transitions from the ground to the first six perturbed electronic states.

The computed spectrum is characterized by a single broad absorption band in the 180-

400 nm region (fwhm=61 nm corresponding to ≈ 1 eV), given by the overlap of the broad

ground to excited states transition peaks occurring even at very low energies. A Gaussian

convolution of the electronic transitions was performed accounting for the effects of the

semiclassical structural fluctuations to obtain the final spectrum reported in the figure. We

utilized the σ value previously computed21 (see section 2.3.4), but its exact value plays a
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Figure 9: UV absorption spectrum of tyrosine zwitterion in aqueous solution computed via
the standard PMM procedure (maroon curve) and contributions issuing from transitions to
the first six perturbed electronic states (black, red, green, blue, yellow and brown curves,
respectively).

negligible role in determining the final result. In fact, even decreasing the σ value by an

order of magnitude the overall shape of the spectrum did not change (data not shown).

Afterwards, we computed the same electronic transitions of Figure 9 in the absence of the

perturbing environment, i.e. putting the charge of the SPC water atoms equal to zero while

the remainder of the computation was performed in the same way (refer to the Supporting

Informations, figure S4). Only the QC structural fluctuations contributed to this spectrum.

Hence, from the comparison between the spectra reported in Figures 8, 9 and S4 , one

may estimate the contribution of the environmental perturbing effects to the final spectrum.

It is apparent that the blue-shift of the electronic transition induced by the perturbation

is not sufficient to satisfactorily reproduce the experimental spectrum. From these data it

emerges that the description of the interaction between the Tyr zwitterion and the embedding

environment is not accurate enough to achieve a reasonable reproduction of the experimental

spectrum. This may be due to a lack of accuracy of either the computational treatment of
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the QC (high) flexibility, or the modelling of the QC-environment interaction. Namely, the

description of the interaction by means of the electrostatic perturbation operator truncated at

the second order in the QC-based expansion may be not accurate enough for the present case.

Reasonably, given the dimension of the QC and the strong dipole moment of the backbone,

the approximation of homogeneous or nearly-homogeneous perturbing field is probably too

rough. Note that even in the atom-based expansion approximation, the coupling between

the unperturbed states given by the non-diagonal elements of the perturbed Hamiltonian

matrix exploits the QC-based expansion truncated at the dipolar term, thus being based on

the same homogeneous or nearly-homogeneous perturbing field approximation.

3.3.3 The (succesfull) hybrid PMM/ONIOM-EE procedure

We then applied to Tyr zwitterion in aqueous solution the new hybrid strategy merging

the PMM procedure with the ONIOM/EE scheme. To cope with the flexibility of the

molecule, we divided the overall trajectory in 4 sub-trajectories according to the value of the

dihedral angle formed by the hydroxyl group with the benzene ring (see section 2.2.2). The

identified sub-trajectories were used as the ensembles to evaluate the perturbation. Within

this framework, the PMM procedure was applied by means of both the QC based and the all

atom based expansions, truncating the QC based expansion to the dipolar term. For the all

atom approach, we utilized both the RESP and the CM5 models for computing the atomic

charges to be used for the diagonal elements of the Hamiltonian (while the non-diagonal

ones were expressed according to the QC-based expansion by means of the transition dipole

moments). When applying these procedures, the quality of the PMM results improved

greatly. In Figure 10 the UV spectra of Zwitterionic Tyr in water obtained by applying the

PMM procedure by means of the QC based expansion in the dipolar approximation or by

means of the atom-based expansion (employing both the RESP and the CM5 models) are

shown. Indeed, following these procedures we were able to obtain a spectrum satisfactorily

reproducing the experimental one, being characterized by two absorption peaks with the
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lower energy one occurring around 255 nm. It is interesting to note that the choice of the

level of theory for the expansion of the perturbation term (QC based or atom based), as well

as the specific computational model for deriving the atomic charges does not significantly

affect the final results.

Figure 10: UV spectra of Zwitterionic Tyrosine in water obtained by applying the PMM
procedure according to the QC based expansion in the dipolar approximation (blue line) or
by means of the atom-based expansion, utilizing the RESP (black line) or the CM5 models
(red line) to compute the atomic charges. Note that in this latter case the atom-based
expansion is used only for the Hamiltonian matrix diagonal elements while the other (non-
diagonal) elements are obtained by using the QC-based expansion (see Methods section).

This procedure allowed us to significantly reduce the number of QM calculations required

to reproduce the experimental spectrum with respect to the full ONIOM/EE procedure. In

fact, we moved from hundreds of QM ONIOM/EE calculations to only four. However,

for the present case it is interesting to note that the use of the ONIOM/EE scheme is

mandatory to accurately model the electrostatic coupling between the Tyr zwitterion and

the water molecules. Recently, we studied the UV-vis spectrum of aqueous Tyrosine and its

response to different backbone protonation states by applying the standard PMM with MD

simulations21. In that case we considered as the QC only the side chain of the amino acid (i.e.
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the p-Cresol moiety) while the backbone atoms and the water molecules were treated as the

perturbing environment. We applied the standard PMM procedure utilizing the QC-based

expansion to express the perturbation operator, truncating the expansion at the dipolar

term. The approximation of modelling the chromophore as the tailored QC worked because

the low-energy absorption band observed in the (experimental) spectrum is basically due to

the p-Cresol electronic degrees of freedom while the backbone atoms play a consistent role

only in defining the higher energies Tyr electronic states. The p-Cresol (i.e. the side-chain

moiety in the structure of Figure 2) is characterized by only one highly flexible dihedral angle

and both the molecular size and dipole are comparable with the Uracil molecule. Hence,

it is not surprising that the procedure allowed us to fairly well reproduce the Tyr in water

spectroscopic signal. Conversely, when considering the complete amino acid as the QC, given

the high charge separation characterizing the backbone moiety in the Tyr zwitterion, the

molecular dipole moment is ruled by the backbone contribution. It follows that a description

of the molecule-environment interaction effects based on a nearly-homogeneous perturbing

field approximation fails in accurately reproducing the effects of the environment on the side

chain electronic properties. The aforementioned factorization of the molecule permitted to

overcome the problems arising from the presence of the strong backbone dipole moment, but

at the price of using a strongly reduced model system.

Moreover, it is also worth noting that a zwitterionic molecular system is highly interacting

with a polar environment, like water. Thus, the process of solvation of these molecular

species from a vacuum condition is expected to strongly perturb the QM properties of the

system. From our data it emerged that for the present case the standard PMM procedure

is not able to reproduce such effects. Conversely, when the starting point is an eigenstate

basis set already accounting for the electrostatic effects of the environment, the electronic

states quantum mixing due to the fluctuation of the perturbing electric field can be well

reproduced by the PMM method even through the treatment of the perturbing operator in

the dipolar approximation.
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In conclusion, our data suggest that for small molecular systems interacting with the

environment, all the proposed strategies and expansions based on the PMM method provide

equivalently reliable tools for characterizing the effects of the embedding environment on the

QM properties of the QC. Hence, in this context, the PMM is a reliable alternative that

makes worthless the computational effort of performing QM calculations on the “full” MD

sampling. Conversely, the standard PMM strategy becomes less accurate when dealing with

large, flexible systems with non-homogeneous charge distributions. This is the case whenever

the QC contains polar (or even charged) moieties, which strongly interact with polar solvents,

but only marginally affect the main spectroscopic properties of the chromophore. An effective

route to solve the problem, while remaining within the standard PMM context, can be based

on the use of a reduced QC model, excluding those atoms that do not perturb the electronic

properties of interest. However, when this factorization is not possible (or intentionally

avoided), the use of the proposed PMM strategy merged with the ONIOM/EE scheme can

be the method of choice in place of more conventional QM/MM methods, which require an

extremely high number of QM calculations.

4 Concluding remarks

Several QM/MM approaches to compute electronic absorption spectra in condensed phases

have been analyzed.

The common basis of the methods we applied is the partitioning of the system of interest

into fragments leading to a portion of the system treated at the QM level that interacts

with the remainder described at the MM level. In order to apply each method, a number of

configurations of either the QM level fragment or the complete system is extracted from the

MM simulations and employed in the subsequent computation of the spectrum. Starting from

the MD simulations of systems of increasing complexity we applied multi-scale models based

on different approximations to analyze the conditions under which each method performs at
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its best. Both the theoretical foundation and the computational feasibility were taken into

account, thus testing the limits of the accuracy/computational cost ratio.

The first method employed to describe the interaction between the QM level fragment and

its environment exploits a polarizable continuum description of the latter (see section 3.1).

This type of procedures, disregarding the solvent atomistic details, gives inaccurate results

especially when strong solute-solvent interactions occur62,63. For this reason, the method was

applied only to the very simple case of a semi-rigid solute (Uracil) in DMF (that is, we did

not use it for the aqueous systems). Even in this case, this approach gave the worst results

in comparison with the other methodologies. Next, the electronic absorption spectrum of

the system was simulated also by applying i) the PMM approach, by following the standard

procedure developed to treat semi-rigid quantum dyes and ii) the ONIOM procedure coupled

with the Electronic Embedding scheme (ONIOM/EE). According to the first procedure the

interaction between the chromophore and the solvent is described through a perturbative

approach (see Methods section) making use of a single QM calculation to provide results

that show no loss of accuracy if compared with the theoretically more accurate ONIOM/EE

approach. These results allow one to envisage that the level of description provided by the

(standard) PMM approach is sufficient to accurately describe the spectroscopic features of

semi-rigid solutes in aprotic solvents. This makes worthless the computational effort required

to apply the ONIOM/EE procedure (we employed hundreds of snapshots for our ONIOM/EE

spectrum calculation).

All the previous considerations remain valid even when taking into account a slightly

more complex system such as Uracil in aqueous solution. The PMM procedure, exploiting

only one Uracil configuration for the QM calculations (either in vacuum or in a polarizable

continuum) and the complete MM trajectory to evaluate the instantaneous electric field

acting on it, is the method of choice in order to minimize the computational effort without

any significant accuracy reduction. We also developed an hybrid procedure to merge the

main strengths of both the PMM and the ONIOM/EE procedures to treat aqueous solutions.
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While according to the standard PMM procedure the quantum properties of the reference

fragment are computed in vacuum, in the latter case the same properties are computed

explicitly accounting for the effect of the embedding environment via the EE scheme of

the ONIOM method. The effects of the fluctuation of the electric field acting on the QM

level fragment are then included in the QM property estimation via the PMM approach (see

section 2.1.1). A delicate issue of this strategy is the choice of the reference configuration(/s)

to be used for the ONIOM/EE calculations. Indeed, differently from the vacuum condition,

both the solute and the solvent instantaneous configurations determine the corresponding

QM properties. For this reason, it is troublesome, if not impossible, to identify a standard

procedure suitable for all the systems one wants to inspect. Depending on the specific

system, different clustering procedures can be applied in order to analyze relevant solute

or solvent properties sampled during the MM trajectory, on which properly rationalized

configuration(/s) extraction can be done. Since we were studying a semi-rigid chromophore

in solution, we focused on the electric field generated by the environment on the QM fragment

and the (classical) probability of Hydrogen Bond formation, thus focusing on the main factors

governing the interaction between the fragments. As a matter of fact, application of this

strategy, in the two different versions, gave reliable and robust results in agreement with

those obtained through the other strategies employed (i.e. full ONIOM/EE calculation

employing hundreds of QM calculations and the standard PMM procedure). At the same

time, the computational advantage of PMM is preserved, since we performed at most 4 QM

calculations.

Subsequently, we proceeded to study the absorption spectrum of a flexible and more com-

plex solute in aqueous solution (namely, the Tyrosine amino acid in its zwitterionic form). We

applied the ONIOM/EE procedure utilizing 500 configurations sequentially extracted from

the MM sampling. In addition, the standard PMM strategy was applied via the procedure

previously developed to deal with flexible chromophores. Accordingly, one starts by evalu-

ating the properties of the QM fragment in vacuum for a number of relevant configurations
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selected from the classical MD sampling by means of clustering and dimensionality reduction

techniques. Next, by interpolating these data, a “trajectory” of QM properties is produced.

However, this protocol is based on the reduction of the dimensionality of the configurational

space explored by the chromophore from 3xN (with N the number of atoms of the fragment)

to 2, which is likely to be a too rough approximation to treat highly flexible molecules. In

fact, this procedure provided very satisfactory results18,21 when applied to systems less flex-

ible than Tyrosine (which is characterized by 5 dihedral angles). On the contrary, it failed

in reproducing the spectroscopic features of the tyrosine zwitterion in aqueous solution. It

is also noteworthy that the solute under investigation is characterized by a strong charge

separation localized on a group of atoms of the molecule (the backbone of the amino acid),

which is expected to be engaged in strong interactions with water molecules. It follows that

the interaction energy, being defined through the electrostatic interaction between the QM

fragment electric dipole and the external electric field, is expected to be mainly driven by the

strong dipole induced by the localized charge separation. However, comparing the present

results with the ones in reference21, it emerges that the electronic absorption spectrum we

want to reproduce can be well approximated by treating at the QM level only the amino

acid side chain. This implies that a proper description of the interaction of this moiety with

the external electric field is mandatory to reproduce the perturbing effects on the electronic

properties under investigation. Irrespective of the role of the above two issues in determin-

ing the failure of the standard approach, the new hybrid PMM/ONIOM-EE strategy was

fully successful in solving the problem. As previously tested for Uracil in aqueous solu-

tion, we explicitly accounted for the presence of the environment point charges by means of

the ONIOM/EE scheme applied on a number of configurations of the system, and then we

treated the fluctuations of the electric field with respect to these reference structures by the

PMM approach. To this end, we divided the complete MD trajectory into 4 sub-trajectories

so that each of these represents a configurational basin of the amino acid within which the

chromophore could be fairly considered as a semi-rigid molecule. Next, each sub-trajectory

33

Page 33 of 43

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



was analyzed focusing on the electric field generated by the environment on the Tyrosine to

identify the corresponding configuration to be used in the QM calculations. The obtained

results show that the use of only 4 QM calculations performed at the ONIOM/EE level com-

bined with the PMM treatment of the fluctuations of the perturbing electric field allowed us

to reproduce the system absorption spectrum with the same accuracy as the one obtained

by means of hundreds of QM calculations employed when the full ONIOM/EE treatment is

followed.

In summary, the current work aims at providing a reliable comparative analyses of differ-

ent methods for computing electronic absorption spectra in condensed phases by means of

multi-scale approaches. The present study is not exhaustive in terms of the number of show-

case systems studied or of available protocols and algorithms (e.g., clustering methods) that

can be applied for analyzing the system features. Nevertheless, our study provides guiding

insights for users suggesting the choice and application of suitable tools to characterize ab-

sorption spectra. Special attention has been paid to the application of the very effective and

robust PMM procedure suggesting some extensions and generalizations, which can further

extend its reliability without any strong increase of computational requirements.
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