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OPTIMAL DIVIDEND PAYOUT
UNDER STOCHASTIC DISCOUNTING

ELENA BANDINI, TIZIANO DE ANGELIS, GIORGIO FERRARI, FAUSTO GOZZI

ABSTRACT. Adopting a probabilistic approach we determine the optimal dividend
payout policy of a firm whose surplus process follows a controlled arithmetic Brownian
motion and whose cash-flows are discounted at a stochastic dynamic rate. Dividends
can be paid to shareholders at unrestricted rates so that the problem is cast as one of
singular stochastic control. The stochastic interest rate is modelled by a Cox-Ingersoll-
Ross (CIR) process and the firm’s objective is to maximize the total expected flow of
discounted dividends until a possible insolvency time.

We find an optimal dividend payout policy which is such that the surplus process is
kept below an endogenously determined stochastic threshold expressed as a decreasing
continuous function r — b(r) of the current interest rate value. We also prove that the
value function of the singular control problem solves a variational inequality associated
to a second-order, non-degenerate elliptic operator, with a gradient constraint.

1. INTRODUCTION

1.1. The Problem. In this paper we solve an optimal dividend problem with stochastic
discounting. In our model, the company pays dividends to shareholders at unrestricted
rates and any dividend payment instantaneously reduces the company’s surplus. The
alm is to maximize the total expected discounted return of dividend payments, up to
a possible insolvency time. We assume that dividends are discounted exponentially at
a stochastic rate given by a deterministic nondecreasing and nonnegative function p of
the short interest rate R. As we also discuss in Remark 2.3, when p(R) = R such a
discounting force might be justified, e.g., by thinking that the company discounts at the
cost of equity which, in a risk-neutral world, coincides with the risk-free interest rate
according to the capital asset pricing model. Alternatively, looking at the company as a
dividend paying security in a complete financial market, the stochastic discount factor
can be then interpreted as a classical deflator process. Accordingly, the company’s value
is given by the total expected discounted flow of dividends. In classical optimal dividend
models the discount rate is often deterministic (and constant), so that shareholders are
only exposed to risks arising from the random profitability of the firm (see also Section
1.3 below). On the contrary, in our setting shareholders are also exposed to uncertainty
from the wider macro-economic activity via random fluctuations in the interest rate.

From a mathematical point of view, we model the previous problem as a two-
dimensional singular stochastic control problem. The two coordinates of the state pro-
cess are the surplus process and the short interest rate. The surplus process evolves as
a Brownian motion (Z})¢>o with drift 4 and volatility o, which is linearly controlled
via a nondecreasing stochastic process (D;);>o representing the cumulative amount of
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distributed dividends. The uncontrolled short interest rate (R:):>o enters into the ex-
ponential discount factor appearing in the expected return of dividend payments. The
process (R:)i>0 is assumed to be independent of the surplus’ process, and to follow a
mean-reverting dynamics specified by the Cox-Ingersoll-Ross (CIR) model. We require
that the coefficients of the CIR process fulfill the so-called Feller condition (see (2.4)
below), so that the short interest rate is strictly positive at any time with probability
one. The discount rate at time ¢ is of the form p(R;) (hence, total discounting up to time

tis e~ Jo P(Rs)ds ), for some nonnegative and nondecreasing function p satisfying suitable
growth conditions (see Assumption 2.1 below). Notice that our requirements on p are
such that the cases of constant and linear discounting forces (i.e., like p(r) = pg > 0 or
p(r) =r for all » € R, ) are included in our setting. The aim is to maximize the total ex-
pected discounted value of dividends, up to the random time 7 := inf {t>0: ZtD < a},
for a given and fixed solvency level a > 0. If @« = 0 we find the classical bankruptcy
condition for this kind of models.

1.2. Methodology and Results. The key challenge in our work arises from the two-
dimensional (non-degenerate) diffusive nature of the set-up. Indeed, dynamic program-
ming ideas link the stochastic control problem to a variational problem involving an el-
liptic partial differential equation (PDE) with gradient constraint that is not amenable
to an explicit solution. This stands in contrast with some of the more classical versions
of the same problem where the state process is purely one-dimensional (see [32] for an
early formulation and, for example, [39] and [18] among more recent contributions). In-
deed, the dynamic programming equation arising in one-dimensional problems involves
an ordinary differential equation (ODE) so that a so-called guess-and-verify approach
can be implemented. The latter consists of an educated guess on the structure of the
problem’s solution, leading to an ODE for the value function with suitable boundary
conditions (usually involving smooth-fit). The ODE can be solved explicitly and a ver-
ification theorem allows to prove that such solution is indeed the value function of the
problem. That approach fails in our set-up since explicit solutions are not available.

In order to solve our two-dimensional optimal dividend problem, here we follow ideas
developed in [13] and later extended in [12]. We link the optimal dividend problem to an
auxiliary problem of optimal stopping whose underlying process is a two-dimensional re-
flecting diffusion (R, K) and whose payoff increases upon each new reflection of (R, K),
but it is discounted with the same stochastic dynamic rate as in the original dividend

problem. In both [13] and [12] the interest rate is constant although the state-space is
two-dimensional. In [13] the problem is set on a finite-time horizon but the diffusive
dynamics only affects one state variable. In [12] the time-horizon is infinite but there is

partial information that leads to the same Brownian motion driving a two-dimensional
SDE (hence degenerate). On the contrary, here we have a fully two-dimensional diffusive
set-up so that the construction of the auxiliary optimal stopping problem is different
to those in [13] and [12] (e.g., here it preserves the stochastic discounting) and the
subsequent analysis of the optimal dividend policy must follow a different line of ar-
gument. In particular, the use of a stochastic discount rate with CIR dynamics leads
to numerous technical complications. These arise, e.g., in the proof of a preliminary
verification theorem for the dividend problem (Theorem 2.4), as well as in showing
boundedness and regularity of the value in the optimal stopping problem (Propositions
3.4 and 3.11). Also it is worth noticing that the dynamic programming equation in
[13] and [12] involves a one-dimensional parabolic PDE, while in our problem we have
a two-dimensional elliptic PDE.
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In the auxiliary optimal stopping problem that we consider (see the beginning of
Section 3), the state variable consists of the original short interest rate R appearing in
the discount factor, and of a Brownian motion K with drift u and volatility o, which
is reflected at the solvency level a. By making use of almost exclusively probabilistic
arguments, we show that the optimal stopping time is expressed in terms of the hitting
time of the process ¢ — K; to a (stochastic) moving boundary ¢ — b(R;), where b
is a nonincreasing and continuous function on [0, c0) whose properties are collected in
Lemma 3.8, Theorem 3.13 and Proposition 3.14. Moreover, using that the underlying
process (R, K) is a strong Feller process and that the boundary points are regular (in
the probabilistic sense) for the stopping region, we can show (Proposition 3.11) that
the value function U of the stopping problem is everywhere continuously differentiable
(see also [11] for general results in this direction).

The smoothness of the function U allows to construct the value function V' of the
dividend problem by a simple integration (formula (4.1) in Section 4) and provides nice
regularity properties for V. Indeed, as a function of the state variables (r, z) associated
to the process (R, ZP), the mapping (r, z) + V(r,2) is globally C', with second order
derivatives 0.,V and 0,,V that are continuous everywhere. Furthermore, the second
order derivative 0,V is locally bounded in the whole space and continuous away from
the boundary z = b(r) with well-defined limits up to the boundary (Propositions 4.1
and 4.2). A direct approach to the variational problem with gradient constraint for the
function V is involved, especially because of an additional boundary condition along the
solvency level, i.e. V(r,a) = 0 (see, e.g., [27, 28, 29]). In this respect, our probabilistic
approach overcomes the difficulties arising in the PDE arguments.

The main result of the paper is Theorem 4.3 which, thanks to the verification Theorem
2.4 and to the regularity results mentioned above, links the value functions U and V' and
provides an optimal dividend strategy as a Skorokhod reflection of the process ¢ — ZtD
below the stochastic boundary ¢ — b(R;). The structure of the optimal dividend policy
is discussed in Section 5.1, and numerical illustrations of the free boundary and of the
value function U for the optimal stopping problem are presented in Section 5.2.

1.3. Related Literature. The first version of an optimal dividend problem was formu-
lated by Bruno de Finetti in 1957 in [15]. De Finetti proposed to measure the value of
an insurance company in terms of the discounted value of its future dividend payments.
Since then the optimal dividend problem has been studied extensively and it has become
a cornerstone of the modern Mathematical Finance/Actuarial Mathematics literature.
Early contributions addressing the dividend problem via control-theoretic techniques
include, e.g., [32], where the authors consider several problem formulations, including
controls with bounded-velocity and singular controls (see also [14], which appeared in
the same years). A broad class of infinite-time horizon singular control problems for
one-dimensional diffusions, inspired by the optimal dividend problem, were analysed
in [50] who obtained general formulae. Numerous extensions and refinements of those
early models have appeared in the literature; here we only mention a few of them
and our review is certainly not exhaustive. For example, in [8] the cash reserve has
a mean-reverting dynamics and lump sum dividend payments are made at optimally
chosen discrete dates (i.e., impulsive controls are considered); [15] studies a model with
stochastic drift in the dynamics of the company’s surplus process; in [5] the surplus
process evolves as a jump-diffusion so that the company faces two types of liquidity
risk: a Brownian risk and a Poisson risk. On an infinite-time horizon, [39] allows capi-
tal injections in order to avoid company’s bankruptcy, whereas [22] considers a general
diffusive model with “forced” capital injections (see also [23] for the finite-time horizon
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version). In the series of papers [27, 28, 29] the author solves the optimal dividend prob-
lem with finite-time horizon by means of purely PDE methods, whereas [13] addresses
the problem probabilistically. Additional references can be also found in the review [3]
and in the book [10].

More closely related to our work are the papers considering stochastic discounting,
many of which have appeared in recent years. In a discrete-time setting, the analysis
is typically considered in the context of risk models for insurance companies (see, e.g.,
[52] and the more recent [51]). In continuous-time we find, e.g., [1] and [33] where the
wealth process is a drifted Brownian motion and the interest rate is modulated by a
continuous-time Markov chain (more recently [34] extends [33] to the case of a jump-
diffusive surplus process). Fixed-point methods are adopted in [33] and [34], whereas
dynamic programming ideas appear in [1].

The papers [19] and [21] consider discounting factors of the form e~Ut. In [19] the
process (U)>o is either a drifted Brownian motion or an integrated Ornstein-Uhlenbeck
process, while it is a CIR process in [21]. It is worth noticing that the CIR process
in [21] does not mean-revert to a finite value but explodes as ¢ diverges to infinity,
in order to guarantee a finite value of the problem. With such specifications of the
discount factor, the nature of the optimal dividend problems considered in [19] and
[21] is very different from ours. In our paper indeed it is the discount rate - and not
the cumulative discounting force - that takes a mean-reverting CIR dynamics. At the
technical level, when (U;)¢>0 in [19] is a Brownian motion with drift, a change of measure
allows a reduction to a one-dimensional diffusive set-up. When (U;)¢>0 is an integrated
Ornstein-Uhlenbeck process a viscosity characterization of the value function is provided
but without an optimal dividend policy. In [21], explicit solutions are obtained when the
surplus process is deterministic; the case of a stochastic surplus is instead investigated
only in a regime of small volatility. Extensions of [19] to the case in which (U)o is a
Lévy process can be found in [9], [20], and [35].

Compared to the existing literature we provide a detailed analysis of the value func-
tion and of the optimal dividend policy in a two-dimensional diffusive setting, under
very mild assumptions on the discount rate (cf. Assumption 2.1 below), and under the
Feller condition (2.4) that guarantees strictly positive interest rates.

1.4. Plan of the paper. The rest of the paper is organized as follows. In Section 2 we
set up the problem and prove a preliminary verification theorem. The auxiliary optimal
stopping problem is studied in Section 3, while in Section 4 we construct the value
function of the optimal dividend problem together with its optimal dividend strategy.
Finally, Section 5.1 contains a financial discussion on the optimal dividend policy which
is accompanied by numerical illustrations presented in Section 5.2. Section 5.3 discusses
possible extensions to a model including correlation between the interest rate and the
company’s surplus processes.

2. PROBLEM SETTING AND VERIFICATION THEOREM

2.1. Problem Formulation and Assumptions. We consider a probability space
(Q,F,P) that carries two independent Brownian motions (Bi)i>o and (Wi)i>o0. We
denote by F := (F;)¢>0 the filtration generated by (B, W) and augmented with P-null
sets. We fix a > 0, representing a minimum capital requirement, and we assume that
the cash reserve (or surplus) of a company follows the controlled dynamics

(2.1) ZP =24 put+oB, —D;,  t>0,
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where p € R, 0 > 0, z > «a, and (Dy)¢>0 is right-continuous and nondecreasing. Indeed,
D, denotes the total amount of dividends paid to the shareholders up to time t. The
set of admissible cumulative dividend payments is given by

A :={D :D is F-adapted, nondecreasing, right-continuous and such that,
(2.2) setting Do = 0, we have Dy — Dy < ZP — a, Vt > 0, P-a.s.}.

In the rest of the paper we denote by Z° the dynamics of ZP with D = 0.
The interest rate follows a CIR dynamics and, in particular, we have, for all ¢ > 0,

(2.3) dR; = k(0 — Ry)dt +~~/R;dW;, Ro=r>0,

where k, 6 and « are fixed constants. We assume the so-called Feller condition

(2.4) 2k6 > ~*

so that R, > 0, P-a.s. for all ¢ > 0 (see, e.g., [31, p. 357 and Section 6.1.3]). In what

follows we find sometimes convenient to use the notation R for the interest rate process
that starts at time zero from Ry = r. Similarly, we denote by Z; D the surplus process
started at time 0— (i.e., before any dividend payment) from the level z > «, and by Z; 0
the process z+ ut+oB;. Accordingly, we will denote by P, . the probability measure on
(Q, F) such that P, ,(-) = P(:|Ro=7, ZY =z), and we define E, , the corresponding
expected value. Also, E, will denote the expectation under P,(-) = P(-|Ry=7) and E,
the expectation under P,(-) = P(-|Z =2).

We assume that the firm’s manager discounts dividends at a rate p that depends
on the current level of the interest rate. The manager aims at maximizing the total
expected discounted flow of dividends up to a possible insolvency time of the firm. Then
the value function of the problem reads

e
(2.5) V(r,z) = sup E, , [/ e b p(Rt)dtht] ,
DeA

where, for any D € A, the random time horizon

(2.6) Pi=inf{t >0 : ZP <a}

«

enforces the solvency requirement Z” > « for all t > 0. The notation 0— in the integral
means that we include a possible jump Dg — Dg— < z — « at time zero. If a = 0 we
recover the classical bankruptcy condition for this kind of models (see, e.g., [16, Chapter
2, Section 2.5]).

The following assumptions on the discount rate will be standing.

Assumption 2.1. The discount rate p : Ry — Ry is a continuous function. Moreover
(i) it is nondecreasing;
(ii) there exist two non-negative constants ¢y and co such that ¢; + co > 0 and
p(r) >ci+car forr > 0;
(iii) there exists c3 > 0 and q € N such that, for ry > re >0,

(2.7) p(r1) = p(r2) < es(L+r) (V1 = v/ra).

Remark 2.2. We observe that (i) and (ii) of Assumption 2.1 above will be used to
prove all the results below.
e Condition (i) enables to obtain monotonicity properties of the value function.
o Condition (ii) is a mild requirement which allows us to deal with the (possibly)
infinite horizon in Problem (2.5).
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Assumption 2.1-(iii) above is only needed in order to prove the C' property of Proposi-
tion 3.11; hence all the results obtained before Proposition 3.11 do actually hold without
Assumption 2.1-(1ii). Furthermore, notice that Assumption 2.1-(iii) is satisfied if p is
such that 0 < p(r1) — p(re) < es(1 4+ ri)(r1 —r2), for some é3 > 0, ¢ € N and for any
rL>T9 Z 0.

Observe also that condition (2.7) is verified, e.g., when p € C*(R") and there ewist
C >0 and q € N such that p'(r) < C(1+r?) for any r > 0.
Finally, notice that (i) 4 (i) + (ii%) is consistent with reasonable models for the discount
rate, including p(r) = r and p(r) = const., which are canonical.

Remark 2.3. As already discussed in the Introduction, the canonical case p(r) = r
has various economic/financial interpretations. For erxample, we might think that the
company evaluates the risk-adjusted present value of each future dividend by discounting
it at the cost of equity. In a risk-neutral world, the latter cost coincides with the risk-
free interest rate, according to the capital asset pricing model [17]. Alternatively, the
discount factor can be thought of as a classical deflator process, if we interpret the
company’s value as the fair price of a dividend paying security in a complete financial
market (see, e.g., Sections 6L and 6M in [17]).

In this paper, for the sake of mathematical generality, we take a generic p satisfying
Assumption 2.1. That allows an interpretation of the model in which discounting is
understood as an “opportunity cost”. In this interpretation the personal time-preferences
of a representative shareholder are linked to the financial market’s evolution and, in
particular, to the interest paid by an alternative form of investment in a ‘safe’ asset, like
a bond. Determining the structural form of agents’ time preferences is a fundamental
problem in experimental economics related to utility theory. A definitive answer has

not been obtained yet and we refer to the reviews [25, 30] for experimental methods and
findings.
For frequent future use we recall that for any S > 0 one has (see, e.g., [31], Corollary
6.3.4.3, p. 362)
(2.8) E, [e—ﬂ I Rudu] — A8 -rGa(t),
with
283 (et —1
Gﬁ(t) = ngt ( 2] t )
ng (et +1) + k(e —1)
(29) k)L
2k0 2nge(”3+ )z
AIB (t) = g 1n P I
gl (g + k) (€79" — 1) + 2ng

and ng = \/k? +2~2p.

2.2. Verification Theorem. The infinitesimal generator £ of the pair (Z° R) is de-
fined by its action on twice-continuously differentiable functions f as

(210)  (L)(r2) 1= 5 0% furlr,2) 1 o, 2) + 5727 f(r,2) + (O = 1) i 2),

. 02 a2
where we adopt the notation f, := %f, [ = %f, frr = % s fre = %f and

for = ,%22 .

The financial intuition suggests that the firm’s manager is more likely to pay dividends
when the firm performs well. We thus expect that for each value r of the interest rate,
there should be a critical value of the surplus process, such that dividends are paid if z
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is larger than such a value. Motivated by this intuition and by the idea that a dynamic
programming principle should also hold, we formulate the following verification theorem.
For the ease of notation we introduce the sets

O = (0,00) x (a,0) and O := [0, 0) X [, 00).
Moreover, for an interval (z1, z2) of the real line, we adopt the convention that (x1,z2) =
@ whenever zo < x7.
Theorem 2.4. Let Assumption 2.1 and condition (2.4) hold. Assume that there exists
functions a : (0, +00) — [, +00) and v: O — Ry with the following properties.

(i) The mapping r — a(r) is right-continuous and non-increasing.
(i) The function v is such that v € C'(O) N C(O) with v..,v,, € C(O) and v, €
L (0)NC(ZNO), where
(2.11) Z:={(r,z) € O:v,(r,z) > 1}.
(iii) The couple (v,a) solves the free-boundary problem
Lo(r,z) — p(r)v(r,z) <0, a.e. (r,z) € O
Lo(r,z) — p(r)v(r,z) =0, a<z<a(r),r>0

(2.12) vy(r,z) > 1, a<z<a(r),r>0
vy(r,z) =1, z>a(r),r>0
v(r,a) =0, r>0.

Then, v >V on O. B
In addition, if v(r,z) < c(z — «) for all (r,z) € O and some ¢ > 0, then for every
(r,2) € O we have v(r,z) = V(r,z) and the process
(2.13) D¢ = sup [Z2°—a(RD)]T,  t>0,
0<s<t
with D§_ = 0, is optimal at (1, z); i.e.,
o
(2.14) v(r,z) =V(r,z) =E,, [/ e Jo ”(Rt)dth,?] .
0—

Proof. Part 1: Proof that v >V on O.

We start arguing as in [24], Chapter VIII, Theorem 4.1. More precisely, for each
k > 1, we introduce the standard mollifier ¢y (7, 2) = k—2¢(kr, kz) with ¢ € C°(B1(0)),
¢ >0, [po &(r,2)drdz = 1 (where B(0) is the ball in R? centered in zero with radius
one), so that ¢x(r,z) € C2°(By/,(0)). Then we define (v*);>1 € C*°(O) by convolution

as v¥ := v* ¢y. Thanks to the regularity assumptions on v, for any compact set K C O
we have
(2.15) lim [[o* — ]| o) = 0,
k—o00

. k . k
(2.16) Jimn [0} = |y =0, T [of = vyl ey = 0,

. k . k
(217) klggo Hvzz - UZZHL‘X’(K) =0, kh—golo Hvrz - UTZHLOO(K) =0.

In general v* will not converge to v, uniformly on every compact subset of O, since
vy is not continuous. Therefore we cannot expect that Lv* converges to Lv uniformly
on compact sets. However, by the definition of weak derivative and since v, € LjS.(O),
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we have (v*),, = (v * ¢p). Then, thanks to the continuity of the coefficients in £ we
have

(2.18) T [[(£0%) = [(£0) * 84l l| <1y = 0,

for every compact K C O, using that the minimal distance from K to O is strictly
positive. Recalling that Lv — p(-) v < 0 a.e. in O, then it also holds that (Lv — p(:) v) *
o < 0 everywhere in O. Hence (2.18) yields

(2.19) limsup sup (Lo* — p(r)oF)(r, z) < 0.
k—oo (r,z)eK

Let now (r, z) € O be given and fixed, and consider an arbitrary admissible dividend
strategy D € A. For 0 < e < z — a, set

n?” =if{t>0: 0 < 277 < ate).

Notice that when 72 (w) = 0 (recall that 72 is defined in (2.6)) also %" (w) = 0 for

(6%
every ¢ € (0,2 — a). Moreover, if 7 (w) > 0, for every § > 0 sufficiently small we have

inf Z7P(w) > a,
0<t<7D(w)—6

hence for every § > 0 we find £ > 0 such that

inf Z7P (W) > at+e = tPw) -6 <n?” (w) < TP (w).
i Z7w) D)~ 6 < (w) < 7Pw)
Since nZ” (w) is increasing in & we conclude that nZ” (w) 1 72 (w), P,. as., ase 0.
Let us also define

1 1
EZD::inf{tZO: th’Dzs}, nf::inf{tZO:Rf%(s,g)},

T

and
9P = nazD At A TEZD.
We have 9P = inf{t > 0: (BT, Z/"") ¢ K.}, where K, = (¢, 1) x (a+e¢,1). Since +00
is unattainable for the processes R and Z” and 0 is unattainable for R, we also have
9D 1 7P P,. as.,asel0.
Let us now fix t > 0. The Dynkin formula applied to the process e~ Jo p(Ru)duyk (Rs, ZP)
on the (random) time interval [0, 92 A t] gives

oD At
(220) ’Uk(r, Z) = Er,z |:€_ Jo p(Ru)duvk(Rﬁf/\t’ Zzé)sD/\t)]

9P At .
_ ET,Z / eff() p(Ru)du(ﬁ —p(RS))Uk(RS,ZSD)dS]
0

9D At .
+E.. / e~ Jo plR)duyk (g ZSD)dDg]
0

—E.| Z o~ Jo Pl (K (R, ZP) vk(RS,Zf_))},

b
T0<s<9DP AL
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where D¢ denotes the continuous part of D and the final sum is non-zero only for (at
most countably many) times s such that ADg := Ds — Ds_ > 0. Notice that

S e eI (R ZP) —oH(Ry, Z2)

0<s<9¥DAt

. AD,
- _ Z o= Jo p(Ru)du / F(Re 7D — )y,
0

0<s<9¥DAt

Since (ZSZ’D,R;’)OSSSﬂgM € K., using (2.15)-(2.16)-(2.17) and (2.19), (2.20) we obtain,
sending k — 400,

*fﬁEDM (Ru)du D
(2.21) v(r,z) > E,, [6 o Al U(Rﬂ{.?/\t?ZﬁgD/\t)}

9P AL .
+E,. [ / e o ﬂ<Ru>d%z(Rs,ZsD)dD§}
0

. AD,
+ Er,z [ Z e~ Jo p(Ru)du /0 UZ(R57 Z£ - y)dy] .

0<s<9¥DAt

Recalling that v, > 1 on O by (2.12) (hence v > 0 too, since v(r,a) = 0 for any r > 0)
we obtain from (2.21) that

N 9P AL
(2.22) w(r,2) > B [6_ J p(Ru)duU(RﬁEDAta ZgDD/\t)} +E . [/ e Jo P(RW)du g1y ]
: 0

9P At
ZET,Z[/ (& fO (Ru) dudD:|
0

Then, we can take limits first as ¢ 1 oo, and then as ¢ | 0, and employ monotone
convergence to obtain

D

(2.23) v(r,z) > E, . [/ e~ Jo plBu)du gy ]
0

Since v € C(O) and r +— p(RY) is P-a.s. continuous and nondecreasing, an application
of Fatou’s lemma also gives

D

v(0,2) = liﬂ)l v(r,z) > E, [/ i lim&)nf e~ Jo pURL)du dDé}
T 0 T

D

_E, [/ra o I3 p(RY)du st] ,
0

upon noticing that 72 is independent of 7. Finally, we also have v(r,a) =0 = V(r, a),
where the second equality is by definition of V.

Thus (2.23) is true for any D € A and for any (7, z) € [0, 00) X [cr, 00) and we conclude
that v >V on O.

Part 2: Proof of v =V and (2.14). We divide this part of the proof into three
steps.

Step 1. Fix (r, z) € [0,4+00) X (a, +00). We are going to prove that the process D*
in (2.13) belongs to A and, P, .-a.s.,

(2.24) zP" <a(R;) forall 0<t<7l”
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Moreover, we show the Skorokhod minimality condition:
o ADy
(2.25) / Lizpr <oty 40F = D / Lizpe —¢<aroydC = 0-
0 o<t<rpe /0
To prove these facts observe first that D% is by construction F-adapted and nonde-
creasing. Moreover, by definition of D® we easily get, for 0 < ¢t < 7.0,

D¢ — D¢ =max{0, (Z0 — a(R;))" — D&} = max{0, Z2" — a(Ry)} < ZP" — a,
where in the last inequality we used that a > «. The second equality above also implies
zP" — AD¢ = min{Z", a(Ry)},
which guarantees that the second integral in (2.25) equals zero. Condition (2.24) follows

by definition of D%, upon noticing that
ZtDa = ZtO —Df <a(Ry) for0<t< TaDa, P, .-a.s.

It remains to show that D® is right-continuous and that the first integral in (2.25) is
also zero. Fix w € Q (outside of a null set so that t — (Z(w), Ry(w)) are continuous)
and let t € (0,72 (w)] be such that ZP" (w) = ZP(w) — D§_(w) < a(R¢(w)). Since D* is
nondecreasing, we have ZP"(w) = Z?(w) — D¢(w) < a(R¢(w)), i.e. Z)(w) — a(Ry(w)) <
Df(w). Recalling that r +— a(r) is right-continuous and non-increasing, then it is also
lower semi-continuous. Hence ¢ + ZP(w) — a(R;(w)) is upper semi-continuous. Then
there exists some € := £(w, t) > 0 such that

sup [Z)(w) — a(Ry(w))] " < Df(w).

SE[t,t+e]
It thus follows that for all s € [¢,t + €] we have
(2.26) Di(w) = Df(w) V sup [Z)(w) — a(Ru(w))]" = Df(w).

u€(t,s]

In particular, this proves the right-continuity of D®, so that the process D® belongs to
A. Moreover, since (2.26) holds for any 0 < ¢t < 72" (w) such that ZP"(w) < a(Rs(w)),
the first integral in (2.25) is zero.

The above implies that the triple (ZP°, R, D%) solves the Skorokhod reflection prob-
lem for the process (Z°, R) (with reflecting direction (—1,0)) in the set {a < z <
a(r), r > 0}, seen as a relatively open' subset of the orthant @. By construction, the
process cannot jump into the set {a < z < a(r), r > 0}. Indeed jumps are allowed
only at points of left discontinuity of a (hence when the boundary {z = a(r)} contains

a vertical segment) and cannot go out of this boundary.

Step 2. Here we show that v = V. Fix (r,z) € O. We know that (2.20) holds for
the special choice of control D®. The process (ZP", R) is constrained to evolve in the
set {a <z <a(r),r >0} =7I (cf. (2.11)), and v, is assumed to be continuous therein.

It follows that (257", RT)y<,cgpe € K. NZ and, consequently, that £v* — Lv on

K. NZ. Exploiting the second equation in (2.12) and the continuity of L, p, v, this
implies that the second term of the right hand side of (2.20) converges to 0 as k — oc.
The limit for the first, the third and the fourth term of (2.20) can be instead obtained
as in Part 1, thus yielding (2.21) with equality for the control D®. Now, recalling (2.24),
we see that the random measure ¢ — dD{ is supported on the (random) set of times
t € [0,7P%] for which ZP" > a(R;); hence, using the fourth of (2.12), also the inequality
of the first line of (2.22) becomes equality when D = D®.

INote that this set is open since a is right-continuous.
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Hence, for r > 0 we have

8D At " 9P AL
(2.27) w(r,z) =E,. [e_ Jo PR}y (Ropa ) Z,LQDD‘Z/\t) + / e~ Jo p(Bu)du dD?
£ £ 0
and it remains to take limits as ¢ T co and ¢ | 0. Assume for a moment that

9D
— o ¢ Ry)d _
(2.28) lslﬁ)l zl%g E . { Jo p(Ru) “v(Rygpapgs ZﬁDa/\t):| =0,
then the second term in (2.27) also converges by monotone convergence as in (2.23) and

we have
Da

v(r,z) =E, . [/ T e Jo plRu)du dDZ] <V(rz)
0

for all (r,z) € O. By the result in Part 1 of the proof we conclude that v =V on O
and v(r,a) = V(r,a) = 0 for all » > 0. The result extends to » = 0 by recalling that
r +— p(r) is nondecreasing (hence p(R}) > p(RY) for all t > 0, P-a.s.) and v € C(O).
Indeed we have

D

V(0,2) <v(0,2) = limwv(r, z) = lim sup E, . [/ " e I p(Ru)du dDS]
rl0 10 DecA 0

D
< swo.| [7 o
DeA 0

where the first inequality was proven in Part 1 above and the second inequality also
uses that the set A and the stopping time 72 do not depend on r > 0.

—Jo p(Ru)du gy ] V (0, 2),

Step 3. In this step it only remains to prove (2.28). By using that, by assumption,
v(r,z) < ¢(z — a) for some ¢ > 0, we have

(229)  Ep.|e B ARy (R, 7 Fend)]
oP" o
<c Er,z [67 Jo p(Ru)du (ZDD“ - Oé) 1{19?“ <t}]l{19Da:nzD“ }}

B e i PR (7050 — )L ggpr Ly yzo
By [ Jo PRI (2D~ 0) 1oy |
< ceP, 90" = 2"
seB e B oI gD Byoe ) gypn <yl ypn 00 |
+cE;. [6_ Jy p(Bu)du (Z — o+ pt + UBt)]l{ﬂgJ“ Zt}]

where we have used that Z[5. < a + ¢ on the event {0P" = nZ""}, as well as that

ZP" < Z9 = 2+ ut+ o B, for all t > 0, by (2.1). We now estimate the last two terms of
(2.29). For the third one, the independence of B and W and standard inequalities give

(2.30) E,. [e— Jo PR (5 _ o 4yt 1 0 By) 1 {ﬂmzt}}
< (2 = o [pft + E[ B Ep [e o o]

< (2= o+ |ult + VOE, [~ o ),
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Now we look at the second term. Since ¥2° < t and B and W are independent, we
have

t a
(2.31) Er. [6_ Jo bz — o4 P + Bype ) Lgpe <l pgpa 200 }]

s(z—a+|u|t>Er[e*f5P<Ru>d“}+E e oot E[ sup B,]

0<s<t
[ ~Jge Rudﬂ<z—a+yuyt+2\/i),

where the final inequality follows by Jensen’s and Doob’s inequalities for B. Feeding
(2.30) and (2.31) back into (2.29) we obtain, for a suitable constant C' > 0,

9D nt Rd
(2.32) Epz|em " ARty (Ry b, 7 Dw)}

We now distinguish two cases coming from Assumption 2.1-(ii). If p(r) > ¢; for any
r > 0 and for some ¢; > 0 then (2.28) is immediately deduced from (2.32). If p(r) > cor
for some ¢y > 0, then

E[e— Js p(Rmdu} <E [6—02 Iy deu} — A ) —rGey (1),

where we used (2.8) and (2.9) for the equality.
Plugging the latter back into (2.32) we get

fO pURu)duy, v(Rype ps Z@;‘w)} <ce+C(z — a+|pft + Vi) el

and (2.28) holds since (cf. (2.9)) G, (t) > 0 and A, (t) ~ 5—2(7702 — k)t for t sufficiently
large, with 7., > k. g

In the case p < 0 it is intuitively clear that the firm’s manager wants to liquidate
the fund immediately, by paying dividends in a single transaction, i.e. Dy = z — «. It
is indeed immediate to check that for p < 0 the couple v(r,z) = z — a and a(r) = «
satisfies (i)—(iii) in Theorem 2.4. Thus the next corollary holds as a simple application
of the theorem.

Corollary 2.5. Suppose that u < 0. Then V(r,z) = z — a for any (r,z) € O and the
optimal dividend policy is given by (D§)i>0 such that D = 0 and Dy = z — « for
t > 0.

As a consequence of the corollary, from now on we require:
Assumption 2.6. We have p > 0.

In the rest of the paper we shall always assume that (2.4) and Assumptions 2.1 and
2.6 hold without further mention.

3. AN AUXILIARY TwO-DIMENSIONAL OPTIMAL STOPPING PROBLEM

As we discussed in the Introduction (Subsection 1.2), in order to tackle our singular
control problem we follow the approach taken in [13]: (i) we guess a link between the
dividend problem and an optimal stopping problem with value function U; (ii) we solve
the latter by characterizing its optimal stopping boundary b; (iii) we go back to the
original problem by showing that (cf. Theorem 4.3 in Section 4)

(3.1) V(r,z) = /Z U(r,y)dy,
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and that the optimal stopping boundary b of U also triggers the optimal dividend policy
(i.e. it plays the role of a in (2.13)).

The present section is devoted to introducing and studying the optimal stopping
problem “associated” to our original optimal dividend problem. In the optimal stopping
problem the underlying process consists of the interest rate process R and of a reflecting
diffusion K. Moreover, the stopping payoff increases upon each new reflection of (R, K),
but it is discounted with the same stochastic dynamic rate as in the original dividend
problem. The heuristic derivation of the connection between the dividend problem and
the stopping problem is provided in Section 5.3 following arguments originally developed
in [13, Section 3] and later expanded in [12].

After formulating the optimal stopping problem, we divide this section into two
parts. First, in Section 3.1 we provide basic properties of the stopping value function U
(monotonicity, boundedness and continuity, respectively in Lemma 3.3, Proposition 3.4,
Proposition 3.6), which in turn allow us to show that U solves a suitable free boundary
problem (Corollary 3.7). Second, in Section 3.2 we prove the global regularity of U
(i.e. even across the free boundary; cf. Proposition 3.11), and three additional results
on a required boundary condition (Corollary 3.12) and on the regularity of the optimal
stopping boundary (Theorem 3.13 and Proposition 3.14).

We denote F2 := o(By, t > 0). For t >0, let
(3.2) Y, :=—ut+oBy, Si:= sup Y,, and K7 :=(z—a)V S —Yi+a.

0<u<t
When clear from the context, we will simply write K; instead K/. Notice that, the
process K is an arithmetic Brownian motion reflecting at o and, according to the

discussion at p. 2 of [11], it is a Markov process. Then, setting
2

(3.3) A= %f
o

we introduce the optimal stopping problem

(3.4) U(r,z) =supE e (F=0)VEr—(z—0))— [ p(RY) ds , (r,z) e,
>0

FEW FEW .—

where the optimization is taken over all the -stopping times, where
(ftK ’W)tzo is the filtration generated by K and W, augmented by the P-null sets. Prob-
lem (3.4) is the one that we expect to be associated to the original optimal dividend
problem via the formula (3.1) (see Section 5.3 for details).

Remark 3.1. Due to the presence of the processes Sy and fg p(RY)ds in the exponential
of the gain process, the optimal stopping problem (3.4) may appear non-standard in
our Markovian set-up. Indeed, the standard form of a Markovian problem involves the
expectation of a function of a Markov process, stopped at a stopping time, while the
process Sy and fg p(RY)ds are not Markovian. We now show that (3.4) can be rewritten
easily as a standard optimal stopping problem.

Denote I =i + fot p(RL)ds, Y := y — ut + 0B, and notice that Kf + YV,—a =
(z—a) VS, by (3.2) and that the process (K,Y') is Markovian. Then, it is easy to see
that for U as in (3.4) we have

(3.5) Ur,2) = ¢ (r,2,y.1),
where U is the value function of the standard optimal stopping problem

(3.6) ﬁ(r, z,y,1) =supE [eA(Ki'FYTyia_(Z_a))_Ii’T . (rz,y,1) € O xR x Ry,
7>0
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for the four-dimensional Markov process (R, K, Yy, It)t>0. However, due to (3.5), we
can abandon the general standard formulation (3.6) and just consider a problem of
optimal stopping for the process (Ry, Ki)i>0 rather than for the process (Ry, Kt, Yy, It)+>0-

Remark 3.2. It is worth noticing that, for r > 0,

b= tim (25— [ t Pl ds) < 5.
and by [36, Sec. 3.5.C, Eq. (5.13)]

P(Se > z) = e,
Hence P(L, = 400) < P(Soo = +00) =0 for all r > 0, since p > 0 (Assumption 2.6).

From now on we focus on the study of problem (3.4). We will then prove in Section
4 how such an optimal stopping problem is related to the original optimal dividend
problem.

3.1. Basic Properties of U and a Free Boundary Problem. It is not hard to
verify that, P-almost surely, the map

(3.7) (r,z) = A(z—a) VS — (2 —a)] — /OT p(RY) ds

is nonincreasing in z. Moreover, using comparison theorems for (2.3), we also have that
the map in (3.7) is nonincreasing in r since p(-) is nondecreasing. These facts imply
the next simple result, whose proof is omitted for brevity.

Lemma 3.3. The map z — U(r, z) is nonincreasing for each r € Ry. Moreover, the
map r +— U(r, z) is nonincreasing for each z € [a, +00).

The next proposition gives us an important bound on U, and estimates obtained in
its proof will be used several times in the rest of the paper. It is useful to introduce
here the random variables

(3.8) H =1 +/ e—c2 Jo Rids \ St ds,
0

and

(3.9) SP:= sup (By—pt),
0<t<oo

where p := p/o + ¢10/2p and the constants c1,co > 0 are as in (i) of Assumption 2.1.
Proposition 3.4. Recall ¢; and co from (it) in Assumption 2.1. We have

(3.10) 0 <U(r,z) < hy, for all (r,z) € O,

where

ho 1= E[e)“’sp] < 400 ifcg >0 and ho := sup E[H"] < 400 if ca > 0.
reRy

Proof. The lower bound in (3.10) is trivial. For the upper bound instead we use As-
sumption 2.1 to write

E |:€)\ ((z—a)VSr—(z—a))— [ p(R’;)dS] <E [6)\57——017'—02 Jo RLds )
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Now, if ¢; > 0 we have, by using (3.3),
(3.11) U(r,z) <supE [eAST_ClT} < E[eAasp]
2 _92 & Ly
:2p/ evYe pydy:2p/ e # 7dy < 400,
0 0

where we used that P(S? > x) = exp(—2pz) (see [30, Sec. 3.5.C, Eq. (5.13)]).

If instead ¢z > 0 (and in particular when ¢; = 0) calculations are a bit more involved.
Noticing that the process S is of finite variation, we first use an integration by parts to
obtain

(3.12) U(r,z) <supE [exsﬁz ST RE ds}

T

=1+supE |:/T 6—C2fotR§ds>\€)\Sz ds; — 62/T e—c2f0tR§dsR; St (1t
T 0 0
<E[H"] < sup E[H"].
reRy

where in the last inequality we used that R} > 0 for all £ > 0. It remains to prove that
ho = sup,eg, E[H"] < +o00. Letting

T
(3.13) HE = / =2 JS Ry ds A5t ds,
0

we have E[H"] = 1 + limy_,o E[H]] by monotone convergence. It is therefore sufficient
to find a bound for E[H}] which is independent of 7" and r. Using independence of B

and W, Fubini’s theorem and explicit formulae for CIR model (see, e.g., [31], p. 361),
we obtain

_ T -
(3.14) E[H%] —EI|E </ e C2 Jo R ds )\eASz ds, ’f£>:|

L 0

e /T e (6_02 JE Ry ds
L/ 0
- t

=E / E(e’@fo RZdS) et St dSt}
LJO

r rpT
E / oAy () =1 Gy (1) \ S dSt]
LJo

f£> At dSt]

where G, and A, are as in (2.9) with 8 = ¢y, and where 7., := \/k% + 272 2. Setting
f(t) := E[e*¥], integrating by parts in (3.14), using Fubini and undoing the integration
by parts we get

T
E[HL] = ¢~ Aea(T)=rGes(T) (T _ o= Aes(0)=rGiey (0) _/ E[e* 5] d(e A2 O-Gea (1)
0

T
(3.15) = / e A (W=rGer () ¢ (1) gt
0
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where by Sec. 3.5.C in [30] (upon using equations (5.11) and (5.12) therein, and noticing
that our P(S; > b) is equal to P(=#)(T}, < t) in the notation of [36]) we have

[ee) t 1 (z 3)2
(3.16) f) = e (Z + hs, - 1)6 e ds dz,
0 0 V2mo2s3\ o?s

(z+ut)2 <z + pt
ot

(3.17) F1(8) = s 1>dz.

ek

Recalling that A = 2u/0?, straightforward algebra gives
2 )2
N, Etut)” (- pt)”

202t 202t
Changing variable in the integral (3.17) we obtain
~oun? ut)2 z+ ut
3.18 7t / ( 2 1) dz
(3.18) (t) = Tra? - 3
1 / (y + 2ut 1 _ v
= Y+ pt —1) e 2%tdy
r ) Com W =) e

1 oB + 2ut

:;E |:]]'{OBt2/—Lt}<O.2t(UBt + /Jt) - 1):|
1
t

B2 3 2
E[n{03t> #t}( L4 “Bt+ s )}

2u 3 B?
_? + 70_\/~ + - E |:]l{a'Bt> ,ut}( 1):| :

The last term above may be evaluated as follows:
B? L[> 1 /y? 2

(3.19) fE []1{(,&> M}< 1)] -2/ ﬁ(? - 1)e 5 dy

1 <1 2 )’ / e _ kPt

—_ __ —e 2t ) dy — e 2td 02<07

t (//ﬁ \/27Tty( 4 —ut \/2mt y) U\/27r\[
where, in the last equality, we have used the integration by parts. Using (3.18)-(3.19)
above in (3.15) we then conclude

T
2 3
(3.20) E[H}] S/ e Acs (t)—chz(t)( ,u,2 + —'u)dt
0 g oVt
o0 2 3,LL
< —Aca(”( + —)dt < 400,
<) G
where the last integral is finite because A, (t) ~ 72(7702 — k)t as t — 00, ne, > k, and
A, (0) = 0. O
An important consequence of the proof of Proposition 3.4 is that
(3.21) E [ sup A=)Vl P(Rg)ds] < 400, forall (r,2) € O.
0<t<oo
Moreover, it is not hard to verify that the Markov process (K¢, St, Yz, Ry, fo Rs)ds)i>0

is also of Feller type. Then, [19, Lemma 3, Sec. 3.2.3 and Lemma 4, Sec. 3.2.4] guarantee
that there exists a lower semi—continuous function w which is the smallest superharmonic
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function larger than one (see Remark 3.1 for a detailed comparison with [19]). Here,
superharmonic refers to the property

u(r,z) > E [ewz—a)vsf—(z—a)}—fg pBL)dsy (R K;)}

for any stopping time 7 and any (r, z) € O. Now, let us introduce the sets
(3.22) C:={(r,2) €0 : U(r,z) > 1},
(3.23) S:={(r,2) €0 : U(r,z) =1},

known in the literature as continuation and stopping sets, respectively. Thanks to [19,
Thm. 1, Sec. 3.3.1 and Thm. 3, Sec. 3.3.3], and the fact that U is lower semi-continuous,
we have that U = u and that

(3.24) T :=1nf{t >0 : (R, K¢) € S}

is the smallest optimal stopping time for (3.4), provided that P, .(r. < +o0) = 1,
otherwise it is an optimal Markov time. In some instances below we will stress the
dependence on the data (r, z) of the optimal stopping time, i.e.,

(3.25) Te(r, z) :=1inf{t > 0 : (R}, K[) € S}.
Moreover, recalling again that U is lower semi-continuous and given the process

Ay = XMEVS=(z=a))—f PRI (Ry, Ky, t=>0,

then

(3.26) (At)t>0 is a P, ,-supermartingale
and

(3.27) (Atar,)e>0 is a P, ,-martingale

for all (r,2) € O (see [13, Thm. 2.4, Sec. 2, Chapter 1] or [19, Sec. 3.4]).

Next we provide a technical lemma which is useful to prove continuity of U later on.

Lemma 3.5. Forn > 0, let us denote

U(r,z) = Oiug E |e} (G=e)VSr—(z—a))=[§ p(R) ds | (r,z) € O.

Then for all (r,z) € O we have
lim U"(r,z) =U(r, z).

n—oo

Proof. Clearly (U™),~0 is an increasing sequence and U™ < U for all n > 0. Therefore
we denote its limit U := lim,_,oc U™ < U. Let us now fix (r, z) € Ry X [a, +00) and
let 7. = 7(r, z) be optimal for U(r, z). Then

U™(1,2) 2 By, [eXmlvSramn—temal =" e

and using Fatou’s lemma we conclude

U(r,z) = liminf U"(r, 2) >E, . {lim inf e* ((=@)VSrann—(z=a)) = J7*"" p(Rt)dt]
n—oo n—o0

=E,. [6’\((z—a)vsf*_“_o‘))_fon ”(Rt)dt} =U(r, 2).

)
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We close this section by proving that U is indeed continuous. It is worth remarking
that all our results hold without any restriction on u, o, and the only requirement is
2k6 > 42 to guarantee strictly positive rates.

Proposition 3.6. (Continuity of U) The function U is continuous on O and z
Ul(r,z) is convez for each r € R,.

Proof. First we show convexity. Since

o s AME)VS (=)~ f7 p(RY) ds

is convex and sup(f + ¢g) < sup(f) + sup(g), we easily obtain

U(r,Bz1+ (1= B)22)

<supkE Kﬁe)‘ [(z1—)VSr—(z1—a)] | (1—B)e* [(Zroz)\/sr*(zzfa)])e* fo P(RQ)dS]
>0

<BU(r,z1) + (1 = B)U(r, z2)

for all 5 € (0,1).

Now we show that z +— U(r, z) is continuous uniformly with respect to r € R4. Recall
that U(r, -) is decreasing (Lemma 3.3), let 2z > z; and denote by 71 := 7.(r, z1) the
optimal stopping time for U(r, z1). Since 71 is suboptimal in U(r, z2) we get

(3.28) 0<U(r,z1) = U(r, 22)

<E [e‘ Jo ! p(Re)dt (e/\((21—a)VSq—(21—a) _ e)\((ZQ—Oé)VSTl—(z2—a)):|
T )]

< hg (e—A(z1—a) _ e_)\(ZQ_a))

where hg is as in Proposition 3.4 and we have also used that

e)x(STl —(z2—a)) < e/\((zz—oz)VST1 —(22—0q)) .

It only remains to prove that r — U(r, z) is continuous for each z € [, +00) given
and fixed.

Since p is nondecreasing (cf. (¢) in Assumption 2.1), then r +— U(r, z) is nonincreasing
(Lemma 3.3) and lower semi-continuous (see the discussion above Lemma 3.5). Hence
r +— U(r, z) is right-continuous for each z € [, +00). Recalling U™ from Lemma 3.5,
and noticing that U(r,z) — U(r — h, z) < 0 is nondecreasing as h | 0, we have

0>lim [U(r,z) = U(r — h,z)| = lim lim {U”(T7 z) —U(r —h, z)]

h—0 h—0n—o00

IRV n B B
= Jim fiy [V, = Ut =)
where we are allowed to swap the limits as both sequences are nondecreasing (as n — oo
and h — 0). Now we set 73, := T (r —h, z), which is optimal for U(r —h, z), and consider
the suboptimal stopping time 7, A n inside U™. With no loss of generality we assume
r —h > rq for some rg > 0. Then, using that p(R"~") > p(R™) (in the last term of the
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expression below), we obtain
(3.29) U"(r,z) =U(r — h,z2)
SE []1 i < VS~ (=)= [ p(R)t (1 e k" [p(R:*h)fp(Rm]dt)}
LE []1 (ryomy e (EOVSn—(zma) =5t p(Rp )t
. (1 _ M)V, —(z=a)VSn)— [ [o(Ry ")~ p(RY)dt ,— [ p(R:°>dt) }
We make a number of observations: (i) since 7, = inf{t > 0 : U(K?, R/™") = 1},

and U(z, -) is nonincreasing, we have 75, | 1, P-a.s. as h — 0 with n a stopping time;
(ii) the latter implies that P-a.s. we have

Th n
}llig% Sy, =S, and %1_1%/” p(R})dt = /n p(R})dt for all r > 0;
(iii) by dominated convergence and continuity of p we have, P-a.s.

lim [ |o(R;™) = p(RD)|dt =0,

h—0 Jo

which also implies

Th
lim ( 1 ") = p(Rp)]dt | =0.
tim (Lny [ 00R) = o(RD) =0
Recalling (3.21) we can use dominated convergence in (3.29) to obtain

(3.30) 0 > lim lim [U”(r, z) = U(r — h, z)}

n—00 h—0

> lim E |:]l {nzn}eA((z_O‘)\/Sn/\n_(Z_O‘))_fon/\n p(R})dt,

. (1 _  ME=a)VSy=(z=a)VSyrn) =[], p(RZO)dt) ] '
It is now easy to check that, P-a.s.

lim [)\((z—a)\/Sn— (z —a) V Syan) —/77

n—00 nAn

p(Rgo)dt] =0.
Hence, using dominated convergence once again in (3.30), gives

0 > lim [U(T,z)—U(r—h,z) = lim lim {U”(T,z)—U(r—h,z)} >0

h—0 n—00 h—0

as claimed. O

Continuity of U immediately implies that S is closed and that C is relatively open in
O: indeed, by its definition, C may not be open in R? since it may include a portion
of the lines {r = 0} and {z = a}. For this reason we will use the notation 9C for the
boundary of C in R? and 05C for the relative boundary in O. Moreover Int C will denote
the interior of C in R2.

Observe now that the (super)martingale property of the process A (see (3.26) and
(3.27)), along with standard arguments (see, e.g., [37, Theorem 2.7.7]) give the following
corollary.
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Corollary 3.7. (Free boundary problem) The function U belongs to C? separately
in the interior of C and in the interior of S (so away from OC), and it satisfies

(3.31) LU (r,z) — p(r)U(r,z) =0, for (r,z) € IntC
(3.32) LU(r,z) — p(r)U(r, z) = —p(r), for (r,z) € Int S
(3.33) U(r,z) =1, for (r,z) € 05C.

Refined regularity of U and its behaviour at Ry x {a} will be provided in the next
section.

3.2. Differentiability of U. In order to obtain higher regularity properties for U we
need some information on the shape of the stopping region S. Recalling Lemma 3.3 (in
particular the fact that U is nonincreasing in z) and defining, for r > 0,

(3.34) b(r) :=sup{z € [o,400) : U(r,z) > 1}
with the convention that sup @ = «, we immediately find, for r € Ry,
(3.35) Sy ={z€ o, +0) : (r,2) € S} = [b(r), +00).

This means that the r-section of the stopping set is connected and the graph of the
map r — b(r) describes the boundary that separates S from C (denoted by d5C above).
Next we state few important properties of the optimal boundary.

Lemma 3.8. Consider the map b: Ry — [a, +00] defined in (3.34). Then
(3.36) 7+ b(r) is nonincreasing and right-continuous.
Moreover, b(r) > « for all r > 0.

Proof. The fact that S is closed and (3.35) imply that r — b(r) is lower semi-continuous.
Indeed take any sequence (ry,),>1 converging to some 79 > 0. Then

(rn,b(rn)) €S = S> lirginf(rmb(rn)) = (rg,lirginf b(ry))
and by (3.34) we have liminf,,_, b(r,) > b(rp). Using again Lemma 3.3 (in particular
the fact that U is nonincreasing in r) we have

(3.37) (r,z) €S = [r,+00) x {2z} € S,

i.e., r — b(r) is nonincreasing. Since b(-) is also lower semi-continuous, then (3.36)
holds.

It only remains to prove the final statement. Take any ro > 0, fix € > 0 and denote
7. =inf{t > 0: R} > ro +¢}. For any ¢t > 0 the stopping time 7. A ¢ is admissible and
suboptimal for U(rg, o) so that

¢ . Te Nt
(3.38)  U(rg,a) >E [eASTsM— " P<Rs°>d5} > exp (E [)\STEM — / p(R;‘O)dsD ,
0

where the final inequality is due to Jensen’s inequality. Recalling that p is nondecreasing
(Assumption 2.1) we have

Te Nt
/ p(RVds < pu(r. A1),
0
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with pe := p(ro + €) = SUPg<,<ry+e P(r). Now we use estimates as in [42, Lemma 15].
In particular, we have

Te Nt
(3.39) E [)\STEM — / p(RZO)ds] >E [)\0 sup  Bs— (p+pe)(m= A )

0 0<s<t:At

> Aok [ sup Bs — L. <4y sup Bs:| — (p+pe)t
0<s<t 0<s<t

2
> AoE [ sup Bs] — AoP(7: < t)%E [( sup BS)Q} — (pu+pe)t
0<s<t 0<s<t

— Vi (1 _P(r. < t)%) (gt

where in the final inequality we used that supy<,<; Bs = | B¢| in law. Since P(7. > 0) =1
and, consequently, P(7. < ¢) — 0 as we let t — 0, we have that the term involving
v/t dominates. Hence, plugging (3.39) in (3.38) and choosing ¢ sufficiently small we
reach U(rg,a) > 1 which implies b(rg) > «. Since rop > 0 was arbitrary, the proof is
complete. O

The simple properties that we have obtained above are crucial to guarantee global C!
regularity of U. We start by noticing that K and R are independent and have transition
densities p®(t, z; 2') and p®(t,r;7"), respectively, which are continuous with respect to
the initial point, i.e. z — p(t,2;2') and r ~— pf(t,r;r') are continuous for all ¢t > 0,
Z' € Ja, +00), ' € [0, +00). Then it is not hard to verify that the process (R¢, K¢)i>0 is
strong Feller, i.e. for any Borel measurable and bounded function f: R, x R} and any
t > 0, it holds that (r, z) — E,.[f(R, K;)] is continuous. We then have the following
important result.

Lemma 3.9. For any (ro,20) € 05C and any sequence (Tn,zn)n>1 C C such that
(rn, 2n) = (10, 20) as n — oo, we have

(3.40) lim 7. (rp,2n) =0, P-as.

n—oo

Proof. Let us denote by o, the first hitting time of (K, R) to S:
ox(r,z) :==inf{t >0 : (R}, K}) € S}.

It is well known (see [10, Chapter 13.1-2, Vol. 1I]) that since (R, Ki)t>0 is a strong
Feller process, (3.40) holds if and only if all the boundary points are regular for S,
namely

(3.41) Pr.(o.=0)=1 V(r,z) € 05C.

(For further details on the above statement the reader may consult, e.g., [36, Theorem
2.12, Ch. 4.2] and [14, pp. 4-5 and Corollary 2].)
Denoting by
Ox(ryz) :=inf{t >0 : (R],K}) € IntS}
the first entry time of (R}, K7);>0 to the interior of S, and noticing that o, < 0., we
now prove (3.41) by showing that

(3.42) Pr.(0.=0)=1 V(r,z) € 05C.

Let (r9,20) € 05C. Define R := [rg,00) X [29,00), and denote by IntR and OR
respectively its interior and its boundary in R2. Since r + b(r) is nonincreasing, we
have R C S. Also, let K be a compact neighbourhood of (rg, z9) and let Int  and 9K
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denote respectively its interior and its boundary in R2. Since (rg, z0) € 05C then rg > 0
and we assume that K N {r = 0} = @. Then there exists some 7 > 0 such that

(3.43) et > >ne on K
so that the diffusion coefficient of the process (R):>¢ is uniformly non degenerate over
K. Let us define an auxiliary process (R¢)¢>0 with dynamics

dR; = bic(Ry)dt + yic (Re)dWr, Ro =,

dl?t = udt + od By, I?O =2z,
where bi(r) = k(6 — r) and vk (r) = v/ on K, and are continuously extended to be
constant outside K. Notice that the uniform ellipticity condition (3.43) holds for vk on

the whole R. L
Since the process (R, Kt)¢>0 is non degenerate over the whole R?, it admits a con-

tinuous transition density p(-, -, ;7 z) such that, for any ¢ > 0
M lr—72+|z—22 _ _ M _p lr=r%+[z—22
(3.44) 76_)\0 G >p(t, 7, zyr,2) > ¢ Ao i
for some constants M > m > 0, Ag > A9 > 0 (see, e.g., [2, Theorem 1]). Moreover,
denoting

Tic = inf{t > 0: (R, K;) ¢ Int K x (e, 00)}
and o

Tic = 1nf{t > 0: (R, Kt) ¢ Int K x (a,00)},
we have that

(3.45) (Rinr, Kinre) = (ét/\?,@ kt/\?,c)y Pro,z0-2.8.

by uniqueness of the solution of the SDE (recall that the reflected process K is just a
Brownian motion with drift away from the reflection point «).

Now, let R’ be a (half) cone with vertex in (rg, z0), whose closure is contained in
Int R U (7o, 20), and denote by 0% and ¢/, the corresponding entry times of (R, K) and
(R, K), respectively, into the interior of R’. Notice that this additional cone is needed in
the argument that follows because (tg, zg) may lie on a horizontal /vertical stretch of the
boundary 95C, in which case (35CNIR)\ (ro, 20) # @ whereas (05CNIR')\ (10, 20) = @
always holds. Fixing ¢ > 0 we then have, using first that Int R C Int S,

(3.46) Pro.zo (0 < 1) > Prg 2 (G < t) > Pry oo (0p <t 70 > 1)

=Pz (&’IR <t 7K > t) = Pro,20 (&92 < t) — Proz (&92 <tk < t)

> PTO,ZO (5”/12 < t) - Pro,zo (7~'IC < t),
where the first equality holds by (3.45). Thanks to (3.44)

~ ~ m _p,lr=rol?+lz—20/?
(3.47) Pro.zo(0r <t) = p(t,ro, 2057, 2)drdz > —e 10 ¢ drdz.
! R/

Using the fact that the change of variable s = ’17{”0, (= Z;‘;O maps the cone R’ into a

cone R{, with the same aperture but vertex in (0,0), we get

Prozo (0 < t) > me 26" dsde = ¢ > 0.
Ro
Letting ¢t — 0 we obtain P, . (6% = 0) > ¢ > 0 and therefore, by (3.46), also that
Pro,z0 (0« = 0) > ¢ > 0 upon noting that Py, . (7xc <t) = 0 ast — 0.
Since {7, = 0} is measurable with respect to the trivial o-algebra ]-"g{ W by the
Blumenthal’s 0-1 Law we obtain P, ., (0, = 0) = 1, which completes the proof. O
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Lemma 3.10. Fiz ¢ € N. There is a constant ¢ > 0 such that, for all FEW _stopping
times T, and any (r,z) € Ry X [o, +00), it holds

(3.48) E {e)‘sffg pURY)dt /OT e 2! (14 (R))™1] \/Ritdt} <ec.
Moreover the family
{eAST—fJ p(RY)dt /T e 2t [1 4 (R /Ry dt, > 0}
0
s uniformly integrable.

Proof. Using that S is of finite variation we integrate by parts to get a first, convenient,
upper bound

NSl pUR / e o' [L+ (R))'] /Rydt

0

T ¢ . t
SA/ e)\St_fo P(Rs)ds (/ €_§S [1 + (R£)1+q:| /R;’d8> dSt

0 0
4 [ SIS 1y (y) ] R
0

o0 t
<A / NSl p(RD)ds < / e™2* [1+ (Rp)'*] Jﬁgds) ds,
0

0
4 [ TSI 1y ()] R
0
= A+ B.

Hence, to prove both claims of this lemma it is enough to show that E[A] + E[B] < +oc.
We start by proving that E[B] < 4+o00. Using that p > 0 (see Assumption 2.1), that
\/r <1+ r, Fubini’s theorem and independence of S; and R; we obtain

E[B] < c/ E [&Sr%t} e VE [14 Ry + (R))™ + (Ry)>M9] dt
0

for some constant ¢ > 0, which will vary from line to line. Observe now that (recall

(3.9))

k I k . i
AS; — Zt < )\Uosglirg)t (BS — gs — 4)\03> < Ao SP, with p = % + -

Since P(S% > x) = exp(—2px) for p > 0 (see Remark 3.2), as in (3.11) we easily get
E [exp(AS; — kt/4)] < ¢ for some ¢ > 0. Hence

(3.49) E[B] < c/ e AE [14 Ry + (R))™ + (Ry)>9] dt.
0

Now we recall [18, Thm. 2.3|, which states that, for any ( € N, there is a constant
C¢>0, only depending on ¢ and the coefficients of the SDE (2.3), such that

(3.50) E [(R,’;)C} <, forallt>0.

Using the latter bound in (3.49) for ¢ = {1,1+ ¢,2 + q} we get E[B] < 4o0.
Next we show that E[A] < +00. We only provide full details in the case p(r) > cor
(see Assumption 2.1), since the case p(r) > ¢ is easier and can be dealt with in the
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same way. Below we use E[A] = E[E(A|FZ)] and independence of R from FZ. Then,
recalling that /7 < 1+ r, by Fubini’s theorem we obtain

(3.51)
o0 t

E[4] ScEU emE(‘f”ﬁRgdS / <1+R£+<Rz>1+q+<Rz>2+q>e5Sds\fo’i> dSt]
0 0

00 t
<cE {/ eME (ec2 Jo Rgds/ (L4 RL+ (R + (R£)2+q)e§8ds> dSt}
0 0

for some constant ¢ > 0, which will vary from line to line. Repeated use of Holder
inequality and (2.8) give

t
E <e—02 lo R’s"dS/ (14 R, + (R + (Rg)2+Q)e—’58ds)
0

1
N t 27 2
< E (el i) E (/ (1+RZ+(RZ)1+‘1+(R2)2+‘1)6"58618) ]
0

1

t t

< e~ bA2ea (D=5 G2y (D [ / e~ 30ds / (1+R§+(R§)1+q+(R§)2+q)26_’§Sds]2
0 0

S C(/] e—%AQC2(t)—%G252(t),

where the final inequality follows from (3.50), for ¢ = {1,1+ ¢,2 + ¢}, and with some
Cy > 0.
Plugging the last expression above in (3.51) gives

E[A] <cE {/ e’\Ste_;A262(t)_5G202(t)dSt] )
0

The latter can be treated exactly by the same methods that we used to estimate (3.14),
hence E[A] < +o0. O

The methodology that we adopt to prove C! regularity of the value function was
developed in [11] for general multi-dimensional, finite-time and infinite-time horizon,
optimal stopping problems. However, due to the square root in the diffusion coefficient
of the CIR dynamics, some of the integrability conditions required in [11] seem difficult
to verify directly. So in the proof of Proposition 3.11 below we adapt the method to
our setting.

Proposition 3.11. (C! regularity of U) One has that U € C*(O). Moreover
(3'52) Uz(ra Z) = _)\Er,z H{Sr* >z—a}€)\(ST*_(z_a))_f0T* p(Ru)dt
for all (r,z) € O.

Proof. The proof is organized in two steps.

Step 1. We start by noticing that (3.52) trivially holds in the interior of & with
U, = 0. Further, we know that U, is continuous in IntC, so that if we can prove
(3.52) in Int C, then Lemma 3.9 and the use of dominated convergence will also imply
continuity of U, across 05C. Finally, to show that (3.52) holds in IntC we can repeat
the same steps as in the proof of [13, Thm. 5.3], upon replacing the discount factor
therein by fOT* p(Rs)ds. We omit further details in the interest of brevity.

Step 2. Here we prove that U, € C(O). We know that U, is continuous separately
in IntC and IntS. Then, it suffices to prove continuity across the boundary 05C. We
start finding bounds on U,.
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Fix (r,z) € IntC, € € (0,9), and denote 7, := 74(r, 2). Recalling Lemma 3.3 and
optimality of 7, for U(r, z), we obtain

(3.53)
0> U(r+ez)—U(rz)
€
> lE |:€)\((zfa)\/57—* z—a))—[o* p(R5T5)d (1 e T (p (R5T)—p(RT))ds )]
€
> Te {ewa)vsﬂ(m)) o p(RY)ds (1 el cs<1+<Rz+E>q><\/Rz+f\/R@ds)] :
€

where in the last inequality we have used Assumption 2.1, (i) and (iii), and the fact
that » — R" is nondecreasing.

Next, we notice that by Tanaka formula and Yamada-Watanabe’s theorem, the pro-
cess A := /R is the unique solution to

2\ 1
dA, = [(”;9 _ 7) - ];At] dt + 7th, Ao = /Ro.
t

We then have

k
t) = e%t dAt + At 56%{/ dt

k kO 2\ 1 k k ok
KQ - 7) A f“] dh B dWet A el

L[k 1)1
(- 7) My i,

which gives in the integral form

kg ko 2 5 s k
Agez —Ao+<2—’é>/0 e Atdt+/0 62’%th-

Hence, using the above formula, we obtain
(x/RZ;*E - R;) e

SVrte— v,

where the inequality follows from R" < R"+¢, upon recalling that 2k > 2. Therefore,
(3.54) (\/Rg+5 VR ) (VT e—r)e

Hence, substituting (3.54) in the last integral of (3.53) and recalling € < g9 we get

/*63(1_'_ RT+E /RT+8 /Rg)ds

0

< (Vr+e—+r) / ) €7§503(1 + (RLTE0))ds.
0
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Plugging this expression in (3.53) and using that

1 — eWrte—vrC _ eWrteu—vr)C g,

[ i
—eC | ——
0o 2vr+eu
1
1

> _oC Wﬁo—ﬁ)c/ L,

= e 0 2vr+eu “

— — CVTEVAC( T - ),
for any C' > 0 independent of €, we continue with the chain of inequalities

0> U(r+ez)—U(rz)

(VrFe =)

€

-E [e/\((z_o‘)vsf*_(z_a))_ 0" p(RY)ds /T*6—§303(1 + (Ry0))ds
0

exp ((m ) /O e by (14 (R0 ds> }

Now we let ¢ — 0 first, and then we also let g — 0. Thanks to monotone convergence
we obtain

(3.55) 0> U (r,2)

S [ewza)vsnw» e [ *C3<1+<Rz>q>e58ds}

2yr 0
We notice that the right-hand side above is bounded by a constant, thanks to Lemma
3.10.

Now, fix (r9,20) € 05C and take a sequence IntC > (ry,2,) — (70, 20), as n — oo.
Using (3.55) with (7, z,) in place of (r, z), recalling that 7. (r,, z,) — 0 by Lemma 3.9,
and using dominated convergence (justified by the second claim of Lemma 3.10), we get

0 > limsup U, (rp, 2,) > liminf U, (ry,, 2,) > 0.
n—00 n—00

Since the boundary point was arbitrary we conclude that U, is continuous across dgC.
O

An immediate consequence of the above proposition is the following.
Corollary 3.12. For all r € Ry, we have
(3.56) U.(r,a+) = =AU(r, o).
Proof. Fix r > 0 and let z, | o as n — co. Then, if
(3.57) T = T(ry 2n) = T = T(r, ) asn — 0o, P-a.s.,

it suffices to take limits in (3.52). Indeed, by dominated convergence (recall (3.21)) we
obtain

UZ(Ta OZ"‘) — _)\E |:e)\s7-f‘_fo7—* p(R{)dt:| — _)\ U("", Oé),

where, in order to remove the indicator function in the limit of (3.52), we have also
used that P(Sra > 0) = 1, being P(7® > 0) = 1 since b(r) > o by Lemma 3.8. So it
only remains to prove convergence of the stopping times in (3.57).

The sequence (K*),>; is decreasing and therefore the sequence of stopping times
(T8 )n>1 is increasing with 7 < 72 for all n > 1. Hence, 7' T 7°° < 7¢, P-a.s., for some
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stopping time 7°°. Now we show that 7° = 7% as needed, using an argument similar
to those used in [10, Lem. 4.17] and [10, Lem. 1.2] but under different conditions.
Recall that (t,7,2) — (Rj(w), Kf(w)) is continuous for all w € Q \ N and some
universal null set N by Kolmogorov-Chentsov continuity theorem. Fix w € Q\ N. Let
0 > 0 be such that 7&(w) > 0, then by continuity of paths there exists ¢5 > 0 such that
inf (U(R (@), Kf (@) = 1) = 65,
ok (U(R; (@), K7 (W) > 5
Thanks to the explicit dynamics of (K¢)¢>0 in (3.2) we find K;* — K = (2, —a—S;) T <
(zn, — a). The latter and (3.28) give

sup [U(R; (@), K7'(w)) = U(R} (@), K (@)

0<t<o

< ho sup (e_A(K?(“’)‘“) _ e—A(Kfn(w)—m)
0<t<s

< Mg sup (K7™ (w) — K (w)) < Mho(zn — ).

0<t<é
Then there is ng,, > 1 such that

inf (U(R;(w), K2 (w)) — 1)

0<t<s =2
for all n > ns,,. Hence lim,, o 7]'(w) > ¢ and, since § was arbitrary
nll_}n;o T (w) > 7 (w).
Recalling that w € Q\ N was also arbitrary, we conclude. O

We close this section by proving continuity of the optimal boundary (Theorem 3.13),
its boundedness and its asymptotic limit as » — oo (Proposition 3.14). It is worth

noticing that for the continuity of the boundary, we cannot use [12, Thm. 10]. The
second condition in Eq. (3.31) in the statement of that theorem fails in our case as
dp(r) _ 0

dz —

Theorem 3.13. Consider the map b : Ry — [a, +00] defined in (3.34). Then r — b(r)
18 continuous.

Proof. We suitably adapt the proof of [I1, Thm. 5.2] which holds in a parabolic set-
up. We already know that r — b(r) is nonincreasing and right-continuous by (3.36) in
Lemma 3.8. It thus remains to prove that r — b(r) is left-continuous. We argue by
contradiction.

Assume thus that there exists 79 > 0 such that b(rg—) = lim,_,, b(r) > b(rp). Then
there also exist z1, zo satisfying b(rg) < z1 < z2 < b(ro—) and 1 < ro such that

Y= (r1,m0) X (21,22) CC,  {ro} x (z1,22) C I5C.

Now, by Proposition 3.11, we know that U € C!(O) and that (3.52) holds. Since
Pr.(Ts < 400, Sz, > 2z —a) > 0 for any (r,z) € C and U, is uniformly continuous in
any compact subset of C, then formula (3.52) implies that there exists 9 > 0 such that

} = 820
Moreover, by uniform continuity on any compact set, for any € > 0, there exists §. > 0

such that 6. — 0 as ¢ — 0 and
(3.59) sup (|U(r,2)| + |Us(ry2)]) < e

[ro—0de,ro] X [21,22] B

1+ 70

(3.58) U,<—g on 9¥XN {r <
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In particular,
(3.60) U.(rg — 0z, 2) > —¢.

Let us now set u := U,. Classical interior regularity results for PDEs (see, e.g., [20,
Thm. 10, Ch. 3, Sec. 5]) guarantee that u € C%(X) N C(X). By differentiating the PDE
for U given in Corollary 3.7 and taking into account (3.58), we get

[/LL(T, Z) - p(T)U(T’, Z) =0, (7“, Z) S
u(r,z) =0, (r,z) € 90X N OxC,
(3.61) ©”
u(r, z) <0, (r,z) € X,
u(r, z) < —eo, (r,z) € 0%.

On the interval (r1,79 — 0-] we consider a process that is equal to (Rt);>0 away from
7o — d¢, it is reflected (downwards) at ro — ., and it gets absorbed on the portion of the
boundary 0% \ d5C. To this end, we introduce a process {* with dynamics

(3.62) gy = k(0 — &)dt +y/EEdWy — dA;, & =10 — O,
where A° is an increasing and continuous process with A5 = 0 such that
(3.63) §& <ro—0 and dA} =1y, _5.3dA; for allt > 0.

The existence of £° follows from standard results on reflecting diffusions, but can also
be constructed as a time-change of a scaled reflected Brownian motion, see e.g. [38] or
[1, Sec. 12, Chapter I] for more details. Let

(3.64) G:=2)=z+ut+0oB;, forz € (21, 2),
and set
(3.65) 75 = inf{t > 0: ((,&)€ 90X\ 05C}.

Then, the process (é’fmg,gmg)tzo evolves in the rectangle (1,79 — 0] X (21, 22), it is
reflected horizontally (inward) at each time &° hits ro — . and it is absorbed upon
reaching the portion of boundary 0¥ \ 05C. Notice also that E[r5] < oo since it is
dominated by the exit time of ¢ from the bounded interval [z1, zo].

Let us now apply Dynkin’s formula to e Jo P&y (g2 ¢) on the (random) time
interval [0, 75;] and use the first equation in (3.61):

E |:€_ f(;rz p(fi)duu(é'fé’ <T§> — U(’I”O _ 567 Z) . E[/ z o f(f P(§5)duuT(§f, Ct) dA§:|
0

(3.66) —ulrn — 0.2) — E[ [ e By — 0., ) 4],
0

where in the second equality we used (3.63). From the final condition in (3.61) and
using that p > 0 is bounded on X, on the left-hand side of (3.66) we have

IN

(3.67) Elem B A U(E Grg) | < e B[ BT e,

(sig,@g)eazo}]
—20 CP((E2,Grg) € ),

IN
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for some constant C' > 0 only depending on ¥. Thanks to (3.60), on the right-hand side
of (3.66) we get

(3.68) u(ro—aa,;:)—E[ [ B ey - 5,y ]

> e E[/ A (g — 6., ) a7
0
Collecting (3.67)-(3.68), we obtain

€ i — o p(&5)du e
(3.69)  —e0CP((€5.(re) € O%0) > —¢ — E[ e~ Jo PEDAY (1o — 5., ;) dAS.
0

Next we want to take limits in (3.69) as € — 0. In order to avoid potential difficulties
with the continuity of U, at the boundary {ro} x (21, 22) C 05C, we adopt an approach
using test functions. Let us take ¢ € C°((21,22)), ¢ > 0. Thanks to (3.65) we can
write 75, = 71(2) A T2(2) A 7°, where

(3.70) n°:=1inf{t >0: & <r},
Ti(2) :=inf{t >0: & <z}, To(z) :=inf{t > 0: { > 22}.

and notice that n° is independent of the initial condition z for the process ;. Multiplying
(3.69) by ¢(z), integrating over (z1, z2) and using Fubini’s theorem, we get

(3.71)
—EOC/ 57 » Grs )Eazo)dz

z2
>~ E [/0 e~ Jo pl8)du </ Lt (rinm)(2)} Usr (To—0c, 2+ put+By) ¢(2) dZ) dAf]-
z1

The mapping z — 71(z,w) (resp. z — Ta(z,w)) is increasing and continuous for P-
a.e.-w (resp. decreasing, continuous). Monotonicity is by pathwise comparisons whereas
continuity is a known result for one dimensional diffusions (it may also be deduced by
arguments analogous to those in Lemma 3.41). It follows that z — 71(2) AT2(2) is P-a.s.
continuous and it changes its monotonicity at most once. In particular, for any w € Q\ N
with P(N) = 0, there exist z(¢,w) and z(t,w) satisfying 21 < z(t,w) < Z(t,w) < 22 and
such that

(3.72) {z € (z1,22) : Ti(z,w) ATa(z,w) >t} = (2(t,w), 2(t,w)).
Plugging (3.72) into (3. 71) we obtain
—800/ (€5 Gg) € 90 )

zZ(t,w)
> e E[/ —Jo p(& du(/ Usr(ro — 0y 2 + put + By) o(2) dz)dAf]
0 2(t,w)

Integrating by parts, recalling (3.59) and using that (z(¢,w), z2(¢t,w)) C (21, 22), we get

o)
)/ 8o,z + pt+ By) ol )dz‘

w(ro — 0, 2 + put + By) o(2)

2(tw) zZ(tw) ,
( —/ U,(ro — ey 2 + pt + By) ¢’ (2) dz

< e(z2 = 21)(llelloo + [1¢[lo0),
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where || - ||oo denotes the supremum norm on (z1, 22). Since this bound is deterministic
an independent of z, when we plug it back into the integral with respect to dA; we
obtain

200 [ peP((65:65) € 080)de 2 —e (14 (22 = 2 (lelle + 1911 ELA]).

From the integral form of £&¢ we obtain
,r]E
E[AS.] = E[ro — 5+ /0 k(0 — gg)ds} — E[¢5:] < ro + kOE[y] — 1.

By construction, £ < R"™ for any ¢ > 0. Then E[n°] < E[n], where n := inf{t > 0 :
R;® < ri}, and the expectation of the latter hitting time is finite since the CIR process
is positively recurrent (cf. Section 12 in Chapter II of [7]). Then we have E[A7:] < (1,
for a constant C; > 0 independent of ¢.

Finally, we get

goC /:2 @(Z)P<(§i§,@§) € 820>dz < 5(1 + Ci(z2 — 21) (||| |00 + H‘P/Hoo>>

Then, taking limits as € goes to zero, the previous inequality yields

(3.73) lim sup /Z2 cp(z)P((f%, Crg) € 820)dz <0.

e—0 21

We now show that the above inequality leads to a contradiction. Notice that
P((655Grg) € 0%0) > P(if < (m1 Am)(2))

and, letting p(dt; z) denote the (well-known) law of (71 A 72)(2), we have

(i < (nAm)(2) = [ POF <o) u(dt2),
0
by independence of 7 and 7 A To.
Since £&° < R™ by pathwise comparison, then
P(n® <t)>P(n<t), for all ¢ > 0.

with n introduced above. Therefore we have

ligélfP<n6 <(m A TQ)(Z)) > /OOO P(n <t)u(dt;z) :== f(z) >0, Vze (21,22).

Then, from (3.73) and Fatou’s lemma we reach a contradiction. Thus r +— b(r) is
continuous. O

Proposition 3.14. One has:

(i) b(r) < 400 for all v > 0;
(ii) if p(r) > c1 for some c1 > 0, then b(r) < 2% for all r > 0, where 27, € (a,00) is

the free boundary of the optimal stopping problem (3.4) with p(r) = ¢1;
(ili) if p(r) > cor for some co > 0, then lim,qoe b(1) = .

Proof. We prove each item separately.

(i) Suppose that there exists 9 > 0 such that b(rg) = +o0o. Then, by monotonicity,
b(r) = +oo for all r € [0,79). Then take r € [0,ry) and set 7 := inf{t > 0: R} > ro},
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P-a.s. Clearly, 7 < 7, P, .-a.s. for all z > «, and therefore the superharmonic property
property of the value U (cf. (3.26) and (3.27)) implies that
(3.70)  1<U(r,2) = E [ GmovS—ma)=I sy (Rr, k)]

SE |:]l{SA>zf }eA(ST (Z a) fO RT)dShO]

YE []1{5@ ayed PR (R KZ)}
<e AEa)E [ NSz [5 ol dsho] +E [ fo?P(Rg)dSU(R% Ké)] .

By noticing that 7 does not depend on z, recalling (3.21), and taking limits as z T oo
we obtain

lim e (—)E [ex Sz g p(RE)ds ho} -

Z—00

On the other hand, for any r € [0, rg] we have

1< U(r,z) =supE [ A((z—a)VS,— )=y P }
7>0
< sup E [ﬂ{sfzz—a} e} (Sr=(zme)=Jy } + s E[1{s,<s-a}]

< efA(zfa) sup E [6/\ Sr— [y p(RY) ds:| +1
>0

< hge M) 4 1.

It follows that lim,_, . U(r,z) = 1 for any r € [0, ro]. Recalling that lim,_, . K} =
400 a.s., and noticing that the CIR process is positively recurrent, this in turn yields

lim U(R%, KZ) =1 as.

Z—00

Thus, applying the Lebesgue dominated convergence theorem in (3.74), we get
1<E [e* Iy p(RQ)dS} .

Being P,.(7 > 0) > 0 for any r € [0,7(), we reach a contradiction.

(ii) Assume that p(r) > ¢; for some ¢; > 0. Because

U(r,z) <supE [e)‘((zfo‘)vs?*(z*a))*m] =:v(z;¢1),
>0

one has for any r > 0 that
{z>a:z2>b(r)}={z>a:U(rz) =1} 2 {z>a: v(zca) =1}

)
Notice now that v(z;c1) <
and that {z > a: v(z, c1)
conclude that b(r) < 27 .

eM*=)7 for some constant 7 > 0 for all z > 0 (cf. (3.11)),
=1} ={2>a: z >z} for some 2z € (a,00). Hence we

(ili) Assume that p(r) > cor for some ¢ > 0. To prove that lim,; b(r) = a we argue
by contradiction and we suppose that bo := limyjoo b(r) > a. Then take 21,2 such
that o < 21 < 29 < b and for z € (z1,22) and r > 0 set 0 := inf{t > 0: K; ¢ (21,22)}
P.-a.s. Clearly, Ry X (21,22) C C, and therefore o < 7, P, .-a.s., and this fact implies
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that (see (3.27))

1 < (J(’r’7 Z) = E |:@)‘((zfo‘)\/S&*(Z*C“))*fo8 P(Rg)dSU(Rg7 Kg)]
(3.75) < hoE [EA((Z_Q)VSG—(Z—G))—Q fog Ry ds:|

— hoE [exsngCQ(a)erCQ(a)] _

Here, (3.10) has been used for the penultimate step, while the independence of the
Brownian motions W and B led to the last equality, together (2.8) and (2.9). Since
the last expectation on the right-hand side of (3.75) can be made arbitrarily small
by taking r sufficiently large, we reach a contradiction and we have thus proved that
hmrToo b(?”) = =

4. SOLUTION TO THE DIVIDEND PROBLEM

In this section we show that we can find a couple (v, a) that satisfies all the assump-
tions in Theorem 2.4, hence we obtain a full solution to problem (2.5).
Let us define the function v : O — R as follows

(4.1) v(r, z) := /Z Ul(r,y)dy.

Using Proposition 3.11 we obtain that the functions v,, v,,, v, and v,, are continuous

on O.

Proposition 4.1. The function v has a weak derivative v, € LjS (0). Moreover, we
can select an element of the equivalence class of vy, € Ly (O) (still denoted by vy ) such

that

(4.2) wvpp(r, 2)

b_(r)Az
= L2122 ( [ () ) = k6 = U )] dy)

2
g _
- ]l{bf(r)Za}? (Uz(r,2 ANb—(r)) = Us(r,a+)) r 1’

where b_(-) := lim. o b(- —€).

Proof. The main idea in this proof is to compute explicitly the weak derivative v,..

Since v, (-, 2) is a continuous function for all z > «a, we say that its weak derivative
with respect to r is a function f € L'(O) such that, for any ¢ > 0 with ¢ € C*(R,),
it holds

[ ot mdn =~ [~ fon e, or 2 € (a,+o0),
0 0

We denote by g the generalised, right-continuous, inverse of the decreasing function b
and, for future frequent use, we also define g.(-) :=g(-) — ¢ for ¢ > 0.
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Using that U, is continuous, with U,(n,y) = 0 for n > ¢(y), and employing Fubini’s
theorem we can write

(4.3) /0 "o, 2)! (n)d

=/OOO (/a Ur(n,y)dy) ¢'(n)dn = /a (/Ooo Ur(nvy)so’(n)dn> dy
:/: (/Og(y) Ur(n,y)w'(n)dn) dy = /: (gg% /Ogg(y) Ufr(n,y)w’(n)dn> dy

. z ge(y) ,
= lim /0 Ur(n,y)¢' (n)dn | dy,

e—=0 J,
where in the last line we used dominated convergence. We now recall that
Lyl = p(r)U — GU... — pUs — k(0 — r)U,

in C and that U, is continuous away from 0C. This implies that for fixed € > 0 we can
write (recalling that ¢(0) = 0)

9e(y) 9e(y)
/0 Ur(n,y)¢' (n)dn = Up(9-(y), y)e(9:(y)) — /0 Urr(n, y)(n)dn

=Ur(9:(v), v)(g:(y))

2 9:(v)

~ 3 (/0 o [p(n)U(n,y)—%zUzz(n,y)—uUz(n,y)—k(H—n)Ur(n, y)}s@(n)%) :

Plugging the latter in (4.3) we find

e—=0 J,

z 9e(y)
(4.4) lim (/0 Ur(n,y)w’(n)dn) dy

z

=lim [ U(9:(v), y)¢(9:(y))dy

e=0 J,
Z2

9e(y)
—lim s (/0 n [p(n)U(n,y)—MUz(n,y)—k(H—n)Ur(n,y)]sO(n)dn) dy

) z 52 9 (y) 1
+lim [ = /0 N~ Uzz(n,y)p(n)dn | dy.

e=0 ), Y

For the first two limits on the right-hand side of (4.4) we can use dominated convergence
and recall that U,(g(y),y) = 0 to get

(4.5) /O h vr (1, 2)¢' (1)dn

z 9(y)
= —/ ;(/0 ! [p(n)U(n,y)—MUz(n,y)—k(e—n)Ur(n,y)}w(n)dO dy

. 20_2 9e(y) 1
+lim [ — /O N~ Uza(n,y)p(n)dn | dy.

e=0 /o0 Y
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For the remaining term on the right-hand side of (4.4), we set b.(n) as the generalized
inverse of g.(n), use Fubini’s theorem and obtain

_ z 52 9:(W)
(4.6) lim [ — o U..(n,y)e(n)dn | dy

e=0 /o 7Y

o2 ge (@) 2Abe (1) 1
=— lim / U.-(n,y)dy | n~ " e(n)dn
'y e—=0 Jo @

9(a)
= [ Wtz n ) Uttt

where in the last line we also used b, — b and g. — g. Combining (4.5) and (4.6), and
using Fubini’s theorem once more we find

/Oo e (n, 2)¢ (n)dn
0

g9(a) b(m)Az
_ _/O j? (/ ! [p(n)U(n,y) — U= (n,y) — k(0 — n)Uy(n, y)}dy> n~ e(n)dn

52 9@
25 [ Wtz o) - et etdn = [ s 2)etman,

where, noticing that {n < g(a)} = {b(n) > a}, we have defined

b(n)Az
f(n,2) ::]l{b(n)za}jg (/ [p(n)U(m y) — pU=(n,y) — k(0 —n)Ux(n, y)} dy) n!

2
- ]l{b(n)ZOc}% (Uz(nv zZ N\ b("?)) - Uz(nv a+)) 77_1'
It follows that v, = f in the weak sense. However, it is not hard to verify that
[ € L5.(O) thanks to Proposition 3.11 and Proposition 3.14. Hence v,, € L7S (O), as
claimed.
Finally, notice that since r + b(r) is nonincreasing and right-continuous, then it has
at most countably many jumps for r € (0,00), hence f(r,z) = lim. o f(r —¢€, 2z) for a.e.
€ (0,00) (here the null set depends on z > «). Let also (r])x>1 be the collection of
jump points of the free boundary b, and set

N = U {Tk})

k>1

Then f(r,z) = lim.jo f(r — ¢, z) for (r,z) € O\ N. Since N is a subset of O with null
Lebesgue measure, we conclude that (4.2) holds true. g

In order to use Theorem 2.4 we need to show that v, is continuous as well in the
closure C of the continuation set C, and we accomplish that in the next proposition. We
remark that global C? regularity of a solution to (2.12) is far from being a trivial result
and, in particular, we are not aware of any probabilistic proof of this fact.

Proposition 4.2. One has that v,, is continuous in C N O.
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Proof. Tt suffices to observe that for any (r,z) € CN O we have z < b_(r). Hence

e :2) = L e 5 [ o000 = 0trs) = 0 = 0] )

2
(o2 _
=L (zay g (Ua(r:2) = Us(rab) L

z

and the claimed continuity follows from Proposition 3.11. Notice that 1y ()>q) = 1
for all r < r,, where r, :=sup{r >0 : b_(r) > a}. O

We conclude this section by proving that indeed V = v and by providing an optimal
dividend strategy.

Theorem 4.3. Recall b from (3.34), V' from (2.5) and v from (4.1). Then V(r,z) =
v(r,z) for all (r,z) € O and the process
(4.7) Df = sup [Z)— b(RS)]Jr , t>0
0<s<t
is an optimal dividend strategy; i.e., for all (r,z) € O we have
TD*

[e7

v(r,z) =V(r,z) =E,, [/ e Jo ”(Rt)dth;"] .
0—

Proof. Tt suffices to check that v of (4.1) satisfies all the conditions in Theorem 2.4. The
function v is continuous everywhere. Moreover, by Proposition 3.11, v,, v,., v, and v,
are continuous on O, and, by Proposition 4.2, v,, is continuous in C N O.

Since U > 1 we have that v, > 1, with equality for z > b(r), » > 0. Moreover, by
(3.52) we see that v,, = U, < 0 for all (r,z) € O such that o < z < b(r). Hence v, > 1
for such values of (z,r) because v, (r,b(r)) = U(r,b(r)) = 1. Also, 0 < v(r,z) < ho(z—a)
for any (r, z) € O due to (3.10).

For r € R and o < z < b(r) we have by Corollary 3.7 and the dominated convergence
therorem that

0= [ (L= o) Uy

:%O‘QUZZ(T, 2) + pvy(r, z) — (%a%zz(r, o) + pu.(r, a+))
+ %72rvw(r, 2) + k(0 — r)ve(r,z) — p(r)v(r, z) = (E — p(r))v(r, z),

upon observing that %0’2’1)22(7’, a+) + pv,(r,a+) = 0 by Corollary 3.12. Repeating the
same calculations for z > b(r), r > 0, we find that (£ — p(r))v(r,z) < 0. Hence,
(L = p(r))v(r,z) <0 for ae. (r,z) € O.

Therefore we have verified all the conditions in (2.12), and it thus follows that v = V'
and D* = D is optimal. U

5. CONCLUDING REMARKS

5.1. Some Comments on the Optimal Dividend Policy. The optimal control from
(4.7) prescribes to pay dividends in such a way to keep the surplus process below the
stochastic threshold ¢ — b(R;) at all times. In particular, the company distributes the
minimum amount of dividends that prevents the current surplus level from exceeding
the current optimal ceiling b(R;). Any excess of the surplus is paid as a lump sum.
Figure 1 below provides an illustration of the curve r +— b(r), of the process (Z, R), and
of the optimal dividend payout (we refer to Section 5.2 for the numerical evaluation of
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Ry

FIGURE 1. An illustrative drawing of the free boundary r — b(r) and
of the optimal dividend payout. The red arrows illustrate the vertical
push that is needed to keep the surplus process below the interest-rate
dependent boundary b. In particular, the optimal dividend process de-
fines a continuous measure ¢t — dD; on Ry which is completely singular
with respect to the Lebesgue measure.

the free boundary for some specific choices of the discount rate). The optimal dividends
distribution is therefore of barrier type but, differently to classical models with constant
discount rate and constant optimal barrier (see, e.g., Section 2.5.2 in Chapter 2 of [16]),
here we observe dynamic (stochastic) adjustments of the barrier. This strategy shows
how the firm’s manager responds to the fluctuations of the spot rate and allows to draw
some economic/financial conclusions in a dynamic (random) macro-economic set-up.
In particular, since the free boundary b is a decreasing function, we observe that in
scenarios where the interest rate tends to increase, the firm manager will pay dividends
more frequently because the expected present value of future dividend payments decays.
Of course this behaviour also increases the probability of an early insolvency of the firm
since in our model the growth rate of the surplus process is constant and independent
of the current spot rate on the market. Despite this general trend, we also observe that
no matter how large the spot rate, an immediate liquidation of the firm can never be
optimal (final claim in Lemma 3.8). The combined uncertainty on the future moves of
the spot rate and the surplus process indeed encourage gradual liquidation in light of a
possible reversion of the spot rate towards lower values and/or upwards excursions of
the surplus process.

If the discount rate is such that p(r) > po for some constant pg > 0 (e.g., it is of
linear form p(r) = pg + ), one easily obtains from (2.5) that the value function with
interest-rate dependent discount force is smaller than the one with p(r) = py. However,
we also see that if p(r) > po, then the interest-rate dependent barrier b is uniformly
bounded from above by the constant free boundary z7 —arising in the problem with
constant discount rate pg (Proposition 3.14-(ii)). Continuity of the boundary r +— b(r)
implies that optimal lump sum payments can happen only at the initial time with
D} = (2 —b(r))*. It thus follows that lump sum payments are larger than those in the

problem with constant discount rate, i.e. (z — ZZO)JF. Moreover, according to Proposition
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3.14-(iii), we see that in the linear case p(r) = pg + r the size of the lump sum payments
increases with the value of the interest rate (and indeed it attains its maximum when
r 1 oo, with D§ = (2 — «)™). This is in contrast with the case of constant interest rate
p(r) = po, where D = (z — z5,) .
5.2. Numerical Illustrations. In this section we outline a simple numerical method
that allows to compute the free boundary b via the PDE associated to the value function
U of the optimal stopping problem (3.4). A direct study of the PDE for its value function
V' (cf. (2.5)) is possible in principle but more involved because the gradient constraint
V., > 1is harder to implement than the obstacle constraint U > 1. While the study of an
optimised numerical scheme is outside the scope of our paper, the results in this section
show that the connection to optimal stopping also provides useful tools for numerical
solution of the original singular control problem.

We consider the two cases when p(r) = ro + r and p(r) = /1o +r, for 19 = 0.05
(notice that Assumption 2.1 is satisfied). The parameters’ values are:

a=0, o=1, pu=1, 6=015, k=05 ~=0.3,

with respect to a time unit of one year (these are for illustrative purpose only and we
leave the question of calibration with real market data for future work).

The free boundary is determined as the boundary of the level set at 1 of the function
U. The function U is approximated numerically by the solution of a penalised PDE
problem over the truncated domain Oxum := ("min, "max) X (0, Zmax ), Where rmin, = 0.005,
rmax = 1.1 and zpax = 2.5 are chosen arbitrarily. In our experiments some care is needed
for the choice of ry;, since {0} is non-attainable for the spot rate R.

Given = 0.01 we use the software Mathematica’s command NDsolve to solve the
following penalised problem:

(5.1) LU(r,z) — p(r)U(r,z) = 5(1 = U(r, z))+, (r,2) € ONum
with Neumann boundary condition (cf. Corollary 3.12)
Uz(ra 0+) = *AU(Ta 0+), re (Tmina'rmax)a

and Dirichlet conditions

(52) U(rzma) =1 = Ulrma, 2)  and  U(0+,z) = (1 . liz)u(z).

Here, u(z) = V2(z) is the derivative of the value function V° of the optimal dividend
problem with constant interest rate p(0) > 0 (recall that in our case p(0) equals either
T or /7o), whose explicit formula can be found in (cf. eq. (3.3) in [39]).

This system of equations can be justified as follows:

(i) The penalisation procedure is standard when solving variational inequalities
arising in optimal stopping (see, e.g., [(]). One can show that as ¢ | 0 the
solution of (5.1) converges to the true value function U uniformly on compacts
(provided of course that U is sufficiently regular, as in our case). The advantage
of solving (5.1) numerically instead of the free boundary problem in Corollary
3.7 is that the domain in (5.1) does not need to be determined as part of the
solution.

(ii) The first condition in (5.2), i.e., U(rmax,2) = U(7, 2max) = 1, is justified by
noticing that the optimal boundary b(r) is bounded (cf. Proposition 3.14-(ii))
and converges to & = 0 as 7 1T oo (cf. Proposition 3.14-(iii)). So, for large values
of r and/or z we expect to be in the stopping region.
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0.5-

0.2 0.4 0.6 0.8 10
r
FIGURE 2. Plots of the optimal stopping boundary in the case p(r) =
ro + r (boundary of the black area) and p(r) = /rg + r (boundary of

the grey area). Continuation regions lie below the boundaries, while
stopping regions above the boundaries.

FIGURE 3. Plot of U in the case p(r) =19 + .

(iii) The second condition in (5.2) is the most delicate, since {0} is not attainable
by R and so in theory there is no need for a boundary condition. Numerically,
however, such a condition is needed. Here we use that U(r, z) < u(z) for any
(r,z), and that, theoretically we expect U(0, z) ~ u(z) for large values of z.

Drawings of the optimal stopping boundaries are presented in Figure 2. The boundary
of the black region is the one obtained for p(r) = r¢ + r, whereas the boundary of the
grey area is the one obtained for p(r) = \/rg +r. For completeness we also plot the
value function U of the optimal stopping problems.



OPTIMAL DIVIDEND UNDER STOCHASTIC DISCOUNTING 39

FIGURE 4. Plot of U in the case p(r) = /1o + 7.

In Figure 2 we observe that the optimal boundary related to p(r) = /ro + 7 is
smaller than that related to p(r) = ro + r. Intuitively, because of its mean-reverting
behaviour, the interest rate process R oscillates around 6 = 0.15 for all times with large
probability. So v/rg + R ~ 0.2 (being ro = 0.05), with fluctuations of order v/R; ~ 0.45.
As a consequence, \/r9 + Ry 2 ro + R, which implies that the value function U with
linear discount rate is larger than the one discounted with p(r) = \/rg + r (see Figures
3 and 4). This fact in turn yields the ordering between the free boundaries observed in
Figure 2.

From Figure 2 we also notice that the optimal boundary obtained for p(r) = \/ro +r
seems more convex than its counterpart in the case of linear discount rate, in a right
neighborhood of » = 0. This is due to the fact that when r = ry;, the two value
functions in Figure 3 and 4 take the same value (cf. (5.2)) but a small increment in r
affects the discount rate p(r) = /ro + r more than in the linear case, hence causing
a faster drop in the corresponding value function. We finally notice that employing
eq. (3.6) in [39], among others, the free boundaries associated to the optimal dividend
problems with constant discount rate p(r) = 79 and p(r) = /To can be explicitly
evaluated. In particular, for our parameter choice they assume values 3.56 and 1.98,
respectively.

5.3. On the Case of Correlated Brownian Motions. Throughout this paper we
have assumed that W and B are independent. Here we provide the heuristic connec-
tion between the dividend problem and an optimal stopping problem when W and B
are correlated (see also [12]). The connection used in Section 3 will then follow as a
special case. We do remark however that the stopping problem obtained for correlated
Brownian motions is structurally more involved than the one we solved in this paper.
A complete study requires different tools and it is left for future work (more details are
presented at the end).

Recall the dynamics for (R, ZP) given by (2.3) and (2.1) and assume E[B;W;] = f3t,
for some 3 € (—1,1). The infinitesimal generator £ of the pair (R, Z%) is then defined
by its action on twice-continuously differentiable functions f as

(53) ﬁf = %0'2 fzz +ﬁ0’7\/7_“frz + %’YQTf’rr +#fz + k(a - T) fTa

and the HJB equation for the dividend problem reads as in (2.12), but with £ given
now by (5.3).
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Letting z | « in the second equation of (2.12), assuming that [0, co) x {a} belongs
to the inaction set, we get
(5.4) L0% v, (r, at) + pvs(r, at) + Boyy/T v (r,at) = 0,

using the fact that v(r,a) = 0 should imply v,(r,a) = v,(r,a) = 0 for sufficiently
smooth v. Setting u := v, and differentiating the second equation in (2.12), we find

Lu(r,z) — p(r)u(r,z) =0, on {u>1}
(5.5) u(r, z) > 1, a.e. (r,z) € O
uy(r,a+) + Bvﬁur(r a+) + 2 G u(r,a+) =0, r >0,
where the final equation is (5.4). A further condition of the form
(5.6) Lu(r,z) — p(r)u(r,z) <0, ae.(r,z)eO

should appear in variational problems related to optimal stopping. While this cannot
be derived directly from (2.12), we may equally expect that the variational problem for
u be related to the optimal stopping problem

(5.7) U(r,z) :=supE,.. [ea efoe Rs)ds] , (r,2) €0,

>0
where (recall (3.2)),
Ki=z-Y,+/{), Yi=—pt+oB; and (' :=(z—a)VS —(z—a),
so that (K¢)¢>0 is a Brownian motion with drift p and diffusion a, starting at z > «
and reflected at « (see [11]); instead, the dynamics of the process R reads

~ ~ [ ~ 2 [ ~ ~
th = k(9 — Rt)dt + Y Rt th + ﬂ Rt df?, RO =T,

where W is also a Brownian motion and E[BtWt] Bt as before.

In order to clarify why we expect u = U, assume u € C2(O) be a solution to (5.5)
with the additional condition (5.6). Applying Dynkin’s formula to

uza fo Rs)ds (Etyzt)

on the random interval [0, 7], we get
u(r,z) =E,. [ei“ =I5 p(R)ds (B 7y —/ et By PRI (py oy (Ry, Kyt
0

28 pa

+Ep [/ est 0l P(ﬁs)dsr(ﬁt,Kt)déf] :
0
where I'(r, 2) 1= u,(r, z) + 2’%\/771%(7“, z) + i—’; u(r, z). Then, using that Lu — pu < 0
and that T'(Ry, K;)dl® = T'(Ry, a)dl = 0 we obtain
U(T‘, Z) 2 Er,z [e%ggifg p(ﬁs)dsu(ﬁt’ Zt)}
>, [ect AR &

for any stopping time 7. Therefore, u > U. Finally, by the second and fourth formula
n (5.5), the above inequalities become equalities if we choose

T=inf{t > 0: u(ﬁuKt) =1}

and provided that P, .(7 < oo) = 1 and suitable transversality conditions hold. Thus
U=u.
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If B = 0 we fall back into our original setting from Section 3, where R = R and
R is independent of K (then also U = U as in (3.4)). Such independence of the two
processes is useful to establish integrability and monotonicity properties of the value
function U, which instead are no longer guaranteed when § # 0 (the main difficulty is
due to ¢ appearing also in the dynamics of of the discount rate). Therefore, a study of
the problem in full generality requires different methods to the one we use in this paper
and it is left for future work.
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