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Abstract 

A novel approach for the analysis of extended X-ray absorption fine structure (EXAFS) spectra is 

developed exploiting an inverse machine learning-based algorithm. Through this approach, it is 

possible to explore and account, in a precisely way, the non-linear geometry dependence of the 

photoelectron backscattering phases and amplitudes of single and multiple scattering paths. In 

addition, the determined parameters are directly related to the 3D atomic structure, without the 

need to use complex parametrization as in the classical fitting approach. The applicability of the 

approach, its potential and the advantages over the classical fit were demonstrated by fitting the 

EXAFS data of the two molecular systems, namely the KAu(CN)2 and [RuCl2(CO)3]2 complexes. 

1. Introduction 

Extended X-ray absorption fine structure (EXAFS) spectroscopy is an efficient element selective 

technique employed for the extraction of local atomic structural parameters, such as interatomic 

distances, coordination numbers and Debye-Waller (DW) factors.1,2 In the experimental 

procedure, X-ray photons are used to excite a core-level electron whose final state is modified due 

to its backscattering from neighboring atoms, resulting in the oscillatory behavior of the X-ray 

absorption coefficient, 𝜇𝜇(𝐸𝐸), as a function of photon energy. The oscillatory part 𝜒𝜒(𝑘𝑘), extracted 

from 𝜇𝜇(𝐸𝐸) signal, can be described as a sum of an infinite number of scattering events 𝜒𝜒𝑖𝑖(𝑘𝑘):1,3 

 
𝜒𝜒(𝑘𝑘) = �𝜒𝜒𝑖𝑖(𝑘𝑘)

∞

𝑖𝑖=1

 (1) 

with 𝜒𝜒𝑖𝑖(𝑘𝑘) defined as: 

 
𝜒𝜒𝑖𝑖(𝑘𝑘) = 𝑆𝑆02𝑖𝑖

𝑁𝑁𝑖𝑖𝐹𝐹𝑖𝑖(𝑘𝑘)
𝑘𝑘𝑅𝑅2

sin[2𝑘𝑘𝑅𝑅𝑖𝑖 + 𝜙𝜙𝑖𝑖(𝑘𝑘)] 𝑒𝑒−2𝜎𝜎𝑖𝑖
2𝑘𝑘2𝑒𝑒

− 2𝑅𝑅𝑖𝑖
𝜆𝜆𝑖𝑖(𝑘𝑘) (2) 
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where 𝑘𝑘 denotes the excited photoelectron wavevector, 2𝑅𝑅𝑖𝑖 is the total scattering path length, 𝑁𝑁𝑖𝑖 

is the number of scattering paths equivalent to the selected one (i.e. the path degeneracy), 𝜎𝜎𝑖𝑖2 is the 

DW factor associated with the ith scattering event. The terms 𝐹𝐹𝑖𝑖 and 𝜙𝜙𝑖𝑖 are the path backscattering 

amplitude factor and phase shift. 𝑆𝑆02𝑖𝑖 is a many body reduction factor accounting for the amplitude 

damping due to multi-electron effects (intrinsic losses), while 𝜆𝜆𝑖𝑖(𝑘𝑘)is the mean free path of the ith 

photoelectron. 

Eq. (1) involves different contributions stemming from single scattering (SS) paths, when the 

photoelectron is backscattered by one neighbouring atom, and multiple scattering (MS) paths, 

when several atoms are involved in the scattering process. The latter ones contain information not 

only about the bond distances but also about the bond angles. However, due to the typically large 

path length, their contribution becomes significant only at high k-values due to characteristic 

behaviour of 𝜆𝜆𝑖𝑖(𝑘𝑘).4 For practical implementation, the infinite series in eq. (1) is always limited 

by the half path length 𝑅𝑅𝑖𝑖 and by the significance of the 𝜒𝜒𝑖𝑖(𝑘𝑘) contribution on the resulting EXAFS 

signal.5 In the typical implementation provided by the Artemis code (IFEFFIT),6 an initial guess 

structure is used for the ab initio calculation of the scattering phases and amplitudes by the FEFF 

program,7 which are subsequently used to fit the experimental oscillatory signal given by eq. (1) 

refining 𝑆𝑆02 and 𝑅𝑅𝑖𝑖, Ni and 𝜎𝜎𝑖𝑖 for each selected path of eq. (2). 

Although being well developed and successfully applied over decades, the standard approach in 

the EXAFS analysis exhibits some drawbacks. First, it is important to consider that the scattering 

amplitudes, phases and electron mean-free paths depend on the actual atomic structure and become 

unreliable for big variations of the bond distances with respect to the initial guess structure. In 

addition, it is worth mentioning that for the MS paths, which are in many cases neglected in the 

analysis, these functions show a strong non-linear angular dependence especially in the case of 
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linear atomic chains.5,8 The first attempt to solve this problem was provided by Frenkel et al.9-12 

In these works, the authors were able to estimate, from the analysis of certain double and triple 

forward MS paths, the average buckling angles proper of some mixed ionic salts. In particular, 

they demonstrate that it is possible to describe the buckling dependence for angles ≲ 20° by the 

expansion of the effective backscattering amplitudes factors of these MS paths around the average 

buckling angles provided by diffraction techniques. Further improvements to this problem were 

also provided in the N-body expansion of the GNXAS code13,14 and by alternative methodologies 

represented by the classical (force-field based) molecular dynamics15-17 or by the Reverse Monte 

Carlo approach.18,19 

The second problem is related to the choice of variables, appearing in eq. (2), which can be 

properly refined through the fitting procedure, since the maximum number of fitting parameters is 

limited according to the Nyquist criterion to 𝑁𝑁𝑖𝑖𝑖𝑖𝑖𝑖 ≈ 2 ∆𝑘𝑘∆𝑅𝑅
𝜋𝜋

, where ΔR and Δk are the fitting range 

in the direct (R) space and the k-interval used for the Fourier transform, respectively.20,21 

Furthermore, as the number of parameters involved in the fit increase, the correlation among all 

the couples of the fitting variables becomes higher. These two facts frequently lead to the necessity 

to express some fitting variables, especially those linked to MS paths in eq. (2), as a function of 

parameters already involved in the EXAFS fit within a simpler SS model.22 Apart from technical 

complications and the absence of a common modus operandi in the field, the conversion of the 

fitting parameters into the exact 3D representation of the atomic structure is not straightforward. 

In the pioneering works of Timoshenko et al.23,24 the possibility to exploit a Machine Learning 

(ML) approach for the quantitative analysis of EXAFS spectra was demonstrated. In particular, 

the authors have constructed determined artificial neural-networks that allowed to predict, starting 
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from certain experimental spectra, the two-body radial distribution functions (also partial) related 

to different atoms composing metal bulk materials and mono/bi-metallic nanoparticles. 

Herein, we propose an alternative EXAFS fitting procedure exploiting an indirect ML-based 

approach. Herein, the term indirect 25 is used to indicate that a certain ML algorithm is used to 

predict, from a certain set of user defined structural parameters, those path signals assumed to 

influence more the related experimental EXAFS spectrum. More specifically, our method extends 

the multidimensional interpolation approach, proposed originally by Smolentsev et al in FitIt 

code26 and recently improved by our group in the new PyFitIt code,27 from the XANES to the 

EXAFS case. A theoretical training set is employed to construct a series of implicit functions 

approximating each scattering path χi(k) under the continuous variation of some pre-defined 

parameters. Eq. (1) is then generalised to account for any kind of deformations: from the bonds 

stretching to the variation of multiple angles of the selected molecular structure, including 

significant deviations from the initial molecular geometry. Moreover, the effective path lengths 

associated to each scattering process are obtained directly as a function of the selected molecular 

deformations without recurring to any elaborated formula. The proposed approach is successfully 

applied to analyse the experimental EXAFS data of KAu(CN)2, and [RuCl2(CO)3]2 molecular 

complexes, in which the advantages over the classical fit are demonstrated. 
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2. Methods 

The basic idea, behind our approach, stands in the construction, for each scattering process, of a 

signal path function 𝜒𝜒𝑖𝑖 that, under the variation of a user-defined set of n structural parameters, 

𝒑𝒑 = (𝑝𝑝1, … ,𝑝𝑝𝑛𝑛), is able to return an accurate approximation for the ith scattering signal. This 

contribution needs to be as close as possible to the one obtained through an ab initio calculation 

involving the molecular complex affected by 𝒑𝒑. The choice of the structural parameters 𝒑𝒑 to be 

refined depends exclusively on the user preference. Clearly, a certain knowledge on the system 

under study is required to avoid the variation of determined geometric parameters, which, rarely, 

can undergo towards certain kind of deformations. A good example is represented by the double 

or triple bond distances connecting two atoms, which generally should be maintained almost 

unperturbed, as showed in the example reported in Section 3.1. 

The perturbation of each element of 𝒑𝒑 is reflected automatically in the change of each vector 

distances {𝒓𝒓}i = (𝒓𝒓1, … , 𝒓𝒓m), where 𝒓𝒓m is the coordinates vector of the 𝑚𝑚th atom involved in the 

scattering process depending on 𝒑𝒑. It follows that, for a given 𝜒𝜒𝑖𝑖 path, the amplitude, the phase 

and the electron mean free path can be described as non-linear functions of {𝒓𝒓(𝒑𝒑)}𝑖𝑖: 

𝐹𝐹𝑖𝑖(𝑘𝑘, {𝒓𝒓(𝒑𝒑)}𝑖𝑖), 𝜙𝜙𝑖𝑖(𝑘𝑘, {𝒓𝒓(𝒑𝒑)}𝑖𝑖) and 𝜆𝜆𝑖𝑖(𝑘𝑘, {𝒓𝒓(𝒑𝒑)}𝑖𝑖). These terms contribute to the path signal 𝜒𝜒𝑖𝑖, 

whose dependence from 𝒑𝒑 can be then expressed as 𝜒𝜒𝑖𝑖(𝑘𝑘,𝒑𝒑). For the sake of clarity, the variations 

of the scattering amplitudes and the total phase shifts for a selected SS and MS path are showed, 

in correspondence of controlled modification of the bond distances and of the angle α proper of 

the KAu(CN)2 structure, in Figure 2 of Section 3.1 (vide infra). 

The fitting procedure exploiting an ML approach can be formally divided in two parts, described 

in Sections 2.1 and 2.2, respectively. First, it is necessary to identify the paths with the highest 

impact on the total EXAFS signal. Secondly, a set of non-linear functions, approximating the 
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dependence of each 𝜒𝜒𝑖𝑖 signal from 𝒑𝒑, are generated. This part foresees the training procedure of a 

ML algorithm. Once that all the selected 𝜒𝜒𝑖𝑖(𝑘𝑘) are approximated in the whole range of variation 

of 𝒑𝒑, the theoretical total EXAFS signal is generated summing all the single contributions. 

Afterwards the fitting of the experimental spectrum can be performed. 

2.1. Generation of a set of ML-based 𝜒𝜒𝑖𝑖 functions 

Supervised ML algorithms requires a dataset of theoretical spectra linked (i.e. labeled) to the 

corresponding molecule geometry.25,28 Regarding the proposed approach, only those scattering 

paths that contribute significantly in the selected region of the experimental spectrum are chosen 

for the training set generation. In the classical (geometry independent) EXAFS fit, this requirement 

can be satisfied considering the SS and MS paths having a curve-wave importance ratio (rank)6,7 

higher than a certain user defined value. In case of a geometry-variable molecular complex, this 

step requires a well-defined methodology if the most relevant EXAFS paths are not known 

beforehand. Some MS paths depend strongly on the geometry and can become relevant for certain 

deformations of the molecule. For example, the gradual evolution of a collinear MS path to a 

triangular-one can cause the abatement of its intensity, expressed in terms of its rank.29 It follows 

that there could be some molecular configurations, involving the same atoms, where a MS path is 

significant while in the others its signal contribution is completely negligible. To consider this 

behavior, the following procedure is proposed. 

In the range of variation of structural parameters 𝒑𝒑 a coarse multidimensional grid is generated 

(see Figure S1 in the Supporting Information (S.I.)). Afterwards, for each point of the grid, a FEFF 

calculation is executed, and the rank terms associated to each path are extracted and analyzed for 

each deformation. Only those paths possessing a rank equal or higher than 15% and a maximum 

half path length (𝑅𝑅𝑖𝑖) of 5 Å are selected. This approach allows to consider all possible paths having 
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a strong impact on the fitting routine independently from the starting geometry. If necessary, 

further user-defined filtering criteria can be introduced to limit the number of paths. For example, 

if a relevant path (rank>15%) shows for each point of the coarse grid a 𝑅𝑅𝑖𝑖-value higher than the 

fitting range, it can be properly excluded. The number of significant paths is further refined 

selecting only those not equivalent to each other. The term equivalent is used here to indicate two 

or more paths possessing the same kind of scattering atoms, showing the same 𝑅𝑅𝑖𝑖 and scattering 

angles if evaluated on the same reference molecule (i.e. the initial unperturbed). The time-reversal 

symmetry30 is taken in consideration too. In fact, in case of disagreement among the scattering 

angles associated to two paths presenting the same 𝑅𝑅𝑖𝑖 and atoms type, the comparison can be 

repeated inverting the order of the atoms involved in one of the scattering processes. A pictorial 

representation of the equivalence criterion defined before is depicted in Figure S2. 

All the significant, not equivalent paths obtained through this procedure, will be further 

approximated as a function of the variation of 𝒑𝒑 employing a regression approach. The latter is 

realized by means of an ML algorithm, which foresees a training procedure. 

Herein, the multidimensional space of the configurations 𝐏𝐏, generated by all combinations of the 

chosen geometric parameters within their range of variation (i.e. 𝑝𝑝1 × … × 𝑝𝑝n ) is sampled 

uniformly according to the Improved Latin Hypercube Sampling (IHS) method.31 This technique 

ensures the narrowest distance among the projections of each multidimensional point along every 

dimension of 𝐏𝐏.25,27 The result is a finer multidimensional grid (in contrast to the precedent one, 

showed in Figure S1). For sake of clarity, Figure S3 of the S.I. text shows the distribution of 

points employed to sample properly the space of possible configurations P associated to the 

example discussed in Section 3.1. 
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For every point of 𝐏𝐏, a distorted molecular complex is generated and a FEFF calculation is 

executed. This process is relatively fast. For both examples discussed in Section 3, the execution 

of the FEFF software for 500 input files (i.e. 500 perturbed geometries for both of the cases) took 

just few minutes. Afterwards, each path, which was assumed to be relevant in the precedent step, 

is identified among all the FEFF scattering processes through the equivalence criterion. Herein, 

the path attributes: 𝐹𝐹𝑖𝑖(𝑘𝑘), 𝜙𝜙𝑖𝑖(𝑘𝑘) and 𝜆𝜆𝑖𝑖(𝑘𝑘) are extracted and employed to reconstruct the 

corresponding 𝜒𝜒𝑖𝑖(𝑘𝑘) signal.  

At the end of this process, every not equivalent significant path possesses a ML training dataset 

containing the corresponding paths functions 𝜒𝜒𝑖𝑖(𝑘𝑘) evaluated for all the sampling points of 𝐏𝐏. As 

an example, Figure S4 reports all the ML-training datasets employed to generate the 

corresponding paths functions exploited to fit the EXAFS spectrum of the KAu(CN)2 complex 

described in Section 3.1.  

Starting from these data-arrays, an Extra Trees regressor algorithm25,27,28 is trained and, for each 

selected path and a multidimensional interpolating path function is generated: 𝜒𝜒𝑖𝑖(𝑘𝑘;𝒑𝒑). This fact 

implies that for any combination of the input parameters 𝒑𝒑 = (𝑝𝑝1, … ,𝑝𝑝𝑛𝑛), the selected path 

functions return as output the corresponding path signals approximated for that perturbed 

geometry. Finally, every path functions 𝜒𝜒𝑖𝑖(𝑘𝑘;𝒑𝒑) is weighted for the related 𝑆𝑆02𝑖𝑖 and 𝜎𝜎𝑖𝑖2 parameters 

(see eq. (2)) defining the approximated 𝜒𝜒𝑖𝑖
approx contributions. In addition, an energy shift term 

𝛥𝛥𝐸𝐸0𝑖𝑖, modifying the values of k, can be applied to each new 𝜒𝜒𝑖𝑖
approx term concluding the 

parametrization phase. A schematic representation of the described methodology is represented in 

the flow diagram reported in Figure 1. 
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Figure 1. Flow diagram reporting the procedure followed to recover the ML-derived path functions χi 
required to fit an arbitrary experimental EXAFS spectrum. 

2.2. The Fitting Routine 

Once all the 𝜒𝜒𝑖𝑖
approxfunctions are generated, they can be summed together through eq. (1) to 

obtain the theoretical EXAFS signal 𝜒𝜒𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇, which will be employed in the fitting routine. The 

fitting parameters are, in this case, (𝑝𝑝1, … ,𝑝𝑝𝑛𝑛), common to every 𝜒𝜒𝑖𝑖
approx function, and (𝑆𝑆02𝑖𝑖, 𝜎𝜎𝑖𝑖

2, 
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Δ𝐸𝐸0𝑖𝑖) which can assume different values and parameterizations on the basis of the number and 

type of atoms involved in the selected paths.  

In this work, the fit of the experimental EXAFS signal in the direct (R) space was performed 

minimizing the following L2 norm function: 

 
Ξ(𝑅𝑅) =

∑ ‖Δ𝜒̂𝜒(𝑅𝑅)𝑖𝑖‖2𝑖𝑖
∑ ‖𝜒̂𝜒𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝑅𝑅)𝑖𝑖‖2𝑖𝑖

 (3) 

Where Δ𝜒̂𝜒(𝑅𝑅) is the complex residual function defined as: Δ𝜒̂𝜒(𝑅𝑅) = ℜ[𝜒̂𝜒𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝑅𝑅)𝑖𝑖 −

𝜒̂𝜒𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑅𝑅)𝑖𝑖] + ℑ[𝜒̂𝜒𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝑅𝑅)𝑖𝑖 − 𝜒̂𝜒𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑅𝑅)𝑖𝑖] while ‖… ‖2 is the Euclidean norm. The 𝜒̂𝜒𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 

and 𝜒̂𝜒𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 terms represent the Fourier Transform of the experimental and theoretical EXAFS 

signals weighted for an arbitrary kn factor. 

The minimization of Ξ can be realized employing the standard least squares approach,32 the 

simplex method33 or even a branch of different other techniques, implemented, for example, in the 

MINUIT CERN library.34 In the proposed method, since the terms 𝜒𝜒𝑖𝑖
approx are non-continuous 

numerical functions deriving by the Extra Trees approximation, the Powell algorithm,35,36 not 

requiring any derivatives of eq. (3), was employed for the minimization routine. The ML-based 

paths functions return, for any combination of parameters, the corresponding path signal in a lapse 

of time approximatively immediate. This fact makes the time required for the minimization of the 

objective (L2 norm) function through this algorithm almost comparable with the one provided by 

the Artemis code.  

The parameters uncertainties can be estimates in various ways. Usually, the main strategy 

consists in considering the inverse of the Hessian (H) of Ξ evaluated in correspondence of its 

minimum value. It is possible to demonstrate, in fact, that the diagonal elements of H−1 are the 

squared parameter errors while the off-diagonal elements, when divided by the square root of the 

product of the corresponding diagonal elements provide the related correlation values.37,38 
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However, this approach may fail when the minimum of eq. (3) is close to a boundary39 or when 

the target function Ξ is non-differentiable, as in this case. Herein, we estimated the uncertainties 

in the form of statistical test recurring to the Fisher (F)-Test.40 Once a global minimum is found, 

for each section of Ξ, it is possible to vary the related parameter in the neighbor of the minimum 

and evaluate the region where the Fisher variable increases above a user-defined confidence level 

(here set to 68 %)13,41 assuming a number of degree of freedom (D.O.F) equals to: 𝑁𝑁𝑖𝑖𝑖𝑖𝑝𝑝 − 𝜈𝜈, where 

𝜈𝜈 is the number of fitting parameters. Further information about this statistical approach can be 

found in ref.42,43 

Finally, a more sophisticated fitting procedure involving the Wavelet Transform (WT)44 

representation has also been implemented and tested although not considerable differences 

emerged using this space of fit. The details of this last fitting procedure are reported in Section S5 

of the S.I., while for sake of completeness the WT fit of the EXAFS spectrum referring to 

[RuCl2(CO)3]2 has been added to the final part of Section 3.2. The entire methodology described 

in this manuscript was developed in Python using the ML libraries of the PyFitIt code. 

3. Results and Discussion 

3.1. Case study for KAu(CN)2 complex 

In this section, we present, as a first case study, the ML-based EXAFS analysis of the KAu(CN)2 

molecular complex illustrated in the top panel of Figure 2. Details concerning the data acquisition 

techniques are reported in Section S2 of the S.I. The dicyanoaurate ion Au(CN)2- is a tecton, 

widely employed in solid state chemistry because of the versatility of the intermolecular 

interactions, consisting in hydrogen-bonds and aurophilic contacts that it can establish.45-50 In 

addition, its linear shape favors the formation of supramolecular 1D, 2D, and 3D networks that 

have demonstrated interesting properties of phosphorescence, vapochromism and giant negative 
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linear compressibility (GNLC).48,51-55 The structure is characterized by an approximatively linear 

geometry. 

Starting from the crystallographic Au(CN)2- structure,48 three structural parameters have been 

selected for the refinement (see Figure S5): the two Au‒(CN) distances ΔdAu-(CN), the variation Δα 

of the angles defined by the rotation of the bond axis Au‒C1N1 and Au‒C2N2, and finally the tilting 

Δβ of the C1‒N1 and C2‒N2 bonds. The C‒N distances were maintained fixed at the 

crystallographic values of 1.174 Å. The coarse grid associated to these parameters was generated 

assuming a range of variation for ΔdAu-(CN) within −0.12 and +0.12, and for Δα and Δβ within −15° 

and +30° respect to the initial structure. 

Based on the FEFF calculations, small variations are observed in the amplitudes and phases of 

the SS paths involving the Au absorber and the C1 and C2 scattering atoms (Figure 2abc) as a 

function of the Au‒C bond distances. On the other hand, an abrupt diminution of the amplitude 

and a non-linear variation of the phase was found for the MS paths Au→C1→C2→Au (or 

Au→C2→C1→Au) varying the angle α from 180° till to 120° (Figure 2def). To select the most 

relevant paths required for the fitting procedure (see Section 2.1), we fixed the rank cutoff at 15%. 

Under this constraint, the list of the most intense not equivalent paths contained the following 

items: Au→C1→Au (SS), Au→N1→Au (SS), Au→C1→N1→Au (MS with 3 legs), 

Au→C1→N1→C1→Au (MS with 4 legs) and finally Au→C1→Au→C2→Au (MS with 4 legs). 
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Figure 2. Effective scattering amplitudes, phase shifts, and related EXAFS contributions as a function of 
the deformations involving the Au(CN)2 molecule showed on the top of the figure. Panels (a), (b) and (c) 
refers to a single scattering process referring to the paths Au→C1→Au or Au→ C2→Au. The curves have 
been generated by shifting in parallel the C1N1 and C2N2 groups along the bond directions from −0.12 Å 
(light red curve) till to +0.12 Å (dark red curve) with respect to the crystallographic structure. Panels (d), 
(e) and (f) are related to the three legs MS paths: Au→C1→C2→Au or Au→C2→C1→Au, which change 
from a collinear configuration (𝛼𝛼 = 180°: light red curve) to a triangular (𝛼𝛼 = 120°: dark red curve). Color 
code: Au (yellow), N (blue), C (grey). 

In general, due to the not absolute symmetry of the CN groups with respect to the Au absorber 

(in terms of bond distances), we noted that for some perturbed geometry, the FEFF pathfinder 

provides the path Au→C2→ Au with degeneration 2 instead of Au→C1→ Au. Independently of 

the atom enumeration, these paths were considered under the same typology: Au→C1→ Au. This 

approach was extended also to every relevant MS path in case of disagreement with the ones 

indicated in the not equivalent paths list. The finer grid in the space of structural parameters was 
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built varying the quantities ΔdAu-(CN), Δα and Δβ for 500 times following the IHS scheme. 

Afterwards, for each selected deformation, the related input structure was generated and the FEFF 

routine was executed. 

In case of two (or more) equivalent paths for the same molecular deformation, for example 

Au→C1→Au and Au→C2→Au with degeneration 1, both the signals were extracted, summed and 

saved in the corresponding dataset named, in this case Au→C1→Au. This approach can be clearly 

followed, if and only if, it is supposed that both the paths are characterized by the same DW 

parameter. If this condition is not satisfied (not considered in this example) the Au→C2→Au must 

be decoupled from the Au→C1→Au path and considered as a separate contribution. 

At the end of the selection procedure, five training datasets (Au→C1→Au, Au→N1→Au, 

Au→C1→N1→Au, Au→C1→N1→C1→Au and Au→C1→Au→C2→Au), were employed to train 

the regressor algorithm. The quality of prediction associated to each non-linear path function was 

obtained recurring to the ten-folded cross-validation (CV) technique.25 The CV results, reported 

in Table S1, indicate also here an optimal reproducibility for each not equivalent path supposed 

to characterize the complex. The DW factors associated to the SS paths: Au→C1→Au and 

Au→N1→Au, were defined using the quantities σC and σN. On the other hand, the MS DW terms 

were parametrized as: 𝜎𝜎𝑀𝑀𝑀𝑀2 = �∑ 𝜎𝜎𝑖𝑖2𝑖𝑖 , where 𝜎𝜎𝑖𝑖2 are the DW factors of the atoms involved in the 

scattering process. The latter constitutes the unique parameterization required by this method. For 

all the scattering paths, common 𝑆𝑆02 and ∆𝐸𝐸0 were assumed.  

The fit of the EXAFS spectrum was carried out in R-space range from 1 up to 4 Å, assuming a 

k-space range for the Fourier Transform within 2.6 and 12 Å−1, resulting in the number of 

independent points 𝑁𝑁idp ≈ 18. Seven fitting parameters were employed in the refinement: Δ𝑑𝑑,Δ𝛼𝛼,

Δ𝛽𝛽,𝜎𝜎𝐶𝐶, σN, 𝑆𝑆02 and ∆𝐸𝐸. The EXAFS fit was realized inside their related range of variation. Besides 
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the ΔdAu-(CN), Δα and Δβ described above, the following further bounds were considered: 𝜎𝜎𝐶𝐶 and 

𝜎𝜎𝑁𝑁 ∈ (0.001 ÷ 0.015) Å2,  𝑆𝑆02 ∈ (0.8 ÷ 1.3), ∆𝐸𝐸0 ∈ (−10 ÷ 10) eV. The result of the 

minimization of eq. 3 is summarized in Table 1 together with the parameters confidence intervals, 

while the comparison between the experimental and best-fit FT EXAFS representation is reported 

in Figure 3. The fit of the EXAFS spectrum employing the WT representation is showed in 

Section S5.1 of the S.I. The best-fit results obtained with this approach have been further verified 

through an EXAFS fit realized using the Artemis software. Herein the refined parameters were 

used to generate the corresponding KAu(CN)2 structure that has been employed in the least-

squares optimization of Section S6.1 of the S.I text. The latter shows the same %R-factor (vide 

infra) identical to the one found by our approach, and the deviations from the ML-refined 

parameters are comparable to zero. 
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Table 1. Best Fit Parameters (L2 minimization output) obtained minimizing the target function of eq. (3) 
considering the set of deformations shown in Figure S5. The uncertainties reported in the last column were 
obtained through the F-test fixing a confidence level of 68% for 11 D.O.F. 

Best Fit Parameters Confidence Intervals  

𝑆𝑆02 0.91 0.8 ÷ 1.04 

∆𝐸𝐸0 (eV) 7.92 6.38 ÷ 9.71 

𝜎𝜎𝐶𝐶 (Å2) 0.0024 0.001 ÷ 0.005 

𝜎𝜎𝑁𝑁 (Å2) 0.001 0.001 ÷ 0.004 

ΔdAu-(CN) (Å) -0.01 -0.03 ÷ 0.01 

𝛼𝛼 (°) 168.88 138.84 ÷210  

𝛽𝛽 (°) −1.32 −15 ÷ 11.42 

 

Figure 3. Phase uncorrected (a) modulus and (b) imaginary part of the experimental and best-fit FT 
EXAFS spectra for the KAu(CN)2 complex. The experimental data are showed as grey squares while the 
best-fits with blue solid lines. The principal SS and MS contributions included in the fitting model are 
reported in the bottom panels as colored solid lines, vertically translated for sake of the clarity. 

Figure 3 demonstrates that all the main spectral features, due to SS and MS effects, appearing 

in the experimental FT-EXAFS spectrum are properly reproduced by the best fit curve. The %R-

factor (IXS)56 associated to the fit, is found to be equal to 1.3%, demonstrating that the theoretical 

representation is in good agreement with experiment. The small misfit between the theoretical and 
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the experimental EXAFS curves, particularly visible in the resulting FT-magnitude in Figure 3a 

at ca. 2.5 – 2.75 Å, are attributed to low intensity SS and MS contributions due to the presence of 

water molecules surrounding the gold complex, neglected in this example. 

The ΔdAu-(CN) quantity is refined to −0.0l Å, which is a negligible contraction of the CN groups 

from the Au absorber, in line with the crystallographic model. The variation of ∆α from the initial 

configuration it is not found to be equal to 0° (i.e. α = 180°) but of ca. 5.57° (i.e. α ≈ 169°). 

However, the uncertainty associated to the estimation of this parameter is quite large. Thanks to 

the ML-based approach, it is possible to analyze in fact the Δα dependence of the Ξ section, as 

showed in FigureS6a. It is evident that the Ξ function shows a weak variation as a function of Δα. 

In particular, the Ξ trend does not possess a proper unique minimum but a flat line extending within 

ca. ±7.2° (α ≈ 194.4°) and (α ≈ 165.6°). Furthermore, it is worth noting that the 

Au→C1→Au→C2→Au path is the only EXAFS contribution possessing a connection with the ∆α 

variation. If compared with all the other not equivalent scattering processes affecting the total 

EXAFS signal, it possesses always the lowest rank intensity for every kind of selected deformation 

as showed in Section S3.3. This fact causes that the influence of Δα on Ξ is overpowered by the 

other parameters involved in the refinement, see Figure 4a. Despite this fact, the exclusion of the 

Au→C1→Au→C2→Au path from the fitting procedure causes an increase of the %R-factor to ca 

2.4%, indicating the necessity of its employment. 

Most of the confidence intervals for the fitted parameters, showed in Table 2, are not symmetric. 

This evidence is principally due to the employment of boundaries regions during the minimization 

routine. An interesting result is represented by the DW value for the SS Au→N path, which 

coincides with the lowest boundary of the σN range of variation. This result can be understood 

considering that the DW factor is a measure of the mean-square displacement of the atoms from 
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their equilibrium position. In the analyzed example, each N atom is connected to a C atom through 

a triple bond avoiding its independent variation, justifying this finding. 

Considering the ∆𝛽𝛽 parameter (connected to the Au→C1→N1→Au and Au→C1→N1→C1→Au 

MS paths), its variation, is assessed to be ca. −1.3°. However, as for the precedent case, the related 

confidence interval suggests this value is comparable with the null variation of ∆𝛽𝛽. In particular, 

Ξ shows a negligible variation for the 𝛽𝛽 values within ca. −6.3° and 6.3°, as showed in FigureS6b. 

Below and above these two quantities the changings of Ξ are more intense than for the α case 

determining a narrower uncertainty range. This fact is also evident analyzing the contour plot of  

Ξ evaluated for ∆𝑑𝑑 and ∆𝛽𝛽, see Figure 4b, where a more localized valley can be clearly identified.  

Summarizing this first case study, we demonstrated that it is possible to obtain a detailed 

description of the bond distances through the EXAFS fitting procedure, validating the initial 

unperturbed model. Moreover, the ML approach allowed to investigate the angular dependence of 

the principal MS paths emerging from the selected structure. Herein, we have showed that these 

contributions are approximatively stable for small variations of the related α and β angles around 

the initial (linear) structure determining an enlargement of the uncertainty associated to their 

estimation through the EXAFS fitting procedure, while for their larger perturbations, stronger 

changes in Ξ appear connected to an abrupt diminution of the reproduction of the experimental 

spectrum using the theoretical one. 
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Figure 4. Contour plot map of Ξ obtained varying Δd and Δα maintaining all the remaining 
parameters fixed to the best fit values. (b) The same as (a) but varying Δβ. 

3.2. Case study for the [RuCl2(CO)3]2 complex 

Halogenocarbonylruthenium complexes have a range of promising catalytic57,58 and 

biomedical58-60 applications. In this section, we analyze the EXAFS data of the [RuCl2(CO)3]2 

complex, in which the so-called forward MS paths have a strong dependence on the position of 

the intermediate scatterer (vide infra). The experimental details and data collection were recently 

reported by De Vos and coworkers.58 Since the Ru‒Ru contribution is negligible, the binuclear 

structure of [RuCl2(CO)3]2 was approximated by a mononuclear RuCl3(CO)3 model (molecular 

structure showed in Figure 5a). Without changing the angle with respect to the initial D4h 

symmetry, only the three interatomic distances, Ru‒O (Δ𝑑𝑑O), Ru‒C (Δ𝑑𝑑C), and Ru‒Cl (Δ𝑑𝑑Cl) were 

varied (see Figure S8) within the −0.12 – 0.12 Å range with respect to the starting geometry. With 

a rank cutoff set to 15%, the following paths were selected: Ru→C1→Ru (SS), Ru→O1→Ru (SS), 

Ru→Cl1→Ru (SS), Ru→O1→C1→Ru (MS with 3 legs) and finally Ru→C1→O1→C1→Ru (MS 
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with 4 legs). It is important to note that for the single forward (Ru→C→O→Ru) and double 

forward (Ru→C→O→C→Ru) MS paths, a strong dependence of the scattering amplitude on the 

position of the intermediate C atom is observed even if the total path length (i.e. Ru‒O distance) 

is fixed, as demonstrated in Figure 5. This fact significantly influences the fit quality within a 

classical procedure as demonstrated in Section 3.3. 

 
Figure 5. Trend of the backscattering amplitudes (on the top) and of the related EXAFS path function (on 
the bottom) referring to the Ru→C1→O1→Ru (a, c) and Ru→C1→O1→C1→Ru (b, d) scattering process 
showed in the insets, respectively. The curves have been obtained keeping fixed the Ru-O distance at 3 Å 
and varying the Ru‒C bond length from 1.78 Å (light blue) till to 2.2 Å (dark blue). Color code: Ru (blue), 
Cl (green), O (red), C (grey). 

As in the previous example, the finer grid was built varying the Ru‒O, Ru‒C, and Ru‒Cl 

distances 500 times following the IHS scheme and selecting all not equivalent paths after the FEFF 

routine. The 10-fold CV results, reported in Table S2, indicate an optimal reproducibility for each 

selected not equivalent path.  
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The five non-linear paths functions were then weighted for their related DW factors. The DW 

factors associated to the SS paths: Ru→C1→ Ru, Ru→O1→Ru and Ru→Cl1→Ru were defined 

using the related quantities: σC, σO and σCl. On the other hand, the MS DW terms have been 

parametrized with the same σO term. For all the paths, the variables 𝑆𝑆02 and ∆𝐸𝐸0 were assumed 

common. The theoretical and experimental EXAFS signals were Fourier transformed in the 4-16 

Å−1 range while the fit was performed in R range from 1 to 3 Å (𝑁𝑁idp ≈ 15). The target function 

showed in eq. (3) is characterized, in this case, by eight fitting parameters: Ru‒O, Ru‒C, and Ru‒

Cl distances, σC, σO, and σCl, 𝑆𝑆02 and ΔE0, with the boundary conditions σ ∈ (0.001 ÷ 0.01) Å2 for 

all DW factors, 𝑆𝑆02 ∈ (0.8 ÷ 1.3) and ΔE0 ∈ (−10 ÷ 10) eV. The fit results are shown in Table 2 

together with the parameters confidence intervals. The best-fit FT EXAFS curves are reported in 

Figure 6. The %R-factor (IXS)56 is 0.9 %, demonstrating that the theoretical representation is in 

good agreement with the experiment in the selected range of fit. Similarly, to what has been done 

in Section 3.1, we reinforced our finding fitting with the Artemis the ML-refined structure; see 

Section S6.2 of the S.I. Also, for this case study, the deviations of the structural parameters from 

the ML-refined ones are close to zero, and the %R-factor remains stable to 0.9%, underlying the 

goodness of our results. 
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Figure 6. Phase uncorrected (a) modulus and (b) imaginary part of the experimental and best-fit FT 
EXAFS spectra for RuCl2(CO)3. The experimental data are showed as grey squares while the best-fits with 
blue solid lines. The principal SS and MS contributions included in the fitting model are reported in the 
bottom panels as colored solid lines, vertically translated for sake of the clarity. 

Table 2. Best Fit parameters (L2 minimization output) obtained minimizing the target function of eq. (3) 
considering the set of deformations reported in Figure S9. On the right columns are indicated the 
parameters uncertainties obtained through the F-test approach fixing a confidence level of 68% for 7 D.O.F. 

Best Fit Parameters Confidence Intervals  

𝑆𝑆02 1.21 0.93 ÷ 1.3 

ΔE0 (eV) −2.06 −5.68 ÷ 1.07 

σC (Å2) 0.004 0.0015 ÷ 0.008 

σO (Å2) 0.0055 0.0029 ÷ 0.009 

σCl (Å2) 0.0048 0.0027 ÷ 0.0075 

Ru‒C (Å) 1.91 1.89 ÷ 1.94 

Ru‒O (Å) 3.034 3.003 ÷ 3.067  

Ru‒Cl (Å) 2.41 2.38 ÷ 2.43  

 

As a proof of concept of the results obtained through the classical FT EXAFS fit, we show, in the 

following, also the refinement of the above structure employing the WT representation. Details 
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concerning the target function definition are reported in Section S5 of S.I. The comparison 

between the theoretical and experimental WT 2D map is reported in Figure 7, while the best-fit 

parameters obtained though the WT refinement are indicated in Table 3. As it is possible to see 

from the comparison, all the main WT features of the experimental spectrum are properly 

reproduced by the theoretical WT representation. The R-factor associated to the fit is found to be 

equal to the one proper of the FT-based fit, while the confidence intervals, evaluated for each 

parameter involved in the fit are close to the ones showed in Table 2. 

Summarizing this case study, it is important to note, that an example with the strong dependence 

of the SS paths on the position of the intermediate atoms was considered and the advantage of the 

developed ML-based fit of EXAFS over classical fit was demonstrated. 

 

Figure 7: Plot of the EXAFS best-fit WT representation (phase uncorrected). The bottom and left panels 
report the comparison between the best-fit EXAFS curve, evaluated using the parameters found to minimize 
eq. (S.3), and the experimental spectrum plotted in the 𝑘𝑘 and 𝑅𝑅 (phase-uncorrected) spaces. The fit has been 
realized in the 𝛥𝛥𝛥𝛥 ×  ∆𝑅𝑅 = (0 − 16)  Å−1  × (1 − 3) Å 2D grid assuming a Hanning apodization window 
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defined within 4 and 16   Å−1. (b) WT representation of the experimental EXAFS signal. For both the WT 
representations, the same mother wavelet resolution parameters have been employed: 𝑠𝑠 = 1 and 𝜂𝜂 = 5. 

Table 3:Best Fit Parameters (L2 minimization output) obtained from the WT representation, minimizing 
the target function of eq. (S.4) considering the set of deformations reported in Figure S9(a, b, c). On the 
right columns are indicated the parameters uncertainties obtained through the F-test approach fixing a 
confidence level of 68% for 7 D.O.F. 

Best Fit Parameters Confidence Intervals  

𝑆𝑆02 1.21 0.94 ÷ 1.3 
∆𝐸𝐸 (eV) −1.93 −5.60÷ 1.48 
𝜎𝜎𝐶𝐶 (Å2) 0.004 0.0018÷ 0.008 
𝜎𝜎𝑂𝑂 (Å2) 0.0055 0.0029 ÷ 0.01 
𝜎𝜎𝐶𝐶𝐶𝐶 (Å2) 0.0048 0.0028 ÷ 0.0075 

Ru‒C (Å) 1.9 1.88 ÷ 1.93 
Ru‒O (Å) 3.036 3.01 ÷ 3.07 
Ru‒Cl (Å) 2.405 2.38÷ 2.43  

 

3.3. Fit of the [RuCl2(CO)3]2 complex using the classic EXAFS fit: when the initial geometry makes 

the difference 

As demonstrated in Figure 5, two MS paths which provide a strong contribution to the EXAFS 

signal have a strong dependency on the input geometry. Below, the standard EXAFS fitting using 

Artemis software was performed.  
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Figure 8: Fit of the experimental EXAFS signal obtained using the Ru(CO)3Cl3 model starting from 
different values of the Ru‒C distance and with a common Ru-O bond length set to 3.0 Å. (a) Ru‒C distance 
of 1.70 Å, corresponding to the minimal contraction of the Ru‒C bond (Δ𝑑𝑑𝐶𝐶 = −0.2 Å) (b) Ru‒C distance 
of 1.90 Å. (c) Ru‒C distance set to 2.2 Å (Δ𝑑𝑑𝐶𝐶 = +0.2 Å). (d) Fit of the EXAFS signal based on the model 
with the Ru‒C bond distance set to 2.2 Å but employing the Ru‒C path generated for the Ru‒C distance of 
1.90 Å. 

First, the initial geometry was characterized by Ru−C and Ru−O distances of 1.70 and 3.0 Å, 

respectively. The fit, reported in Figure 8a, using k2-weighted data in  the 4 – 16 Å−1 range results 

in %R-factor of ca 0.7%. The fitted RRu-C is 1.90 ± 0.01 Å while the RRu-O is found to be equal to 

3.04 ± 0.01Å. 

How it is possible to see, the %R-factor is slightly lower than the one obtained using the ML-

fitting approach, however it is possible to demonstrate easily that the fitting result obtained by the 

Artemis code appears to depend on the input geometry, allowing to accommodate just small 

variation of distances starting from the guessed structure. This fit requires, in fact, a considerable 

shift of the Ru-C distance from 1.70 Å to the best-fit value of 1.90 Å. Correcting the RuCl3(CO)3 

structure on the basis of this result and performing again the fit, it is possible to observe that the 
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Ru‒C distance is refined by the least squares approach32 with a negligible variation of Δ𝑑𝑑C =

0.004 ±  0.006 Å, see Figure 8b. However, in this case, the %R-factor is increased to 0.9%, 

similarly to what it has been found through the fitting procedure described in the precedent section. 

The reason of the discrepancy between the two approaches must be found in the molecular 

geometry dependence of the amplitudes and of phases of the SS and MS paths generated by the 

code, which are calculated, through an ab initio approach, just one time for the structure with a 

Ru‒C bond length of 1.70 Å. The these curves are remain in fact unaltered for the extension of the 

Ru‒C bond to Δ𝑑𝑑C = +0.20 Å, as already critically noticed by Ravel.29 This approximation is 

instead not applied in our method, where each selected path is numerically approximated for the 

continuous variations of the geometric parameters, providing a more accurate refinement of the 

structure. 

If the starting Ru‒C is increased to 2.2 Å keeping Ru‒O distance unchanged, the related R-factor 

increases to 13% (see Figure 8c). The fitted RRu-C is optimized to 2.36 ± 0.07 Å, which is clearly 

unphysically large, indicating how the Artemis code, using the amplitudes and phases generated 

starting from the structure with a Ru‒C=2.2 Å is not able to fit properly the experimental spectrum. 

Herein, the geometry dependence of the paths can be further underlined involving in a fourth 

refinement this structure (Ru‒C of 2.2 Å) but taking the independent Ru‒C path from the second 

structure (RRu-C = 1.90 Å) and assigning to it an independent ΔE0. This fit, reported in Figure 8d 

employs one parameter more than the ones reported before and it appears characterized by an R-

factor of 1.2% for a Ru-C distance of 1.88 ± 0.02 Å. This quantity is higher than the one realized 

with the model initialized with a Ru-C=1.9 Å and the difference is attributable to the MS 

contributions. 
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Concluding, these examples demonstrate how the choice of the starting geometry affect not only 

the values of the fitted parameters but also the overall fitting quality, showing, unambiguously, 

that finding the best fit is not a trivial task, especially when MS paths are involved. In this 

representative example, the developed ML approach appears to be highly beneficial. 

4. Conclusions 

We have developed a novel fitting approach based on ML that aims to improve the classic 

multiple scattering EXAFS fit methodology. This approach allows one to overcome the known 

issue, proper of the standard EXAFS fitting procedure, related to the dependency of the theoretical 

phases, amplitudes and electron mean free paths from the input geometry, which has been shown 

to be a critical aspect for multiple scattering process. Unlike other fitting approaches, the proposed 

methodology allows optimizing the parameters directly describing the 3D geometry without the 

requirement of any complex parametrization, leading to a strong simplification in the EXAFS 

analysis. We have demonstrated the validity and advantages of this novel approach fitting the 

EXAFS data for representative Au- and Ru-based molecular complexes. 
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