
14 October 2023

AperTO - Archivio Istituzionale Open Access dell'Università di Torino

Original Citation:

Towards Efficient Capsule Networks

Publisher:

Published version:

DOI:10.1109/ICIP46576.2022.9897751

Terms of use:

Open Access

(Article begins on next page)

Anyone can freely access the full text of works made available as "Open Access". Works made available
under a Creative Commons license can be used according to the terms and conditions of said license. Use
of all other works requires consent of the right holder (author or publisher) if not exempted from copyright
protection by the applicable law.

Availability:

IEEE

This is the author's manuscript

This version is available http://hdl.handle.net/2318/1883410 since 2023-08-28T14:41:16Z



TOWARDS EFFICIENT CAPSULE NETWORKS

Riccardo Renzulli Marco Grangetto

Computer Science Department, University of Turin, 10149 Turin, TO, Italy

ABSTRACT

From the moment Neural Networks dominated the scene
for image processing, the computational complexity needed
to solve the targeted tasks skyrocketed: against such an
unsustainable trend, many strategies have been developed,
ambitiously targeting performance’s preservation. Promot-
ing sparse topologies, for example, allows the deployment
of deep neural networks models on embedded, resource-
constrained devices. Recently, Capsule Networks were in-
troduced to enhance explainability of a model, where each
capsule is an explicit representation of an object or its parts.
These models show promising results on toy datasets, but
their low scalability prevents deployment on more complex
tasks. In this work, we explore sparsity besides capsule rep-
resentations to improve their computational efficiency by
reducing the number of capsules. We show how pruning
with Capsule Network achieves high generalization with less
memory requirements, computational effort, and inference
and training time.

Index Terms— capsule networks, routing, pruning

1. INTRODUCTION

Capsule Networks (CapsNets) [1, 2] were proposed to over-
come the shortcomings of Convolutional Neural Networks
(CNNs). For instance, CNNs need many training images in
different orientation, pose, size etc. to be robust to affine
transformations [1]. Moreover, CNNs employ max-pooling
to both reduce the dimensions of the input space and to route
low-level features deeper in the network. However, the spatial
relationships between parts (e.g. the mouth or the nose) of an
object (e.g. a human face) within an image is lost because
max-pooling progressively drops the spatial information [1].
CapsNets build a hierarchy of parts by means of an iterative
routing mechanism [1]. This can be seen as a parallel atten-
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Fig. 1. A standard CapsNet with many capsules (top). We
exploit structured pruned representations (bottom) to reduce
the number of capsules.

tion mechanism which models the connections between cap-
sules, retaining correct spatial relationships between objects.

Despite CapsNets are successfully applied to various
tasks [3, 4], the research is still in its early stages and Cap-
sNets are far from replacing CNNs as state-of-the-art neural
neural architectures. In fact, their applicability is limited
because stacking multiple capsule layers increase the compu-
tational effort [5, 6]. Applying CapsNets on high resolution
data with complex backgrounds is also critical: stacking
many capsule layers or adding more capsules can lead to
instability during training because of the delicate routing al-
gorithm [7]. Finding the connections between many capsules
is not trivial and tuning the number of routing iterations dur-
ing training can be problematic [8]. However, the problem
of over-parametrization and the difficulty of deploying net-
works in scenarios with limited memory and resources is not
peculiar only to CapsNets, but also to CNNs. To this end,
pruning methods (which reduce the size and complexity of a
neural network model) have gained more and more attention
lately [9]. Learning sparse topologies can effectively reduce
the network footprint and speedup execution with negligible
performance loss [10]. So, why not exploiting these tech-
niques also for CapsNets? The reduction their complexity,
especially in early layers, will enable their deployment on
complex datasets. The aim of this work is to exploit struc-
tured pruning approaches to reduce the complexity of Cap-
sNets without performance loss and test them on data with
non-straightforward background such as CIFAR10 and high



dimensional data such as Tiny ImageNet. Fig. 1 provides an
overall idea of the functioning of our approach. We show how
employing structurally sparse backbones, extracting features
in early layers for CapsNets, affects the number of capsules
in the overall network. Our experiments show that reducing
the complexity of the backbone is an effective way to achieve
high generalization with less memory requirements, energy
consumption, training and inference time.

2. CAPSULE NETWORKS

2.1. Background

CapsNets organize neurons into activity vectors called cap-
sules. Each element of these vectors accounts for the instanti-
ation parameters of the object that the capsule represents such
as its pose and other properties like thickness, color, defor-
mation, etc. [1]. The probability that a specific object ex-
ists in the image is simply the magnitude of its capsule vec-
tor [1]. CapsNets are organized in layers and are typically
composed by convolutional layers and two or more capsule
layers. The CapsNet architecture introduced in [1] is a shal-
low network with two capsule layers. In this work, we replace
both traditional global average pooling layer and final fully
connected layer with these two capsule layers. The poses of
the first capsule layer (PrimaryCaps) ui, called primary cap-
sules, are built upon convolutional layers reshaped into the
capsule space. An iterative routing-by-agreement mechanism
is performed to compute the poses of the capsules of the next
layer (OutputCaps). Each capsule ui makes a prediction ûj|i,
thanks to a transformation matrix W ij , for the pose of an up-
per layer output capsule j

ûj|i = W ijui. (1)
Then, the total input sj of an output capsule j is computed

as the weighted average of votes ûj|i

sj =
∑
i

cijûj|i, (2)

where cij is the coupling coefficient between a primary cap-
sule i and an output capsule j. The un-normalized pose sj of
an output capsule j is then “squashed” to compute the nor-
malized pose vj

vj = squash(sj) =
∥sj∥2

1 + ∥sj∥2
sj
∥sj∥

. (3)

The coupling coefficients are determined by a “routing soft-
max” activation function, whose initial logits bij are the log
prior probabilities the i-th capsule should be coupled to the
j-th one. At each iteration, the update rule for the logits is

bij ← bij + vj · ûj|i. (4)

The steps defined in (2), (3), (4) are repeated for r routing
iterations. Sabour et al. introduced the margin loss to train
CapsNets [1].

2.2. Related work

Sabour et al. [1] proposed a shallow CapsNet to overcome
some limitations of CNNs. They achieved state-of-the-art re-
sults on toy datasets like MNIST and smallNORB. Recent
works focused on building deeper and more efficient archi-
tectures of CapsNets in order to apply them on more complex
data such as CIFAR10. We can divide these attempts into
three groups: i) pure CapsNets, namely deep models where
only capsule layers are stacked on top of each other [2, 11,
12]; ii) CapsNets where the primary capsules are extracted
with more than one convolutional layer [7, 13]; iii) CapsNets
where the primary capsules are extracted with a pretrained
state-of-the-art backbone [14, 15].

As regards pure capsule layers, Hinton et al. [2] replace
the dynamic routing with Expectation-Maximization, adopt-
ing matrix capsules instead of vector capsules in order to re-
duce the number of trainable parameters. They also intro-
duce the idea of convolutional capsules, where the routing is
performed locally between a subset of capsules defined by
a receptive field. Gugglberger et al. [11] introduce residual
connections between capsule layers to train deeper capsule
networks.

A simple but effective way to build deeper capsule mod-
els consists of employing several pure convolutional layers
before the last capsule layer. Rajasegaran et al. [7] propose
a deep CapsNet composed by four layers. All the layers
have only one routing iteration (so the coupling coefficients
are uniform) except the last one. They approximate the first
3 layers with 2D convolutional layers with skip connec-
tions so only one capsule layer exists in their architecture.
Mazzia et al. [13] extract primary capsules by means of a
set of convolutional and Batch Normalization layers, replac-
ing dynamic routing with attention routing. They show that
even with a very limited number of parameters their network
achieves state-of-the-art results on MNIST, MultiMNIST and
smallNORB.

Finally, instead of stacking pure convolutional layers, one
can employ state-of-the-arts backbones like ResNets as fea-
ture extraction networks.For example, Hahn et al. [14] in-
corporates a self-routing method such that capsule models
do not require agreements anymore. In all of their experi-
ments, models share the same base CNN architecture, namely
a ResNet-20, requiring less computation.

Our work relates to those models where primary capsules
are extracted using efficient state-of-the-art backbones like
ResNets and MobileNets. We employ structurally pruned
backbones to scale CapsNets to bigger datasets and improve
their efficiency. We show how these pruned Capsule Net-
works achieve high generalization with less memory require-
ments and computational effort.
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Fig. 2. The architecture used in this work is composed by a backbone part and a capsule part. Primary capsules space has 8 real
dimensions while output capsules are 16-dimensional vectors (D1 = 8 and D2 = 16).

3. PROPOSED METHOD

3.1. Primary capsules extraction

Following the work of [14, 15], we extract I primary cap-
sule activity vectors by means of a backbone network. With
this approach, we can build deep capsule networks in an ef-
ficient way since the input space of the capsule network is
significantly reduced. Fig. 2 shows the architecture used in
this work. We can build a CapsNet on top of the backbone
by replacing the last two layers by a primary capsule (Prima-
ryCaps) and fully-connected capsule (OutputCaps) layers, re-
spectively. Note that PrimaryCaps is a convolutional capsule
layer with I channels of convolutional D1 capsules, namely
each capsule contains D1 convolutional units with a K×K×
S kernel. The kernel size used is wide as the spatial dimen-
sions of the output of the backbone network, which means the
number of capsules is dynamically reduced. In order to com-
pute output capsules, we use the same routing-by-agreement
algorithm described in [1]. In our experiments we use back-
bones both as fixed feature extractor, namely we freeze their
weights except for the capsule layer, and as trainable feature
extractor, where we finetune all layers.

3.2. Effect of pruned backbones to capsule layers

In order to reduce the computational complexity of Cap-
sNets as in Fig. 2, one possible strategy is to deploy pruned
backbones. Let us define the backbone network B(xM,wB)
where wB are the backbone parameters and xM is the in-
put; it produces as output the tensor xB ∈ RK×K×S . Then,
tensor xB is fed into the CapsNet C(xB,wC), where wC are
the capsule parameters. We can concatenate the two parts
expressing the end-to-end model N as

N (xM,wB,wC) = C [B(xM,wB),wC)] . (5)

As we saw in Sec. 3.1, D1-dimensional primary capsules
poses ui are built upon convolutional layers. We define the
number of primary capsules as

I =

⌊
S

D1

⌋
. (6)

From this, we observe that reducing the complexity of the
backbone would result in the overall reduction of the com-
plexity for the entire model N , and towards this end pruning
has already proved to be an effective approach [9, 10].
Pruning approaches can be divided into two groups. Unstruc-
tured pruning methods aim at minimizing the cardinality
∥w∥0 of the parameters in the model, regardless the output
topology [16, 17, 18]. On the other hand, structured ap-
proaches drop groups of weight connections entirely, such as
entire channels or filters, imposing a regular pruned topol-
ogy [9, 19]. As an effect, they minimize the cardinality
of some i-th intermediate layer’s output ∥xi∥0. Bragag-
nolo et al. [20] showed that structured sparsity, despite re-
moving significantly less parameters from the model, yields
lower model’s memory footprint and inference time. When
pruning a network in a structured way, a simplification step
which practically reduces the rank of the matrices is possible;
on the other side, encoding unstructured sparse matrices lead
to representation overheads [10].
Considering the structure of the primary capsules layer, we
are interested in the reduction of the cardinality for the input
of the primary capsules xB. Indeed, as we can see in (6), the
minimization of ∥xB∥0 results in a proportional reduction of
S, which in turn reduces I , resulting in a reduction of the
votes and the complexity of the routing algorithm [8].

4. EXPERIMENTS

We performed several experiments with different backbones
on CIFAR10 and Tiny ImageNet. We choose ResNets and
MobileNets networks since they are used as common base-
lines in traditional computer vision tasks. In fact, they offer a
good compromise between both efficiency and performance.
Furthermore, they are mainly composed of convolutional lay-
ers so it is easy to replace the first convolutional layer in the
original CapsNet introduced in [1] with these models.

4.1. Experimental Setup

We resized CIFAR10 images to 64 × 64 resolution so as to
add a deeper backbone network as in [7]. We used the 5%



Backbone
pruned FLOPS (%) Bottleneck size Primary caps Total FLOPS (B) GPU memory

consumption (GB)
Training time

(epoch, s) Accuracy

0 2048 256 12.9 47.02 462 0.78
25 1970 246 9.8 43.50 450 0.80
50 1947 243 6.7 39.42 410 0.78
75 944 118 3.2 20.11 214 0.74

Table 1. Performances using ResNet-50 as backbone (finetuned, TinyImageNet).
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Fig. 3. Accuracies using ResNet-50 and MobileNetV1 as
backbones for CIFAR10 (left) and Tiny ImageNet (right) with
several pruned FLOPS configurations.

of the training set as validation set for hyper-parameters tun-
ing. We also run experiments on Tiny Imagenet (224 × 224
images, 200 classes). Here we used 10% of the training set
as validation set and the original validation set as test set.
Our experiments consider several flavors of the architecture in
Fig. 2 with different number of primary capsules I , backbones
(ResNet-50 e MobileNetV1) and training methods (whether
the backbone is finetuned or not). We train all the networks
minimizing a margin loss [1] with the Adam optimizer and
a batch size of 128. The experiments were run on a Nvidia
Ampere A40 equipped with 48GB RAM, and the code uses
PyTorch 1.10.1

We also used PyNVML library to compute the GPU mem-
ory consumption. As pretrained pruned backbones, we have
used both ResNet-50 and MobileNetV1 pruned with Eagle-
Eye [19]. EagleEye is a state-of-the-art, open-source, struc-
tured pruning strategy which identifies relevant features at the
level of intermediate outputs xi.

4.2. Results and discussion

The main results are shown in Fig. 3. Each configuration dif-
fers from the dataset used, percentage of pruned parameters in
the backbone network (which affects the number of primary

1The source code is available at https://github.com/
EIDOSLAB/towards-efficient-capsule-networks.

capsules), and training method (backbone finetuned or not).
In Fig. 3 we report the accuracy as a function of the total num-
ber of FLOPS (of both backbone and capsule part) for training
the network. We can see that when the backbone is freezed
(in red) the networks achieve poor performances, but as the
number of pruned backbone FLOPS decreases, namely the
number of primary capsules is higher, the accuracy increases.
The poor performance can be explained by the fact that the
output features xB of the backbone are not directly optimized
to represent objects poses. Therefore, they can not be used
directly as input to capsule layers. To overcome such a draw-
back, we can either add more primary capsules or train the
whole network. In fact, when the backbone is finetuned (in
blue) the performance is higher since the backbone is able to
map more suitable features to the capsules space. We can see
in this case that adding more capsules does not always lead to
an improvement in the classification accuracy. In Tab. 1 the
performance for Tiny ImageNet with a pretrained ResNet-50
backbone is reported. Employing a backbone with 50% of
pruned FLOPS yields similar accuracy as with a full back-
bone, with less GPU memory consumption and training time.
With 25% of pruned FLOPS we can even improve the accu-
racy compared to the unpruned one. The partial improving
in the performance in a low pruning regime, despite being at
a first glance surprising, is not new to the literature and it is
twofold. First, Rajasegaran et al. [7] shows that building too
many capsules inhibites learning because the coupling coef-
ficients are too small, preventing the gradient flow. Further-
more, Han et al. observed such a phenomenon for unstruc-
tured pruning [16]. Recently, it has been showed that the av-
erage entropy in the bottleneck layer for pruned backbones
(in our case, xB) is higher than in non-pruned ones [21]: this
results in the propagation of less specific and more general
information, which prevents features overfit, on top of which
capsules layers can extract much more accurate information.

5. CONCLUSION

In this work we improved the scalability and reduced the com-
putational effort of CapsNets on complex datasets deploying
backbones with structured sparsity. CapsNets with many cap-
sules are difficult to train: in such a scenario the routing al-
gorithm, a key mechanism for CapsNets, struggles to find the
necessary agreements between capsules. Therefore, the em-
ployment of pruned backbones (so fewer capsules) for high

https://github.com/EIDOSLAB/towards-efficient-capsule-networks
https://github.com/EIDOSLAB/towards-efficient-capsule-networks


resolution datasets leads to competitive results with no per-
formance loss. We also showed how extracting features in
early layers with sparse networks improves efficiency, mem-
ory consumption, inference and training time of the overall
CapsNet. Therefore, with this work, we open the way to ap-
ply CapsNets on resource constrained devices. Future works
involve specific methods concerning pruning capsule layers
in a structured way.
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