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Semantic Topological Descriptor for Loop Closure Detection within 3D
Point Clouds

Ming Liao', Yunzhou Zhang'*, Jinpeng Zhang', Zhenzhong Cao', Xiaoyu Zhao!,
Sonya Coleman?, Dermot Kerr?

Abstract— Loop closure detection can correct the drift of
trajectories and build a globally consistent map in LiDAR
SLAM, which remains a challenging problem due to the sparsity
of 3D point clouds data. In this paper, we propose a novel
descriptor that contains semantic and topological information
for loop closure detection. Unlike most existing methods, we
directly discard point clouds representing people and vehicles
during semantic segmentation, whether they are at a standstill
or in motion. Then, our method generates a semantic topological
graph representation for the static scenes. In addition, We
propose a two-stage algorithm for finding the loop efficiently.
Our method has been extensively experimented on the KITTI
dataset and outperforms the state-of-the-art methods, especially
in dynamic scenes.

[. INTRODUCTION

Simultaneous Localization and Mapping (SLAM) tech-
nology is widely used in autonomous vehicles and robots.
Loop closure detection, as an important part of SLAM, can
help the robot identify places visited previously, correct the
accumulated drift error and build a globally consistent map to
provide accurate prior information for autonomous driving.

Vision-based loop closure detection has been investigated
for a long time, [1]-[3] using the bag-of-words method for
encoding image features. However, vision-based methods are
susceptible to lighting changes, viewpoint shifts, and dy-
namic objects. LIDAR-based approaches have received more
attention because they can generate high-resolution 3D point
clouds, have a larger field of view, and are not affected by
illumination. The traditional LIDAR-based methods process
the raw point clouds directly, divided into local descriptor
[4]-[6] and global descriptor [7]-[11]. Traditional methods
have good geometric descriptiveness for point clouds but are
sensitive to occlusion and viewpoints change. To solve the
uncertainty of geometric information, Some segment-based
approaches [13]-[15] have been proposed. These types of
methods use neural networks to extract semantic information
from point clouds, containing high-level information about
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Frame:800 Frame:2627

Fig. 1. This is an illustration of our proposed method. The map was created
on 05 sequence using LEGO-LOAM [12] and our method. Note that there
is a pair of loop between frames 2627 and 880, where a large portion of the
scene is obscured by dynamic objects, making it challenging for existing
methods.

the environment. However, they ignore the relationships
between semantic objects, which can better describe the
environment and are invariant to viewpoints change.

In this paper, we propose a novel semantic topological
descriptor for loop closure detection in dynamic scenes
with a single 3D scan. After semantic segmentation of the
point clouds, we discard the point clouds of vehicle, person,
ground, and sidewalk to reduce the dynamic effects and
computational burden. Then, feature points are obtained from
the point clouds and the corresponding scores are calculated
based on the semantic features and distance distribution.
Non-Maximum Suppression (NMS) is performed by bird’s-
eye projection to extract nodes and construct a semantic
topological graph. The graph is converted into a descriptor,
and a two-step search strategy is used to find the loop. An
illustration of a detected loop is shown in Fig.1. Our main
contributions are summarized as follows:

(1) For dynamic outdoor scenes, we propose a seman-
tic topological graph representation that incorporates the
structural appearance, semantic information, and topological
relationships of 3D point clouds.

(2) We convert the semantic topological graph into a
descriptor and compare the similarity in a coarse-to-fine way
to complete the loop closure detection.

(3) For viewpoints change and dynamic scenes, our pro-
posed method outperforms the state-of-the-art loop closure
methods on the KITTI dataset [16].

II. RELATED WORK

According to the feature encoding methods, loop closure
detection can be categorized into geometry-based methods,
semantic-based methods, and graph-based methods.
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Fig. 2. The framework includes the construction and match of the semantic topological graph. First, the nodes are extracted from the raw point clouds by
semantic segmentation and feature aggregation, and the graph is generated after incorporating the topological information. Then, the semantic topological
graph is encoded into a descriptor for matching, where the semantic key is extracted from the descriptor for building the kd-tree to accelerate the search.

A. Geometry-based methods

Spin Image [4] projects the 3D point clouds of local
regions into a 2D grid and matches the point clouds by
comparing the 2D image similarity. SHOT [5] constructs
a local reference frame (LRF) from the feature points and
uses a local histogram for matching based on the normal
vector. M2DP [7] projects the 3D point clouds from different
viewpoints onto a series of 2D planes, using the first left
singular vector and the right singular vector in 2D space as
the descriptor. Scan Context [10] projects the 3D point clouds
obtained from a round of LIDAR scanning into an egocentric
2D matrix, and stores the height value of the highest point
in each bin for detecting loop. Iris [11] obtains binary
feature images of point clouds by LoG-Gabor filtering and
thresholding operations, uses Hamming distance to calculate
the similarity for rotation-invariant loop closure detection.
Intensity Scan Context [17] uses intensity information to
construct a two-dimensional matrix and proposes an efficient
binary operation to achieve fast search.

The above methods use low-level information of the
environment and can generate descriptor from raw point
clouds data quickly, but the performance is limited by the
sparsity of the data.

B. Semantic-based methods

SegMatch [13] extracts linear, planar, and surface feature
vectors from the segmented clusters to construct multiple
histograms using shape functions and trains a classifier to
match features. SegMap [18] inputs segmented point clouds
clusters into the 3D CNN network directly, trains the fea-
ture descriptor and performs classification to achieve place
recognition. OverlapNet [19] takes the depth, normal vector,
intensity, and semantic information of the point clouds as
input, uses the neural network to estimate the overlap rate

and yaw angle of LIDAR scans for determining loop. SSC
[20] adds semantic information to the Scan Context [10],
constructs global descriptor with semantic features, and
improves the accuracy of place recognition by a two-step
ICP method.

The above approaches use semantic information to express
the environment with better robustness but do not consider
the relationship between semantic objects, which is in the
perception of humans distinguishing scenes.

C. Graph-based methods

GOSMatch [21] uses semantic segmentation to get the
labels of point clouds, selects the clustering results of the
parked vehicle, trunks and poles as nodes to construct a
semantic topological graph, uses the distance histogram to
search and get a 6-DOF initial pose estimate. However,
there are a few semantic varieties in the graph and semantic
information is not fully utilized. SPGR [22] and SA-LOAM
[23] select 12 kinds of semantic information, input the clus-
tered point clouds into a specially designed neural network
for graph similarity matching. Their work represents large-
scale objects with one semantic point, which cannot solve
the problem that two segments of the same class. Locus
[24] encodes the topological and temporal information of
the point clouds after scene segmentation, aggregates the
features using second-order pooling and generates fixed-
length global descriptor. The above methods add constraints
with the semantic information to achieve a better description
of the environment but do not consider the impact caused
by dynamic objects, which are common in outdoor environ-
ments.

In this paper, we propose a semantic topological descrip-
tor for outdoor dynamic scenes and apply a loop closure
detection by matching similarity from coarse to fine.



III. METHOD

In this section, we present our semantic topological ap-
proach for loop closure detection, including semantic topo-
logical graph construction and graph similarity computation,
as shown in Fig.2.

A. Semantic Topological Graph Construction

Semantic segmentation: The raw 3D point clouds contain
the geometric structure of the environment, from which
semantic segmentation can extract high-level information to
provide more robust constraints for loop closure detection.
Rangenet++ [25] is a neural network for semantic segmenta-
tion of 3D point clouds. It uses the original scan as input and
balances accuracy and speed. SemanticKITTI [26] provides
accurate scan sequence labels based on the KITTI dataset,
which includes 19 classes.

In the experimental, we use RangeNet++ and Se-
manticKITTT as semantic information input. In particular, we
integrate the dynamic semantic labels into the corresponding
static labels(for example, a moving car becomes a parked
car) and discard them to create a static scene.

Semantic node extraction: Previous works use the cen-
troids of point clouds as semantic graph nodes, which are
not robust to large-scale scenes. In our approach, we extract
feature points from the semantic point clouds as nodes, and
large-scale point clouds of objects will be represented by
multiple nodes. To avoid complex computation for extracting
feature points, inspired by the online topological path opti-
mization method [27], we use GHPR descriptor [28] which
can determine the observability of point clouds by geometric
operations.

Specifically, the original scan is transformed into a new
space as shown in Fig.3, and the distribution of point clouds
in the new space is calculated to obtain the convex points
concerning the viewpoint. Given the raw point clouds set
Porigin, We convert it to a new point clouds set Pp,y; and
get the convex point set P,.,p.ez, the points are denoted as
Dos Ph, Pe. We transform each point p, and viewpoint p,
using the following formulation:

— _Po=Pu_
Dp = f (lpo — poll) (Hpo—va)pM, Po 7 Pu W
pv; po = pv
where (x) . is the coordinates of the forward direction

. par .
and f is a kernel function:
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where scaling factor v = 10000. We select K points pZ
in the neighborhood of point p;,, and if point py, satisfies the
following radial condition then it is chosen as p.:
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Fig. 3. An example of convex hull transformation. The raw point clouds
(left figure below) are transformed to the convex hull (figure above), and it
can be seen that the raw point clouds become smooth, which is beneficial
to evaluate the observability of the point clouds. We discard the ground
and vehicle point clouds directly (right figure below) to create static point
clouds.

To evaluate the stability of points, the distribution of a
scan is taken into account. Assuming that the distance of
point p; in a scan from the observation center is dj, we
consider the points close to the average distance deqn tO
be stable points. We use the variance o2 of the current scan
and Gaussian kernel function to calculate the geometric score
of point py:

_ ||dh - dmean”%

o1 (ph) =K (d}m dmean) = exp 202
g

“4)

Semantics is high-level information in the environment,
which is not affected by viewpoints change. We divide
the points into foreground points and background points
according to the semantic labels. Foreground points set
Pfront includes points like “trunk”, “pole”, “traffic-sign”,
which have clear shapes and are stable characteristics of the
scene, while background points set Py, includes points like
“building”, “fence”, “vegetation”, which have large-scale
point clouds and are indispensable for scene description.
For different categories of points, we design the following
formulation based on the sigmoid function

2 (pr) = sigmoid (F. (pr.p})) (5)
a K

Fe (pnoph) = 52 > f (ono 1) 6)
k=1

¢2 (pr) represents the semantic score of the point ps, we
use o =5 and f (py, pf) is defined as:

) —L(pp) @1 (pf),
f(ph’pl’;):{ l(p%@l(;%),

where @ indicates that the same label is 1 and the
difference is 0, and ® indicates that the different label is
0 and the same is 1.

Semantic topological graph: We combine the geometric
and semantic score of points in a scan, which is defined by:

Ph € Poack
7
Prn € Pfront ( )



Fig. 4. An illustration of a semantic topological graph. The below figure
represents a part of the semantic topological graph constructed by our
method. Most of the nodes in a scene will be associated with the foreground
nodes (above right), the same way that humans perceive the environment.
In addition, the background(above left) nodes are still associated with
each other to prevent the descriptor from changing drastically when the
foreground nodes are occluded.

¢ (pr) = ¢1 (pn) - P2 (pn) ®)

We use the Non-Maximum Suppression to extract the
points with the highest score in different regions as feature
nodes. Specifically, we first divide a scan into azimuthal and
radial bins in the sensor coordinate, L,,,; is the maximum
distance from the center, N, and N, are the number of
sectors and rings. Each point p. is projected into the corre-
sponding bin in vertical direction, where the point p*/ € P%J
with the highest score represents the bin and becomes a
semantic node N%J.

Peonvez = 4 U P &)
’LE[NT] JG[NS]
Ni’j = {pc Pec = max. ((b (pc))} (10)
pcEPI

where symbol N, is equal to {1,2,...,Ns_1, N} and
symbol N, is equal to {1,2, ..., N,._1, N,.}. We construct the
semantic topological graph by connecting semantic nodes
with the largest semantic distance in the same radial, as
shown in Fig.4.

B. Semantic Topological Graph Match

With a large number of places being visited, it is not
reasonable to search the loop by brute force. Inspired by
the Scan Context [10], we use a two-step search algorithm
with semantic information and new cost functions based on
the semantic topological graph.

Fast geometric-semantic search: As described in the
above section, each bin has a corresponding semantic node,
and we convert the 3D semantic topological graph into a
2D descriptor by taking the distance as the value of the
bin, as shown in Fig.5. The descriptor is egocentric, so
each row is rotation-invariant, and all rows are constructed
as a vector by the encoding function for fast search. The

Fig. 5. The left figure is a part of the semantic topology graph, and the
ring will be transformed into a row in the descriptor. The right figure is
a descriptor of the whole semantic topology graph, a bin corresponds to a
node in the descriptor, and the value of the bin is the semantic distance.

first value of the vector is obtained from the first row, and
the following values are obtained from the next row. The
descriptor contains geometric and semantic information, so
our method generates a N, dimensional vector k after all
rows are encoded:

. sog<1>,...,sog<z’>7...7sog<Nr>,) .
< ©s (1) 505 (8) 5 ey 05 (Ns) (n
1 & -

g (1) = 3 D_dg (N™) (12)
S J:1
1 N, s B
Pa(5) = 5 D D _da (N™) (13)
S i=1j=1

pg and ¢, are the functions for encoding geometric
and semantic information, corresponding to the respective
dimensions. d, and d, are the functions to calculate the
semantic distance, defined as follows:

dg:{d‘dzmnel%\ﬁ](|m—j|'¢(pi’m))} (14)
d— . i,m ,
l(pi,m) =5

We construct a kd-tree and use vector k as the key to
search out 10 candidates, which is provided to similarity
calculation.

Similarity calculation: Given the query descriptor ¢G and
candidate descriptor “G, we need to calculate the similarity
of two places. Due to the values of the descriptor being
the topological distances between semantic nodes, we use
the cosine function to calculate the difference. Semantic
similarity is added as a constraint and the function is defined
as follows:

N, N,
c 1 - - ©,J € NT%,J
d(°G, G):E;;W(MIJ’ N™)  (16)
dp ("N dy (CNT) gy g
Pd = Hdg(qN"J)H(-)Ildg(CNW)H’ Cl 17)

)
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Fig. 6. Precision-Recall curves on KITTI dataset.
TABLE I TABLE 11
THE INFORMATION ABOUT SEQUENCES. F1 MAX SCORES ON KITTI DATASET.
Methods 00 02 05 06 07 08 Mean
. Seq Id 00 02 05 06 07 08 M2DP [7] 0740 0.670 0520 0565 0.781 0.24 0567
Distance Threshold (m) 3 IRIS [11] 0968 0.877 0967 0991 0833 0.680 0.886
Num of Nodes 4541 4661 2761 1101 1101 4071 ISC [17] 0968 0.814 0887 0976 0.739 0758 0.857
Num of True Loops | 774 296 425 268 28 321 SC[10] 0972 0849 0935 0998 0.783 0.654 0.865
Route In Loops Same Same Same Same Same Reverse Ours-RN 0976 0.826 0964 0993 0.923 0.836 0.920
Ours-SK 0984 0.843 0970 0.991 0915 0.897 0.933

The column vectors of the descriptor may be shifted in
the same position due to the viewpoints change. To solve
this problem, we extract the maximum distance value and
minimize the Hamming distance to correct the shift.

D (G °G) = min d ("G,°G)

d (“G,°G) = min ['G' — °G|| (19)
G' = | max d, (N*'), ..., max d, (N""*) (20)

i€[N,] i€[N,]

d' is the loss function of Hamming distance, G’ represents
the rotated descriptor. The final loop is determined as:

¢* =min D (?G, Q)

c*ec

21

IV. EXPERIMENT
A. Dataset and Setting

We evaluate the proposed algorithm with the KITTI
dataset, which is a dataset for autonomous driving scenarios
and contains complex road scenes acquired with 64-ring
LiDAR. We use the sequence 00, 02, 05, 06, 07, 08, and
each sequence are summarized in Table 1.

In our experiments, the pair of point clouds with Euclidean
distance less than 3m is positive, representing a loop pair, and
the others are negative. The neighboring point clouds have
high similarity, and to avoid their being judged as a positive
pair, we consider that a positive pair should be separated by
30 s and set L,,,, = 50, Ny = 60, N, = 20.

B. Precision Recall Evaluation

We compare the proposed method with the state-of-the-
art methods, including M2DP [7], IRIS [11], ISC [17] and
SC [10]. We use the maximum F} score to evaluate the
performance, and F} score is defined as:

precision X recall
Fl =2x

precision + recall @2)

The result is shown in Fig.6 and Table II, our method
achieves most of the best F} max score compared with other
methods. The 08 sequence has a large number of reverse
loops, and the M2DP using normal vector projection de-
grades in this scene. The distribution of height and intensity
information between different scenes is similar, which makes
SC and ISC perform poorly, and IRIS is also affected by
the lack of features. Our method considers the semantic
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TABLE III
AVERAGE YAW ERROR ON KITTI DATASET. 51 Method
[ Ours
Sequences SC(rad) ISC(rad) Ours(rad) N : ISSCC
00 2.503 2.538 2.444
02 4.675 4.612 4.580 =
05 1.921 1.955 1.872 £ 39
06 1.979 2.004 1.932 5
07 1.843 1.843 1.801 E
08 0.647 0.612 0.646 z %
©
>_
and topological information of scenes, which can distin- 11
guish scenes with similar feature distribution and achieves =—t=
significant advantages in the 08 sequence. The 07 sequence 01 . . i .
contains a few loops, and the experiment result demonstrates °° ® Sequence * *
that our method has a better ability to distinguish loop. There Fig. 8. Yaw error on KITTI dataset in different dynamic scenes.

is a long narrow road in the 02 sequence, and our method
uses a bird’s eye view for projection, making the information
lost. IRIS can achieve better performance in the 02 sequence
because it has a higher resolution, but this can make the
matching time increase rapidly.

As presented in the table, Ours-RN performance is lower
than Ours-SK but still satisfactory. This shows that our
work can be applied to real-world scenarios and that better
semantic segmentation results can bring higher accuracy to
our work. The results indicate that our method is effective
for loop closure detection.

C. Dynamic scenes performance

We choose sequences 00, 05, and 08, which contain a large
number of dynamic point clouds in loops, as the evaluation
sequences in this section. According to the number of
dynamic point clouds, we extract the dynamic scenes and
calculate the corresponding F} max score with the candi-
dates. If the algorithm has a fast search strategy, candidates
are used directly. Otherwise, we construct candidates for each
scene, which are composed as follows: if the scene has loops,
half of the candidates are selected from loops randomly, and
the rest are selected randomly from the previous scenes. If
the scene does not have a loop, then all candidates are chosen
randomly from the previous scenes.

Dynamic objects cause movement and occlusion of point
clouds in the environment, and extracting features directly
from the raw point cloud will generate the wrong descriptor
and lead to matching failure. As shown in Fig.7, our method
has the highest F} scores than other methods in each number

of dynamic point clouds, indicating that our method performs
better in dynamic scenes. In the 00 and 08 sequences,
the dynamic point clouds are composed of multiple small
objects, which attenuate the dynamic influence, so the curve
decreases slowly. In the 05 sequence, the dynamic point
clouds include large objects that cause significant occlusion
and interference. The scores of all methods decrease as the
number of dynamic point clouds increases, but our method
decreases more slowly and has better resistance to dynamic
objects. We believe that having no point clouds is better than
having the wrong point clouds for loop closure detection, and
our method is robust to dynamic scenarios.

D. Pose align accuracy

In the real world, the viewpoints may change even after ar-
riving at the same place. The proposed approach is egocentric
and uses topological distances, with the ability to estimate
the relative transformation of the yaw angle while detecting
the loop. We compare our method with SC and ISC, which
are also able to correct the offset angle. We select the loops
that are correctly detected and calculate the average angular
error between the estimates and the ground truth, and the
results are shown in Table III.

SC uses the average height values and ISC uses the
geometry distributions to find the optimal angle offset, but
they both use statistical data, an approach that is not effective
when the distribution of environmental information is similar.
We use the topological distance between semantic objects for



TABLE IV
F1 MAX SCORES AND THE COMPARISON WITH VIEWPOINTS CHANGE.

VPC

Methods
(X,y,yaw)

FMS.

[

COM

[

RAT

00

02

05

06

07

08

Mean

Ours-SK
Ours-RN
SC
ISC

(0,0,180)

0.984 0.000 0.000
0.976 0.000 0.000
0.972 0.000 0.000
0.970 0.000 0.000

0.843 0.000 0.000
0.826 0.000 0.000
0.849 0.000 0.000
0.814 0.000 0.000

0.970 0.000 0.000
0.964 0.000 0.000
0.935 0.000 0.000
0.887 0.000 0.000

0.991 0.000 0.000
0.993 0.000 0.000
0.998 0.000 0.000
0.976 0.000 0.000

0.915 0.000 0.000
0.923 0.000 0.000
0.783 0.000 0.000
0.739 0.000 0.000

0.897 0.000 0.000
0.836 0.000 0.000
0.654 0.000 0.000
0.764 0.000 0.000

0.933 0.000 0.000
0.920 0.000 0.000
0.865 0.000 0.000
0.858 0.000 0.000

Ours-SK
Ours-RN
SC
ISC

(1,0,0)

0.974 0.010 0.010
0.963 0.014 0.014
0.957 0.015 0.016
0.949 0.021 0.021

0.839 0.004 0.004
0.806 0.020 0.024
0.841 0.009 0.010
0.821 0.007 0.008

0.956 0.014 0.014
0.945 0.019 0.019
0.928 0.007 0.008
0.870 0.017 0.019

0.987 0.004 0.004
0.989 0.004 0.004
0.996 0.002 0.002
0.952 0.023 0.024

0.923 0.008 0.009
0.893 0.030 0.033
0.792 0.009 0.012
0.766 0.027 0.036

0.873 0.024 0.027
0.823 0.013 0.016
0.637 0.017 0.026
0.762 0.002 0.003

0.925 0.011 0.011
0.903 0.017 0.018
0.859 0.010 0.012
0.853 0.017 0.018

Ours-SK
Ours-RN
SC
ISC

(-1,0,0)

0.974 0.010 0.010
0.967 0.009 0.009
0.961 0.011 0.012
0.953 0.017 0.017

0.822 0.021 0.024
0.810 0.016 0.019
0.849 0.000 0.001
0.815 0.001 0.001

0.957 0.012 0.013
0.953 0.011 0.012
0.928 0.007 0.007
0.874 0.013 0.015

0.987 0.004 0.004
0.987 0.006 0.006
0.994 0.004 0.004
0.966 0.009 0.010

0.852 0.063 0.069
0.857 0.066 0.071
0.792 0.009 0.012
0.636 0.103 0.139

0.877 0.020 0.022
0.808 0.028 0.033
0.645 0.009 0.014
0.762 0.003 0.003

0.912 0.022 0.024
0.897 0.023 0.025
0.862 0.007 0.008
0.834 0.024 0.031

Ours-SK
Ours-RN
SC
ISC

(0,1,0)

0.968 0.016 0.016
0.946 0.030 0.030
0.937 0.035 0.036
0.922 0.048 0.049

0.793 0.049 0.058
0.780 0.046 0.056
0.722 0.128 0.150
0.608 0.206 0.253

0.943 0.027 0.028
0.940 0.024 0.025
0.883 0.053 0.056
0.7820.104 0.118

0.991 0.000 0.000
0.987 0.004 0.004
0.996 0.002 0.002
0.983 0.008 0.008

0.923 0.008 0.009
0.809 0.115 0.124
0.711 0.071 0.091
0.605 0.134 0.182

0.838 0.060 0.067
0.778 0.058 0.069
0.653 0.001 0.001
0.755 0.009 0.012

0.909 0.027 0.030
0.873 0.046 0.051
0.817 0.048 0.056
0.776 0.085 0.104

Ours-SK
Ours-RN
SC
ISC

(0,-1,0)

0.978 0.007 0.007
0.969 0.007 0.007
0.960 0.012 0.012
0.893 0.077 0.079

0.871 0.028 0.033
0.859 0.033 0.040
0.781 0.069 0.081
0.254 0.560 0.688

0.950 0.020 0.021
0.948 0.016 0.016
0.938 0.003 0.003
0.861 0.025 0.028

0.981 0.009 0.009
0.989 0.004 0.004
0.996 0.002 0.002
0.918 0.057 0.058

0.943 0.028 0.031
0.963 0.040 0.043
0.863 0.091 0.102
0.816 0.077 0.104

0.919 0.022 0.025
0.846 0.010 0.012
0.762 0.108 0.165
0.836 0.071 0.093

0.940 0.019 0.021
0.929 0.018 0.020
0.883 0.048 0.061
0.763 0.145 0.175
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Fig. 9. Precision-Recall curves on KITTIO8 with different distance

thresholds.

correction, which can include unique semantic information

about the environment and better correct for angular errors.
We also select loops of dynamic scenes for evaluating

angular errors, and the result shows that our method still

achieves the best performance, as shown in Fig.8.

E. Robustness Test

Viewpoints Change: The viewpoints may change even
when arriving at the same place. To test the effect of
viewpoints change, we rotate and translate the matched point
clouds in the x(m), y(m), and yaw(°) directions, recalculate
the similarity, and the results are shown in Table IV. We
use F'MS., COM, and RAT to analyze the performance
of the methods, where F'MS,. is the F1 max score with
the viewpoints change, COM is the absolute value of the
difference between F1 max score, and RAT is the ratio of
COM to F1 max score, is defined as follows:

COM FMS—FMS.

FMS FMS
The result shows that all methods are invariant to a

single rotation of the point clouds, but our method has a

RAT = (23)
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Fig. 10. Precision-Recall curves on KITTIO8 with different semantics and
resolution.

higher F1 max score. In addition, SC and ISC divide the
point cloud into different regions and express them with a
single geometric value, which leads to confusion and loss of
information after translating the point clouds in the x and y
directions. Our method uses semantic and topological nodes
to better express the features of point clouds in different
regions and reduce the information overwritten. Overall, our
method remains a higher F1 max score and has a smaller
COM and RAT, making it more competitive in scenarios
with viewpoints change.

Distance Threshold Change: The distance threshold to
determine whether the loop is positive or not affects the
performance of the algorithm. We use distance thresholds
of 3m and 6m and implement comparison experiments with
SC and ISC in the 08 sequence, as shown in Fig.9. It can
be seen that the curves of SC and ISC have large variations,
while our method has no significant changes, indicating that
our method is less affected by the distance threshold.

Semantics and resolution Change: In this experiment,
considering the possibility that the vehicle is stationary, we
add their point clouds to our method. In addition, we adjust



the resolution of point clouds downsampling by using 0.5 m
and 0.1 m, and test the performance in the 08 sequence,
as shown in Fig.10. All methods are insensitive to the
resolution, and we find that a small resolution is beneficial
in reducing the degree of semantic confusion, allowing our
method to achieve better performance. In the 08 sequence,
there are a large number of parked vehicles, which can
provide more complete information to the loop and make
our method work better with more semantic information.

V. CONCLUSIONS

In this paper, we propose a novel descriptor for semantic
topological graph based on 3D point clouds, design an effi-
cient method for searching candidates and similarity calcu-
lation to accomplish loop closure detection. Unlike previous
works, we add topological information between objects at
the semantic level, which allows a better representation of
the uniqueness of the environment. In addition, we analyze
and constrain dynamic objects and repetitive textureless point
clouds in loop closure detection. Exhaustive evaluations
demonstrate the accuracy and robustness of our method,
especially in dynamic scenes.
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