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Abstract 

Background: Drug-induced liver injury (DILI) is rare but potentially lethal, and it can 

cause liver disease attributable to all types of drugs. The adverse impact of most of 

the DILI incidents is mild, and it recovers after the removal of drugs. The harmful 

agents should be identified and removed as early as possible to avoid the 

development of chronic liver damage. Troglitazone (TGZ) was a derivative of a 

thiazolidinedione drug produced for the treatment of type 2 diabetes, in the late 

1990s. However, it was withdrawn from the market due to reported cases of liver 

toxicities. Several molecular mechanisms have been proposed to underlie TGZ-

induced liver toxicity. Understanding the interactions between these mechanisms 

could aid drug developers in predicting DILI more vigorously. 

Aim: This thesis is aimed at using a combination of in silico and in vitro approaches 

to evaluate the interaction of TGZ with multiple biological systems and predict the 

emergent biological pathways in TGZ-induced liver toxicity. 

Method: To evaluate TGZ toxicity pathways, a model was constructed using Petri 

net software termed "SNOOPY" to reconstruct the putative cellular effects of TGZ, 

including activation of PPARy, interaction with mitochondria, and activation of 

apoptosis. The model was imported into the MUFINS software suite and simulated. 

Activation of apoptosis was validated against the published systems biology markup 

language (SBML) model downloaded from BIOMODELS, upon which the model was 

created. The effects of TGZ on cellular activities were determined through an in vitro 

approach. 

Results: The model created in SNOOPY and simulated in MUFINS could reproduce 

the behaviour of the original submission of BIOMODELS simulated in COPASI, 

validating the reconstruction. Other possible TGZ toxicity pathways have been 

predicted. TGZ-induced apoptosis is done through the activation of caspase 3/7 and 

9, in a concentration-dependent manner. Also, a dose-dependent decrease in 

cellular processes has been recorded. However, caspase-8 activation in TGZ-treated 

cells has not been recorded.  

Conclusion: These data support the activation of apoptosis via the intrinsic route. 

The in sillico model reproduces the original model, and it can therefore be used to 

predict TGZ induced-liver toxicity. The in vitro assays were useful tools to elucidate 

TGZ-induced toxicity, making it a suitable model for this study. 



 

ii 

 

Declaration 

I declare that this thesis and the work to which it refers are the results of my efforts. 

In conjunction with Prof. Nick Plant (my external supervisor), we generated the in 

silico data. All sources of information have been justly recognised by means of 

reference. As a result of this, I declare that this thesis has been written by me and 

has not been submitted in any previous application for a degree. I agree that the 

university has the right to submit my work to the plagiarism detection service Turnitin 

for originality checks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

iii 

 

Acknowledgements 

I wish to extend my appreciation to my supervisors, Dr. Andrew Bennett and Prof. 

Guru Aithal, for granting me permission to continue my research and for providing 

supervision and support while allowing me to work independently. I will always be 

grateful to my external supervisor, Prof. Nick Plant, who gave me the opportunity to 

undertake this research. Prof. Plant has supported me throughout my studies with 

total commitment. I attribute the usage of advanced research techniques to my 

supervisors' encouragement and support. 

I am truly appreciative and thankful to my former tutor, Dr. Poorna Gunasekera, who 

encouraged and supported me during my toughest times. I am so thankful to Dr. 

Danso for his support and encouragement throughout my journey. Also, I thank the 

friendly technicians, Monika Owen and Nicola De Vivo, who kept me amply stocked 

with general supplies and assisted me in my laboratory experiences. Also, I must 

thank my colleagues, Amy Barber, Razan Al-Momani and Rawan Edan, for sharing 

their experiences and providing invaluable assistance. 

Above all, I pay tribute to God for blessing me with wisdom and health throughout 

this research journey. 

 

 

 

 

 

 

 



 

iv 

 

 The list of abbreviations 

ALT Alanine transaminase 

AP-1 Activator-protein-1 

APAF-1 Apoptotic protease activating factor 1 

APAP Paracetamol (or acetaminophen) 

AR Androgen  

ASK1 Apoptosis signal-regulating kinase 1 

AST Aspartate transaminase 

ATP Adenosine triphosphate  

Bcl-2 B-cell lymphoma 2 

BSEP Bile salt export pump 

Ca2+ Calcium ion 

cAMP 

CEs 

cyclic adenine monophosphate 

Mammalian carboxylesterases 

COPASI Complex Pathway Simulator 

CPS1 

CRMs 

carbamoyl phosphate synthetase I, 

chemically reactive metabolites 

CsA                                      Cyclosporin A 

CyP Cytochrome P450 

Cyt. C 

DAMPs 

Cytochrome c 

Danger-associated molecular pattern molecules 

DBD 

DILI 

DNA-binding domain 

Drug-induced liver injury 

DISC Death inducing signalling complex 

DMEM Dulbecco’s Modified Eagle’s Medium 

DMSO Dimethyl sulfoxide  

DNA Deoxyribonucleic Acid 

DRIP Vitamin D receptor-interacting proteins 

DT Doubling Time 

ECACC European Collection of Authenticated Cell Cultures 

ER Endoplasmic reticulum 



 

v 

 

ER Estrogen receptor 

ERK Extracellular signal-regulated protein kinase 

ETC Electron transport chain 

FADD FAS-associated protein death domain protein 

FBS Foetal Bovine Serum 

FFA 

FMO 

Free Fatty Acid 

Flavin-containing monooxygenase 

G6Pase Glucose-6-phosphatase enzyme  

GIP Glucose-dependent insulinotropic peptide  

GLPK GNU Linear Programming Kit 

GR Glucocorticoid  

GRN Glucuronide 

GS Glutamine synthetase 

GSH Glutathione  

GSMN Genome Scale Metabolic Network 

GSSG Glutathione disulphide 

GST Glutathione S-transferase 

H2O2 

HC 

Hydrogen Peroxide 

heavy α-chain 

HCT-116 Human colorectal cancer cells  

HDAC Histone deacetylation  

HMGCR 3-hydrogen-3methylglutaryl-coenzyme A reductase 

HREs hormone response elements  

HSC Hepatic stellate cells  

Huh7 

IDILI 

Human hepato cellular carcinoma cell 

Idiosyncratic drug-induced liver injury 

IPLA2 Calcium-independent phosphate A (2) 

IRS-1 Insulin receptor substrate 1  

JNK 

Km 

c-jun-terminal kinase 

Michaelis-Menten constant 



 

vi 

 

LFT 

LSECs 

Liver function test 

Liver sinusoidal epithelial cells 

MAPK Mitogen-activated protein kinase 

MCF-7 Human breast cancer cells MCF-7 

MMAC1 Mutated in multiple advanced cancers 1 

Mn-SOD Manganese dismutase 

MoMA Minimisation of metabolic adjustment 

MOMP Mitochnodrial outer membrane permeabilisation 

MPC Mitochondrial Pyruvate Carrier  

MPTP Mitochondrial permeability transition pore 

MR Mineralocorticoid  

MRC Mitochondrial respiratory chain    

MuFINS Multi Formalism Interaction Network Simulator 

NAC 

NADPH 

N-acetyl L-cysteine 

Reduced nicotinamide adenine dinucleotide phosphate 

NAPBQI N-acetyl-p-benzoquinone imine 

NO Nitric Oxide 

NSD-1 Nuclear receptor-binding SET domain-containing protein 1 

OQM O-quinone methide  

PARP Poly (ADP-ribose) polymerase 

PASMCs Pulmonary artery smooth muscle cells  

PC-3 Human prostate cancer cells 

PCs Positive cofactors 

Pepck Phosphoenolpyruvate carboxykinase 

pH Power of Hydrogen (Hydrogen ion concentration) 

PIP3 P1P3 Phosphatidylinositol (3,4,5)-trisphosphate (PtdIns (3,4,5) 
P3), 

PPARƴ Peroxisome proliferator-activated receptor gamma 

PTEN  Phosphatase and tensin homologue deleted from chromosome 10 

Puma p53 upregulated modulator of apoptosis 

PXR Pregnane X receptor 



 

vii 

 

QSSPN Quasi Steady State Petri Net 

RAR Receptors for all-trans retinoic acid  

ROOM Regulatory on/off minimization 

ROS Reactive oxygen species 

R-S-H Disulphide  

SCAP Sterol cleavage-activation protein 

SF-1 Steroidogenic factor-1  

SGK2 Serum and glucocorticoid-regulated kinase 2 

SOD Superoxide dismutase 

SRC Steroid receptor coactivator 

SREBPs Sterol regulatory element-binding proteins 

SXR Steroid and xenobiotic sensing receptor 

tBid Truncated Bid 

TCA Trichloroanisole  

TGZ Troglitazone 

TNFα Tumour necrosis factor alpha  

Tox21 Toxicology in the 21st Century Tox21 

ToxCast Toxicity Forecaster  

TRADD Tumour necrosis factor receptor type 1-associated death protein 

TRAIL  Tumour necrosis factor-related apoptosis-inducing ligand 

TRAP Thyroid receptor-associated proteins 

TRAP Thyroid receptor-associated proteins 

Trx Thioredoxin 

TZD Thiazolidinedione  

VDR 

Vmax 

Vitamin D3 

Maximum rate of reaction 

XIAP 

 

X-linked Apoptosis Protein Inhibitor 

 

 



 

i 

 

Table of Content  

Chapter 1 Introduction ..................................................................................... 12 

1.1 Toxicity testing in drug discovery and development .................................... 12 

1.1.1 Drug target classification ...................................................................... 14 

1.1.2 Candidate drug selection ...................................................................... 14 

1.1.3 Preclinical development ........................................................................ 15 

1.1.4 Clinical trials ......................................................................................... 16 

1.1.5 The physiological functions of the liver ................................................. 17 

1.1.5.1 Hepatocytes ................................................................................... 18 

1.1.5.2 Kupffer cells ................................................................................... 19 

1.1.5.3 Endothelial cells ............................................................................. 21 

1.1.5.4 Stellate cells ................................................................................... 23 

1.2 Drug-induced liver injury (DILI) .................................................................... 25 

1.2.1 Natural history of DILI ........................................................................... 25 

1.2.2 The role of immune reactions to DILI .................................................... 27 

1.2.3 Idiosyncratic drug Induced liver injury (IDILI) ........................................ 29 

1.2.4 Mechanisms behind the development of idiosyncratic drug reactions .. 32 

1.2.5 Bioactivation of drugs and the risk for Idiosyncratic drug-mediated 

hepatic injury...................................................................................................... 34 

1.3 Hepatic glucose metabolism and diabetes .................................................. 34 

1.3.1 Hepatic glucose metabolism ................................................................. 35 

1.3.2 Diabetes mellitus .................................................................................. 38 

1.3.3 Treatment and management of diabetes mellitus ................................. 40 



 

ii 

 

1.3.3.1 The effect of insulin on glucose homeostasis ................................. 41 

1.3.4 Nuclear receptors ................................................................................. 43 

1.3.5 Pregnane -X-Receptor in xenobiotic or drug biotransformation and its 

functions in DILI ................................................................................................. 50 

1.3.6 Peroxisome proliferator-activated receptors ......................................... 54 

1.3.7 Mechanism of action of thiazolidinediones ........................................... 55 

1.3.7.1 Features of TGZ ............................................................................. 58 

1.3.7.2 Mechanism of action of TGZ .......................................................... 59 

1.3.7.3 Bioavailability ................................................................................. 61 

1.4 Drug metabolism and metabolic detoxification ............................................ 62 

1.4.1.1 Phase I metabolism ........................................................................ 63 

1.4.1.2 Phase II metabolism ....................................................................... 64 

1.4.2 Metabolism of TGZ ............................................................................... 66 

1.4.3 The effect of TGZ on quinone formation and oxidative stress .............. 70 

1.4.4 From authorization to the removal of TGZ from the market .................. 72 

1.4.5 Proposed mechanism of TGZ-induced liver toxicity .............................. 74 

1.4.5.1 The mitochondria as the primary organelle target of TGZ toxicity .. 76 

1.4.5.2 The effect of TGZ on metabolome ................................................. 79 

1.4.5.3 The effects of TGZ on Cell death ................................................... 83 

1.4.5.4 TGZ-induced JNK activation on apoptosis ..................................... 86 

1.4.5.5 The role of TGZ on necrotic cell death ........................................... 87 

1.4.5.6 Inhibition of bile transport by TGZ and its effects on hepatocytes .. 89 

1.4.5.7 The effect of TGZ on cholesterol synthesis .................................... 92 

1.4.6 The necessity to study a drug that has been withdrawn from the 

market…………………………………………………………………………………..95 

1.5 In silico and metabolomics tools in modern toxicity studies ........................ 95 

1.6 Hypothesis and aims ................................................................................... 97 



 

iii 

 

Chapter 2 Materials and general methods ...................................................... 98 

2.1 Materials ..................................................................................................... 98 

2.1.1 Materials for in vitro studies .................................................................. 98 

2.1.2 Materials for in silico studies ............................................................... 100 

2.1.2.1 Software ....................................................................................... 100 

2.1.2.2 File setups .................................................................................... 100 

2.1.2.3 Sample file ................................................................................... 101 

2.2 Methods .................................................................................................... 101 

2.2.1 Systems biology ................................................................................. 101 

2.2.1.1 The read arcs ............................................................................... 103 

2.2.1.2 Inhibitory arcs ............................................................................... 104 

2.2.1.3 Animation of qualitative Petri nets in snoopy ................................ 104 

2.2.2 The non-metabolic pathways of TGZ-induced hepatotoxicity ............. 105 

2.2.2.1 Using SurreyFBA for metabolic analysis ...................................... 107 

2.2.2.2 General description of the SurreyFBA software ........................... 109 

2.2.3 In vitro assay ...................................................................................... 110 

2.2.3.1 Cell culturing ................................................................................ 110 

2.2.3.2 Cryopreservation and thawing of cells ......................................... 111 

2.2.4 Determination of TGZ on cell viability using MTT assay ..................... 111 

2.2.5 Determination of doubling time of Huh7 cells under various 

conditions……………………………………………………………………………..112 

2.2.6 Determination of Vitamin C cytoprotective concentration in Huh7 

cells……………………………………………………………………………………113 

2.2.7 Assessment of apoptosis by caspase assay ...................................... 113 

2.2.8 Measurement of CYP3A4 induction .................................................... 114 

2.2.9 Quantification of ROS by 2′,7′- dichlorofluorescin diacetate dye ......... 114 



 

iv 

 

2.2.10 Quantification of intracellular H2O2 in Huh7 cells ............................. 115 

2.2.11 ATP quantification ........................................................................... 115 

2.2.12 Urea quantification assay ................................................................ 116 

2.2.13 Glutamate dehydrogenase activity assay ........................................ 116 

2.2.14 Pyruvate quantification assay .......................................................... 117 

2.2.15 Ammonia quantification assay ......................................................... 118 

2.2.16 Glutathione depletion assay ............................................................ 119 

2.2.17 Determination of cholesterol levels in Huh7cells ............................. 119 

2.2.18 Determination of bile acid in HEK293 cells ...................................... 120 

2.2.19 Statistical analysis ........................................................................... 121 

Chapter 3 In vitro assesement of TGZ-induced Toxicity ............................. 123 

3.1 The Effects TGZ  in Huh7 cells viability ..................................................... 123 

3.1.1 In vitro models to study the effects of liver toxicity .............................. 124 

3.2 Results ...................................................................................................... 126 

3.2.1 The effects of TGZ on cell viability at different time points .................. 126 

3.2.2 The effects of TGZ on Huh7 cell viability by MTT method .................. 127 

3.2.3 Determination of doubling time in Huh7 cell growth ............................ 128 

3.2.4 Effect of low doses of TGZ on Huh7 cell viability ................................ 130 

3.2.5 Effects of TGZ on caspase activities in Huh7 cells ............................. 131 

3.2.5.1 Results ......................................................................................... 133 

3.2.5.2 The effect of TGZ on caspase 3/7 activity in Huh7 cells .............. 133 

3.2.5.3 The effect of TGZ on initiator caspase-9 activity in Huh7 cells ..... 134 



 

v 

 

3.2.5.4 The effect of TGZ on initiator caspase-8 activity in Huh7 cells ..... 136 

3.3 Discussion ................................................................................................. 138 

3.4 Other probable factors that might contribute to TGZ-induced liver 

hepatotoxicity ...................................................................................................... 145 

3.4.1 The effect of TGZ on glutamate dehydrogenase activity in Huh7 cells147 

3.4.2 The effect of TGZ on ammonia production and urea formation in Huh7 

cells……………………………………………………………………………………148 

3.4.3 The effect of TGZ on cholesterol homeostasis ................................... 152 

3.4.4 TGZ-induced cholestasis as a contributing factor to liver toxicity ....... 154 

3.5 Discussion ................................................................................................. 156 

Chapter 4 Effects of TGZ on mitochondrial impairment .............................. 166 

4.1 Introduction ............................................................................................... 166 

4.2 Results ...................................................................................................... 169 

4.2.1 Quantification of ROS levels in Huh7 cells treated with TGZ .............. 169 

4.2.2 Quantification of hydrogen peroxide levels in Huh7 cells ................... 170 

4.2.3 Effects of ascorbic acid on Huh7 cells viability ................................... 172 

4.2.4 The effect of co-treatment of vitamin C and TGZ on Huh7 cells 

viability………………………………………………………………………………..173 

4.2.5 Quantification of ROS levels in Huh7 cells co-treatment treated with 

TGZ and vitamin C ........................................................................................... 175 

4.2.6 Effect of TGZ on glutathione homeostasis in Huh7 cells .................... 176 

4.2.7 Determination of CYP3A4 induction in TGZ-treated Huh7 cells ......... 178 

4.2.8 Effect of TGZ on cellular ATP levels in Huh7 cells ............................. 180 



 

vi 

 

4.2.9 Effects of TGZ on intracellular pyruvate levels in Huh7 cells .............. 181 

4.3 Discussion ................................................................................................. 183 

Chapter 5 The need for in silico system in drug discovery ........................ 193 

5.1 Systems Biology ........................................................................................ 193 

5.1.1 Model Development ............................................................................ 195 

5.1.2 Results of model development and prediction .................................... 196 

5.1.2.1 Petri net creation of TGZ apoptotic pathway ................................ 198 

5.1.2.2 Petri net representation of TGZ-induced PXR activation and its 

target genes ................................................................................................. 200 

5.1.2.3 Petri net representation of TGZ-induced cholesterol signalling .... 201 

5.1.3 Model simulation and prediction ......................................................... 203 

5.1.4 TGZ receptor occupancy .................................................................... 204 

5.1.5 TGZ apoptotic pathways ..................................................................... 205 

5.1.6 Effect of TGZ on Bcl-2/xL expression ................................................. 208 

5.1.7 Model simulation on the effect of TGZ on bile acid homeostasis ........ 209 

5.1.8 The effect of TGZ on cholesterol synthesis ........................................ 213 

5.1.9 Model simulation on the effect of TGZ on PTEN expression .............. 215 

5.1.10 Model simulation on the effect of TGZ on glucose homeostasis ..... 217 

5.1.11 TGZ metabolism and reactive metabolites ...................................... 219 

5.1.11.1 The effect of TGZ on CYP3A4 induction ...................................... 220 

5.1.11.2 Metabolism of TGZ to TGZ-quinone formation ............................. 221 

5.1.11.3 Metabolism of TGZ toTGZ-SO4 ................................................... 223 

5.1.12 Mitochondrial complex inhibition and hepatic injury......................... 225 

5.1.13 Effect of TGZ on cell number........................................................... 226 



 

vii 

 

5.2 Discussion ................................................................................................. 228 

Chapter 6 General discussion ....................................................................... 236 

6.1 Future Work .............................................................................................. 239 

6.2 Conclusion ................................................................................................ 240 

Chapter 7 References ..................................................................................... 241 

Appendix A. Control file for simulations ....................................................... 298 

Appendix B. Standard curves for ammonia assay ........................................ 299 

Appendix C. Standard curves for urea assays .............................................. 300 

Appendix D. Standard curves for H2O2 assay ............................................... 301 

Appendix E. Standard curves for cholesterol assay .................................... 302 

 

 

 

 

 

 

 

 

 

 

 



 

viii 

 

Table of Figures 

Figure 1-1 Drug discovery and development procedure........................................... 13 

Figure 1-2 Three structural design of the liver lobule ............................................... 18 

Figure 1-3 Schematic representation of cellular respiration pathways ..................... 37 

Figure 1-4 The Structure and function of the nuclear receptor ................................. 49 

Figure 1-5 Structure of three thiazolidinediones along with tocopherol .................... 59 

Figure 1-6 Mechanism by which thiazolidinediones enhances insulin Action ........... 61 

Figure 1-7 Phase I and Phase II metabolism of APA ............................................... 63 

Figure 1-8 Primary metabolic pathways of TGZ ....................................................... 69 

Figure 1-9 Schematic representation of the intrinsic and extrinsic apoptotic pathways

 ................................................................................................................................. 85 

Figure 1-10 Morphological features of necrotic and apoptotic cell death.................. 89 

Figure 2-1 Petri net elements and their graphical representation ........................... 102 

Figure 2-2 Graphical representations of Petri net operation ................................... 103 

Figure 2-3 Petri net creation with Snoopy .............................................................. 105 

Figure 2-4 Overview of the Quasi-State Petri net approach ................................... 106 

Figure 2-5 Reduction of MTT to formazan .............................................................. 112 

Figure 3-1 The effects of TGZ on Huh7 viability at both 24 and 48 hrs exposure .. 127 

Figure 3-2 The effects of TGZ on Huh7 viability at 24 hrs exposure ...................... 128 

Figure 3-3 Exponential growth curve of Huh7 cell line between 0-60 hrs ............... 130 

Figure 3-4 The effect of low doses of TGZ on Huh7 cell viability ........................... 131 



 

ix 

 

Figure 3-5 The effects of TGZ on caspase 3/7 activity in Huh7 cell ....................... 134 

Figure 3-6 TGZ activation of caspase-9 activities in Huh7 cells ............................. 135 

Figure 3-7 TGZ activation of caspase-8 activities in Huh7 cells ............................. 137 

Figure 3-8 Effect of TGZ on GDH activity in Huh7 cells ......................................... 148 

Figure 3-9 A-B The effect of TGZ on ammonia and urea production in Huh7 cells 151 

Figure 3-10 The effect of TGZ on cholesterol levels in Huh7 cells ......................... 154 

Figure 3-11 The effect of TGZ on extracellular bile acid concentration in HEK293 

cells. ....................................................................................................................... 156 

Figure 4-1 ROS production by TGZ in Huh7 cells .................................................. 170 

Figure 4-2 The effects of TGZ on H2O2 production in Huh7 cells ........................... 171 

Figure 4-3 The effect of vitamin C in Huh7 cells viability ........................................ 173 

Figure 4-4 Effect of vitamin C and TGZ on Huh7 cell viability ................................ 174 

Figure 4-5 Effect of co-treatment of Vitamin C and TGZ on ROS production in Huh7 

cells. ....................................................................................................................... 176 

Figure 4-6 The effect of TGZ on GSH levels in Huh7 cells ..................................... 178 

Figure 4-7 The effect of TGZ on CYP3A4 induction in Huh7 cells ......................... 180 

Figure 4-8 The effects of TGZ on ATP levels in Huh7 cell ..................................... 181 

Figure 4-9 The effects of TGZ on pyruvate levels in Huh7 cells ............................. 183 

Figure 5-1 An outline of systems biology ................................................................ 195 

Figure 5-2 Probable pathways of TGZ-induced liver toxicity for model creation ..... 197 

Figure 5-3 Petri net representation of TGZ-Bcl-2 interactions and induction of 

apoptosis. ............................................................................................................... 199 



 

x 

 

Figure 5-4 Petri Net representation of TGZ-induced PXR activation ...................... 201 

Figure 5-5 Petri Net representation of cholesterol signalling .................................. 203 

Figure 5-6 Model simulation output comparison with in vitro data on the effect of TGZ 

on Nuclear receptor occupancy .............................................................................. 205 

Figure 5-7 A- D and A1-D1 Comparison of simulation outputs ............................... 207 

Figure 5-8A-B Comparison of model prediction and in vitro assessment of the effects 

of TGZ on Bcl-2/xL expression ............................................................................... 209 

Figure 5-9A-D Model simulation outputs of the effects of TGZ on BSEP and Bile 

acids compared with in vitro data on TGZ-induced BSEP inhibition ....................... 212 

Figure 5-10 Model simulation output of the effect of TGZ on cholesterol levels at 

different time points. ............................................................................................... 215 

Figure 5-11 A-B Model simulation output and in vitro data on the effect of TGZ on 

PTEN expression levels ......................................................................................... 217 

Figure 5-12 Model simulation output and in vitro data on the effect of TGZ on 

glucose metabolism................................................................................................ 219 

Figure 5-13 Model simulation output of the effect of TGZ on CYP3A4 levels ......... 221 

Figure 5-14 Model simulation output of the of TGZ-quinone formation compared with 

in vitro and in vivo data on the effects of TGZ-quinone formation .......................... 222 

Figure 5-15 A-B Model simulation output of the effect of TGZ-SO4 formation ....... 224 

Figure 5-16 A-C Model simulation output of TGZ on ATP and complex V and in vitro 

assessment on complex I-V ................................................................................... 226 

Figure 5-17 Model simulation output on the effect of TGZ on cell number ............. 227 

 

 



 

xi 

 

List of Tables 

Table 1-1 Nuclear receptor subtypes and their signalling mechanisms.................... 46 

Table 1-2 Reactions categorised as phase I or phase II metabolism ....................... 66 

Table 2-1 Materials and reagents ............................................................................. 98 

Table 2-2 SurreyFBA analysis displaying metabolic reactions ............................... 108 

Table 2-3  Table showing external metabolite tag dialogue box ............................. 109 

 

 



 

12 

 

Chapter 1 Introduction 

Currently, there are over 60 million chemicals in the world, but only a fraction of them 

(therapeutic drugs) are approved for the treatment of diseases (Raunio, 2011). The 

adverse effects and reported cases of idiosyncratic toxicity associated with these 

products in humans are major limiting factors that reduce the success rate of drug 

development (Aithal, 2015; 2019; Amacher, 2012; Kaplowitz, 2006; Plant, 2004; 

Raunio, 2011). In many cases, these liabilities can be identified during drug 

development, either allowing the early termination of a development programme or 

the optimisation of alternate candidate drugs. However, some adverse effects are 

exhibited either only after chronic exposure or in a sensitive subset of the patient 

population. While clinical trials are used as the gold standard to test drug safety in 

man, they have several limitations, such as the size of the target population being 

small, meaning rare events may go unidentified. In addition, clinical trials are time-

consuming and expensive, with an estimated cost of over USD 1 billion per drug 

(Matthews et al., 2016; Morgan et al., 2011). Even following the successful 

completion of the early stages of clinical trials, the subsequent market withdrawal of 

drugs due to either idiosyncratic or unpredicted effects not being identified in animal 

models demonstrates their fallibility (Kola, 2008). The current strategy adopted in 

modern drug development is the identification of early toxicity through the 

development of predictive in vitro and in silico analyses for initial toxicity assessment 

(Sirenko et al., 2014). 

1.1 Toxicity testing in drug discovery and development 

Drug discovery and development comprises five stages: identification of the 

biological target, selection of a lead candidate drug, preclinical safety assessment, 

toxicity evaluation and pharmacokinetic studies (Figure 1-1). In addition, it is 

necessary to carry out clinical studies in subjects and acquire regulatory 

authorisation for marketing (Matthews et al., 2016). Study design in each stage is 

adapted based on the properties of the drug in question and its physiological target. 

For instance, in the process of clinical development, researchers generally involve 

healthy volunteers. However, in the event of inherently toxic anti-cancer agents, 

special techniques are used in place of healthy volunteers (Gupta et al., 2012).  
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In silico, in vitro, in vivo, ex vivo, or human clinical research is explored during drug 

development to establish the effectiveness and safety of the new drug (Gupta et al., 

2012; Ward et al., 2011). There can be an overlap between the research used in 

each stage of drug development and other studies, such as long-term animal 

reproductive resources as well as phase I clinical trials, that could be undertaken 

separately. 

 

Figure 1-1 Drug discovery and development procedure 
The drug discovery and development procedure undergo five stages. In the initial 
phase, an appropriate biological target that plays a significant function in a 
particular disease is isolated. A prospective lead candidate drug that has an affinity 
for the biological target and can correct the disease state is carefully chosen. The 
lead drug is exploited during preclinical development and its properties are set up 
by a series of in vitro and in vivo safety, toxicity, pharmacological, and 
pharmacokinetic analyses. Successful completion of these analyses leads to the 
first test of the drug in humans, followed by clinical trials. The preclinical and 
clinical records are sent to the regulatory authorities for endorsement for 
marketing. The drug developer carries on surveillance of the effects of the drug 
through the gathering of post-marketing records (Matthews et al., 2016). 
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1.1.1 Drug target classification 

Drug discovery methods start with the identification of a potential drug candidate for 

the correction of pathological conditions or medical syndromes. Traditionally, cellular 

proteins, for instance, G-protein coupled receptors, ion channels, or nuclear 

receptors, as well as kinases, have been biological foci for drug discovery pathways. 

Conversely, improvements in genomic as well as proteomic skills, such as 

microarrays and genome sequencing, have paved the way for genes, RNA, and 

novel proteins to become drug discovery targets (Acharya & Garg, 2016; Schenone 

et al., 2016). 

1.1.2 Candidate drug selection  

Drug candidates are usually selected with backups (2–3) in case the lead candidate 

fails at some point. After the selection of a drug target, a potential drug candidate 

molecule is then identified. It is achieved either by screening compound libraries 

using high throughput screening or using computational methods such as 

quantitative structure-activity relationship (QSAR) modelling to identify small 

molecules with suitable affinity for the biological target (Cumming et al., 2013; Plant, 

2015; Yang et al., 2018). However, the difficulty is how to filter through the potential 

candidates and identify a lead drug candidate, likely to be efficacious and non-toxic 

in humans. Drug developers use the high throughput screening and the QSAR data 

to choose a drug candidate for further development as they postulate a few potential 

drug candidates. Drug attrition rates could be reduced early on by starting toxicology 

analyses during the lead selection stage to determine which potential drug is the 

safest and most suitable for venture and expansion. Several in vitro and a few in vivo 

studies are conducted in the early stages of drug development to update the 

properties of the likely drug candidates (Beck et al., 2014). In a situation where the 

administration of a potential drug candidate is by oral means, the rate of absorption 

of the compound is evaluated. As uptake of a drug occurs in the small intestine 

through the trans-epithelial transport routes, the assimilation of drug candidates 

through the intestinal mucosa is determined by employing computational modelling 

in vitro assays as well as ex vivo models utilising intestinal portions of 

animals. These models help determine whether the drug candidate will cross the 
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intestinal mucosa through gradient-dependent, passive routes (Annaert et al., 2010; 

Withington, 2002). Also, the hepatic portal vein transports drugs absorbed through 

the intestinal mucosa to the liver where they are bio-transformed (Fan et al., 2010). 

Drugs and their metabolites undergo systemic circulation and elicit their effects on 

target and non-target organs. Drug companies use the records from early-stage 

toxicity research to determine which of the candidate drugs has the highest likelihood 

of being approved for marketing. The selected lead drug then enters preclinical 

development where the safety and effectiveness of the drug are assessed. 

1.1.3 Preclinical development 

Drug developers find the preclinical and clinical drug development phases to be the 

most time-consuming and costly phases. Throughout these stages, the front-runner 

drug goes through broad analysis to find out the effectiveness and safety of the drug 

in humans. However, the toxicity must be assessed using in vivo animal studies 

before the drug can be tested in humans. Early in vitro metabolic studies performed 

by exploiting liver cell lines and primary cells will update the primary metabolites 

produced when the drug is biotransformed. In the course of preclinical toxicity 

analysis, the use of animal species allows researchers to establish the primary 

metabolites that were identified in the early in vitro studies (Jia & Liu, 2007; 

Lennernas, 2007). Acute toxicity is then conducted to determine the LD50 (lethal 

dose 50%) dose of the drug. These experiments employ both male and female rats; 

the drug is given once at a high dose through the route of intended exposure, and 

the animals are observed for two weeks. During the preclinical study, the food and 

water intake, behaviour, as well as the death of the animals are recorded in two 

species (one rodent, one non-rodent) to account for species variations. This also 

adds to drug developers' expenses and ethical challenges (Muralidhara et al., 2001; 

Stallard et al., 2002). 

The sub-chronic study is then undertaken to determine the ‘‘no observed adverse 

effect level’’ as well as the ‘‘lowest observed adverse effect level’’. These studies 

may last for over 80 days and use a single rat and one non-rodent species with more 

than 20 animals of each gender; the drug is given periodically in toxic doses without 

causing death. At the final stage of the study, blood samples are collected for 
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histopathology, haematology, as well as biochemical evaluation. These are carried 

out to determine the drug's effects on both target and non-target organs (Balls & 

Clothier, 2010). Toxicity reports generated from preclinical animal experiments are 

used to support drug development portfolios which might be sent to the regulatory 

authorities for approval for assessment in humans. Clinical development then follows 

and, in this process, a tenth of the lowest, utmost tolerated dose seen in the in vivo 

chronic toxicity evaluation becomes the initial dose for human clinical trials (Balls & 

Clothier, 2010). 

1.1.4 Clinical trials  

Phase I clinical trials are conducted with a small group of healthy volunteers. They 

are used to decide the drug dosing routine that is to be administered in imminent 

trials to ascertain safety or toxicity concerns and to establish the pharmacokinetic 

outlines of the drug in humans (Yao et al., 2009). Phase I tests are conducted to 

determine the safety of the drug in humans, and a successful conclusion results from 

phase II clinical trials (Lim et al., 2018; Newell, 2014). The primary aim of Phase II is 

to establish the effectiveness of the drug that has undergone phase I trials. Phase III 

trials are conducted to subject a larger patient population to the drug to validate its 

safety and scope of therapeutic dose (Sachs et al., 2015). In vitro, in vivo animal and 

human toxicity studies carried out throughout drug development phases are 

designed to advise on the novel drug's possible toxicity. 

Before getting approval for marketing, drug developers must prove the safety of the 

novel drug in test subjects. In this situation, clinical trials are a crucial step in drug 

development as they elucidate the safety of the drug in subjects. On the other hand, 

there have been incidents where a drug's ability to cause severe adverse reactions 

in some individuals only becomes noticeable after quite a few subjects have taken 

the drug. TGZ is a classic example of such an incident. In a small group of patients, 

TGZ was found to cause severe liver toxicity and, in some cases, fatality in a small 

group of patients after it had been prescribed to millions of people living with 

diabetes (Chojkier, 2005; Ikeda, 2011; Jaeschke, 2007; Julie et al., 2008; Menini et 

al., 2006). Drug development involves a lengthy and costly process, and the success 

of the drug is not guaranteed. Many fail either in late-stage clinical trials or in the 
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market. With more predictive in vitro and in sillico tests, it is unlikely that a drug will 

fail in the late stage. 

1.1.5 The physiological functions of the liver  

The liver is the largest second organ in the body that weighs approximately 1.5 kg 

and accounts for about 2.5% of the human adult body weight (Moore et al., 2010). 

The liver performs an array of functions in metabolism (drug metabolism, bilirubin via 

conjugation), immunity (e.g., Kupffer cells remove bacteria, viruses, old and 

damaged blood cells), digestion (production of bile acid), as well as storage of 

vitamins (A, D, K, B12, and folate). It comprises several cell types, of which the 

majority (approximately 80% by number) are hepatocytes, with a lower number of 

Kupffer cells, stellate cells, or endothelial cells (Kaplowitz, 2006; Tezcan et al., 

2019). The liver is a strategically vital organ because of its dual blood supply from 

the portal vein (about 75%) and the hepatic artery (approximately 25%). The liver 

has a dual blood supply because the hepatic artery transports oxygenated blood 

from the general circulation, while the hepatic portal vein transports deoxygenated 

blood from the small intestine, which may contain nutrients or toxins. It is interlinked 

with practically every organ system (every organ is interlinked with every other 

organ); therefore, it is predisposed to a range of diseases. The lobule constitutes the 

functional unit of the liver. It is hexagonal and consists of a portal triad (portal, vein, 

hepatic artery, and bile duct) at each corner. The lobule building block is the 

hepatocytes that possess physiologically distinct apical and basolateral membranes 

(Figure 1-2) (Adams & Eksteen, 2006; Kaplowitz, 2006). 
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Figure 1-2 Three structural design of the liver lobule 
The liver receives a large volume of blood supply from the portal vein and about 
25% from the hepatic artery. The portal veins and the hepatic arteries stop in the 
intrahepatic portal tracts, including the bile duct that carries bile from the 
canaliculus via the extrahepatic biliary system (gallbladder, bile ducts) outside to 
the gut. The terminal portal veins induce the septal branches that empty blood into 
the sinusoids that constitute the circulatory system, which takes blood through the 
acinus to the central vein. The hepatic artery ends in axial branches that proceed 
to the portal vein and cease in the sinusoid. The sinusoids are covered by 
endothelial cells, distinguished by the lack of tight junctions, the lack of a 
noticeable basement membrane and the existence of open fenestrae that are 
prearranged into sieve plates. The sinusoidal endothelium is intermixed with 
Kupffer cells and overlies the space of Disse, which encompasses extracellular 
matrix proteins and fibroblasts called the hepatic stellate cells (Adams & Eksteen, 
2006) 

 

1.1.5.1 Hepatocytes  

Hepatocytes are the central parenchymal cells in the liver, forming about 80% of the 

liver's entire mass. Hepatocytes are enriched in organelles such as the endoplasmic 

reticulum and the Golgi apparatus. Hepatocytes are abundant in mitochondria (about 

1000 per cell); besides, they contain lysosomes and peroxisomes (Malarkey, 2005). 
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Hepatocytes play critical roles in lipid, carbohydrate, as well as protein metabolism. 

They are also involved in the production of serum proteins, such as albumin and 

coagulating factors (Malarkey, 2005). Moreover, hepatocytes produce and secrete 

bile, detoxify, excrete cholesterol, steroid hormones, xenobiotics, and drugs. Most 

drugs (over 100s) are metabolised by the mixed functions of monooxidases located 

in the hepatocytes and support the conversion of both endobiotic and xenobiotic 

compounds into water-soluble metabolites for elimination by the kidney (Amacher, 

2012; Kaplowitz, 2006). 

Hepatocytes are grouped into three zones based on perfusion as well as 

functionality. The hepatocytes' first zone is the periportal zone, which is first-rate 

perfused and first to redevelop because of its closeness to oxygenated blood and 

nutrients. Due to its high perfusion, this section of the liver plays a critical role in 

oxidative metabolism, for instance, the synthesis of glucose from non-carbohydrate 

sources, bile formation, cholesterol production, and amino acid catabolism. The 

second zone of the liver, the hepatocytes' pericentral zone, sits between sections 

one and three. Section three has the lowest perfusion due to its distance from the 

portal triad (Figure 1-2) (Kaplowitz, 2006). 

1.1.5.2 Kupffer cells 

Kupffer cells (KC), are the resident macrophages in the liver and contain the 

prevalent resident tissue macrophage population in the body (Kakinuma et al., 

2017). KCs and other cells, for instance, the cells of the innate immune system 

(natural killer T-cells as well as the dendritic cells) are sited in the sinusoid. The KCs 

are close to parenchymal and nonparenchymal cells in the liver, which allows KCs to 

control liver activity in both healthy and disease conditions (Kakinuma et al., 2017). 

Under healthy conditions, the KCs display a tolerogenic phenotype, which means the 

tolerance is essential to prevent an unwanted immune response in the case of 

immunoreactive particles into the liver sinusoid and or antigens present on dead 

cells as they are discharged from the distribution in the liver. Various toxic mediators 

can trigger KCs to cause the discharge of cytokines as well as reactive oxygen 

species (Kakinuma et al., 2017). KCs possess receptors that bind to cells covered 

with immunoglobins or bind to complement receptors and consequently, phagocyte 
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cells (Bilzer et al., 2006). However, a change in the functional activity of KCs may be 

linked with a variety of disease conditions. It implies that, due to the proximity of KCs 

to parenchymal and nonparenchymal cells in the liver, loss of tolerogenic state can 

result in hepatocellular injury; that is, KCs transition from tolerogenic to pathologically 

activated states (chronic inflammatory disorders) (Bilzer et al., 2006). Although KCs 

can be protective in a few states, such as drug-induced liver injury; impairment in the 

precise control of inflammatory reactions in KCs can cause chronic liver inflammation 

(McCuskey & Wisse, 2010). 

KCs represent an essential element of innate immunity, the initial, rapid response to 

potentially dangerous stimuli (Parker & Picut, 2005). Periportal KC has higher 

lysosomal enzyme activities and a greater phagocytic capacity than midzonal and 

perivenous KC (Kappas, 2003; Ryter et al., 2006). The rapid clearance of bacteria 

from the bloodstream has been attributed to fixed tissue macrophages, particularly to 

KC (Steib & Gerbes, 2009). In brief, most organisms taken up in the liver are bound 

extracellularly by KC (McCuskey & Wisse, 2010). A previous report has suggested 

that binding is mediated in part by the interaction of lectins expressed by KC and 

carbohydrate residues expressed by the bacteria (Steib & Gerbes, 2009). In addition, 

complementary adhesion molecules (CD11b/ CD18 and CD54) facilitate the 

adherence of neutrophils to the KC (McCuskey & Wisse, 2010), which subsequently 

internalise and kill the organisms bound to the KC surface (Hoedemakers et al., 

2008). Clearance of infiltrating neutrophils from inflamed tissues is required for the 

resolution of inflammation. The ingestion of neutrophils by KCs may also have 

profound implications for developing and expressing adaptive immunity in the liver 

(Figure 1-2) (Adams & Eksteen, 2006). 

It has been suggested that the liver is actively tolerogenic and plays a critical role in 

preventing generalised inflammation by eliminating circulating CD8+ T cells specific 

to systemically disseminated antigens (Adams & Eksteen, 2006). Interestingly, 

recovery from chronically accepted hepatic allografts has a more remarkable ability 

to induce apoptosis of alloreactive T cells. In contrast, the administration of these 

cells significantly prolongs the survival of hepatic allografts in an acute rejection 

model (Sun et al., 2003). 
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1.1.5.3 Endothelial cells 

Endothelial cells (Figure 1-2) are multifunctional cells capable of secreting 

biologically active mediators (Garbuzova-Davis et al., 2018). Endothelia cells line the 

liver sinusoid walls and play a role in filtration in the presence of fenestrate 

(Garbuzova-Davis et al., 2018). These cells exhibit a sizeable endocytic capacity for 

extracellular matrix components and immune complexes (Garbuzova-Davis et al., 

2018; Pate et al., 2010). Endothelial cells play an essential regulatory role as a 

physical barrier and a source of various chemical substances in circulation. For 

example, endothelium-derived nitric oxide and prostacyclin induce vascular 

relaxation and inhibit platelet function in response to physical stimuli, hormones, and 

platelet-related substances (Barton et al., 2012; Versari et al., 2009).  

Some substances can induce smooth muscle cell hyperpolarization. In turn, the 

endothelial cells can produce several contraction-inducing factors, for instance, 

endothelial, thromboxane A2, angiotensin II, and superoxide under some conditions. 

Endothelial cells can provide a source of growth inhibitors and promoters, including 

heparin, platelet-based growth factor, and thrombospondin. Various vasoactive 

substances, such as nitric oxide (NO), endothelin, and angiotensin II, released from 

the endothelium may also influence vascular development (Barton et al., 2012; 

Versari et al., 2009). The endothelial layer can, therefore, control vascular tone and 

development. Cardiovascular disorders, such as hypertension and atherosclerosis, 

may play a role in the dysfunction of these endothelium-dependent regulatory 

systems (Barton et al., 2012). Diabetes patients often display endothelium-

dependent vasodilatation disruption. It is mainly because the condition is often 

associated with other cardiovascular complications, including high blood pressure, 

obesity, and dyslipidaemia. One of the main adverse effects of these fatty foods is 

the high levels of circulating free fatty acids that induce ROS development and 

impair endothelial function (Barton et al., 2012; Versari et al., 2009). 

Insulin was shown to induce a concentration-dependent increase in lower limb blood 

circulation in healthy participants by reducing vascular resistance in skeletal 

muscles, primarily by vasodilating microcirculation. This observed vasodilatory effect 

of insulin is mediated at least partly by increased NO output by activating the Insulin 
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receptor substrate-1/Phosphoinositol 3-Kinase/Akt (Clerk et al., 2004). Free radicals 

may disturb the balance of NO, destroy the endothelium, and enable toxins to move 

into the body tissues through excessive permeability (Garbuzova-Davis et al., 2018). 

In a situation where the endothelium becomes compromised and NO levels are 

imbalanced, cells that remain in the blood can move into the adjacent body tissue 

through blood vessels. Many of them involve C-reactive protein, formed by the liver 

and causing inflammation (Garbuzova-Davis et al., 2018; Michiels, 2003). 

Endothelial signalling may become impaired when NO action is blocked, culminating 

in systemic disease since the endothelium consistently retains about 60,000 miles of 

blood vessels in the human body (Maritim et al., 2003; Tripathy et al., 2003). Various 

factors, including obesity, smoking, insomnia, a high level of microbial infection, 

increased glucose consumption, and exposure to metals or air pollutants, can 

maximise free radicals in the body. If the endothelium acts correctly, it helps maintain 

blood coagulation, provides an immune response to the body, regulates the fluid 

volume, the number of electrolytes and other substances flowing through the tissues 

from the blood, causing dilation or constriction (Garbuzova-Davis et al., 2018; 

Michiels, 2003). 

Also, hepatic ECs in both mice and humans are incredibly varied, forming the 

second-largest liver cells. Most of them line hepatic sinusoids identified as liver 

sinusoidal ECs (LSECs) (DeLeve, 2013). They have a sinusoidal architecture, which 

means that luminal and abluminal plasma membrane fusion occurs in areas called 

"fenestrae" at locations other than cell junctions. LSECs lose cell markers of 

continuous endothelial cells during that period, including platelet endothelial 

adhesion molecule-1, also called the differentiation cluster. Hepatoblasts control this 

separation of LSECs both through the vascular endothelial growth factor they 

release and by direct intercellular interactions (DeLeve, 2013). Under physiological 

conditions, despite significant alterations in hepatic blood flow befalling during 

digestion, LSECs control hepatic vascular tone, leading to the maintenance of low 

portal pressure. LSECs preserve hepatic stellate cell quiescence, thereby repressing 

the production of intrahepatic vasoconstriction and fibrosis. LSECs play a crucial role 

in the onset and growth of chronic liver diseases under pathological conditions 

(DeLeve, 2013). They become capillarized and lose their defensive properties, and 
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they stimulate vasoconstriction and angiogenesis. Following acute liver damage or 

partial hepatectomy, LSECs are involved in liver regeneration as they renew from 

LSECs and LSEC progenitors, feel changes under stressful conditions such as 

surgery, and associate with platelets and inflammatory cells. LSECs also play a part 

in developing and advancing hepatocellular carcinoma, ageing, inflammation, and 

infection-related liver lesions (DeLeve, 2013). 

1.1.5.4 Stellate cells 

The liver also plays a critical role in the uptake of vitamin A and stores over 90% of 

the retinoids contained in the human body. Stellate cells (Figure1-2) serve as a 

warehouse to store a large amount of retinol and retinyl palmitate in lipid droplets 

inside their cytoplasm (Yin et al., 2013). Stellate cells are located between the 

hepatocytes and the sinusoids and typically extend beyond to connect several 

sinusoids. Stellate cells regulate the turnover and release of materials into the 

extracellular space, producing a complex meshwork of proteins and carbohydrates 

(extracellular matrix) and controlling sinusoidal contractility (Yin et al., 2013). Under 

stressful conditions, the stellate cells may be stimulated and changed into 

myofibroblasts, which play a crucial role in provocative fibrotic reactions (Kmieć, 

2001; Yin et al., 2013). When triggered, stellate cells may proliferate and create large 

amounts of extracellular matrix for each cell (Adams & Eksteen, 2006; Kmieć, 2001). 

Stellate cells' involvement in critical roles in hepatic repair and pathological 

processes has made it one of the significant spotlights of liver studies (Adams & 

Eksteen, 2006; Yin et al., 2013). Hepatic fibrosis is a prevalent complication 

associated with most chronic liver diseases that are potentially life-threatening and 

thus pose a high medical and economic burden (Weiskirchen & Tacke, 2016). 

Furthermore, liver fibrosis is not a simple reaction. Still, it is connected to various 

soluble factors (cytokines and chemokines) and different cellular subgroups that are 

liver-resident and infiltrating. The chemical and biological activities of the disease-

causing agent are controlled. The pathogenic fibrogenesis series is triggered by the 

destruction of parenchymal cells resulting from a wide variety of hepatotoxic and 

injurious agents and mechanisms (Weiskirchen & Tacke, 2016). 
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In most cases, tissue damage first causes an inflammatory response affecting the 

local vascular system and the immune system, and the endocrine and neurological 

mediators are systemically mobilised. Non-parenchymal cells such as endothelium 

and stellate cells and resident immune cells, such as macrophages, dendritic cells, 

and mast cells with specialised surface receptors, detect pathogen-associated 

molecular patterns such as bacterial toxins and molecular patterns associated with 

damage and mediate this response (Arndtz & Hirschfield, 2016). These contribute to 

the activation of matrix-producing cell populations, including HSCs transiting to 

myofibroblasts, portal myofibroblasts, resident fibroblasts, and many other cell types 

belonging to the myofibroblast pool. Liver fibrosis can be a causative product of 

various underlying aetiologies, including genetic disorders, chronic viral infection, 

excessive alcohol intake, or venous obstruction (Arndtz & Hirschfield, 2016; 

Weiskirchen & Tacke, 2016). 

During the last few decades, hepatic stellate cells (HSC) were mainly viewed as 

"resting cells" that store vitamin A and impact sinusoidal blood flow. HSC facilitates 

intercellular communication by synthesising and stimulating the production of 

polypeptide mediators. Erythropoietin and elements of the plasminogen activation 

system that maintain homeostasis in the hepatic sinusoid microenvironment are also 

a key function of HSC (Tacke & Weiskirchen, 2012). For instance, HSC can produce 

a hematopoietic growth factor with potentially beneficial actions during liver 

regeneration or recovery from injury (Schmeding, 2007). HSC, on the other hand, 

can act as antigen-presenting cells (APCs) that express pattern recognition 

receptors (PRRs), respond to damage-associated molecular patterns (DAMPs), and 

interact with a variety of immune cells to modulate their activity or promote 

differentiation (Chen et al., 2006; Yu et al., 2004). Moreover, HSC interact with 

immune cells in a bidirectional manner (Maher, 2001; Kitano & Bloomston, 2016; 

Wasmuth et al., 2010). They receive a glut of signals from individual immune cells 

and in turn produce many soluble inflammatory mediators that elaborate on the fact 

that signals are influencing the biological properties of different immune cells. Key 

signalling pathways for HSC activation may include nuclear factor kappa B (NF-κB). 

This promotes HSC activation upon either lipopolysaccharide (LPS) or TLR4 

stimulation or AT induced cytosolic Ca2+ influx via purinergic signalling receptors, 
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including P2Y (Dranoff et al., 2004). During hepatic insult, HSC produces reactive 

oxygen species (ROS), proinflammatory cytokines, chemokines, and their receptors 

and can act as non-APCs (Wasmuth et al., 2010). On the other hand, HSC depletion 

has been linked with high expression of interleukin 10 (IL-10) and interferon-gamma. 

This might lead to activated HSC and a subsequent response to liver injury (Puche 

et al., 2013). In summary, HSC significantly contributes to and participates in the 

liver's immune response. 

1.2 Drug-induced liver injury (DILI)   

The liver plays a crucial function in xenobiotic metabolism and, as such, it is a critical 

target organ for the adverse effects of drugs. Almost every given medication may 

cause liver toxicity (Aithal, 2015; 2019; Alempijevic et al., 2017; Björnsson, 2014; 

Holt & Ju, 2006; Iryna et al., 2015; Marks & Harbord, 2013; McGill et al., 2014). DILI 

is one of the vital factors that contribute to a drug's withdrawal from the market 

(Aithal, 2015; 2019; Uetrecht, 2019), and it represents about 10% of all toxicities 

uncovered by raised hepatic enzymes and about 50% of acute liver failure 

(Björnsson, 2014). DILI can be classed into two, thus DILI-1 and DILI-2, based on 

incidence, animal model predictability, and dose dependency (Alempijevic et al., 

2017; Björnsson, 2014). It has been established that DILI-1 produces predictable 

liver toxicity. It is characterised by a relatively high incidence, is reproducible in at 

least one animal species, and has a dose-dependent build-up in prevalence and 

seriousness of the identified injury (Chen et al., 2015). DILI-2, also called an 

idiosyncratic reaction, is characterised by sudden or unpredictable liver toxicity. It 

has a relatively low incidence, occurring at therapeutic doses of about 1: 1000 to 

1:10000 subjects (Chalasani & Björnsson, 2010, Chen et al., 2015). A wide range of 

drugs have been implicated in idiosyncratic reactions (discussed further in section 

1.2.4). Although the prevalence of idiosyncratic responses is minimal, they can 

trigger either critical indisposition or result in death (Browning et al., 2004; Chen et 

al., 2015). 

1.2.1 Natural history of DILI 

In the American drug-induced liver injury network (DILIN), the presentation of DILI 

was with jaundice in 70% of cases. After drug withdrawal, the majority recovered; 
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however, 17% progressed to chronic DILI (defined as abnormal liver tests for more 

than 6 months) and 10% required a liver transplant and/or died (Fontana & Hayashi, 

2014). Mortality increased by 44% in the presence of Stevens-Johnson syndrome. 

Compared with those with cholestatic DILI, those with hepatocellular DILI were more 

likely to require a liver transplant (6.2% versus 2.9%, p<0.001) and have a fatal injury 

(9% versus 4%, p<0.001) (Fontana & Hayashi, 2014). Furthermore, use of non-body-

building herbal and dietary supplements was associated with a significantly higher 

need for liver transplant compared with conventional drugs (13% versus 3%, 

p<0.05). However, 7% of cases were attributed to herbal and dietary supplements 

during the first two years of the American DILI registry, compared with 20% 10 years 

later (Fontana & Hayashi, 2014). 

Distinctively, in hepatocellular DILI, a serum bilirubin of ≥3 times upper limit of 

normal (ULN) in the absence of biliary obstruction or Gilbert’s syndrome is 

associated with a mortality of approximately 10% (range 5–50%). The Spanish DILIN 

developed a composite score to predict ALF: AST ≥17.3 times ULN; total bilirubin 

≥6.6 times ULN; and AST: ALT ≥1.5 times ULN. These criteria are able to determine 

progression to ALF with a specificity of 82% and a sensitivity of 80% (Fontana & 

Hayashi, 2014).  This composite score, however, needs to be validated in additional 

prospective studies (Fontana & Hayashi, 2014). 

According to Ikeda (2011), TGZ caused atypical, liver cell injury-type liver toxicity in 

humans. Statistically, the double null genotype of glutathione S-transferase isoforms, 

GSTT1 and GSTM1, has been a risk factor, indicating the low activity of the patients 

with risk factors in scavenging chemically reactive metabolites (Ikeda, 2011). The 

metabolic activation was mediated by CYP3A4 and CYP2C8, and CYP3A4 was 

inducible by repeated exposure to TGZ (Ikeda, 2011). The genotype analysis, on the 

other hand, revealed that the metabolic idiosyncrasy is in the breakdown rather than 

the development of TGZ toxic metabolites (Ikeda, 2011). An antibody against hepatic 

aldolase B was found in the study subjects, implying that an immune reaction was 

involved in the toxic mechanism. TGZ induced apoptotic cell death in human 

hepatocytes at high concentrations, and this property may have served as an 

immunological danger signal, which is thought to play an important role in activating 

immune reactions. In the case of TGZ, pharmaceutical companies implemented 
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screening systems for chemically reactive metabolites at an early stage of drug 

development, taking into account both the amount of covalent binding to the proteins 

in vitro and the assumed clinical dose level (Ikeda, 2011). At the post-marketing 

stage, gene analyses of study subjects to identify pharmacogenetic biomarkers could 

be a powerful tool for identifying risky patients (Ikeda, 2011). 

1.2.2 The role of immune reactions to DILI 

Drug-induced liver injury, as described in the previous section, exhibits clinical 

features similar to allergic reactions involving adaptive immune system activation, 

such as a mild lymphocytic infiltrate (Liu et al., 2021). Even in cases of drug-induced 

hepatotoxicity, inflammatory cell infiltration into the liver is common, implying that the 

innate immune system plays a role (e.g., neutrophils, macrophages) (Aithal et al., 

2004; Björnsson & Aithal, 2020; Liu et al., 2021). 

According to existing research, mitochondrial dysfunction, oxidative stress, bile acid 

disparity, and inflammatory reactions all play a role in the onset and progression of 

DILI. However, these observations do not fully explain the mechanism of DILI (Aithal 

et al., 2004; Björnsson & Aithal, 2020; Liu et al., 2021). The liver is a complex 

immune organ that primarily protects the body by enduring self and foreign antigens 

(Björnsson & Aithal, 2020; Liu et al., 2021). When tolerance is compromised, 

activated immune cells may generate pro-inflammatory cytokines and chemokines, 

causing hepatic injury and inflammation, which defines the extent of the liver injury. 

Immune checkpoint molecules, regulatory immune cells, and other immune factors 

may all play a role in the balance of immune activation and tolerance (Björnsson & 

Aithal, 2020; Liu et al., 2021). 

Human Leukocyte Antigen alleles have been implicated in liver injury caused by a 

wide range of other drugs, including TGZ and flucloxacillin, shedding new light on the 

DILI puzzle. Besides, in some herbal and dietary supplement-induced liver injuries, 

antibodies or active T cells that support the immune system have been reported to 

play a pivotal role in the development of liver injuries (Björnsson & Björnsson, 2021; 

Liu et al., 2021). 



 

28 

 

Drugs or their reactive metabolites cause cell stress or apoptosis, which triggers the 

release of molecules that recruit and stimulate innate immune cells, which results in 

the generation of pro-inflammatory cytokines (Liu et al., 2021). These mediators 

stimulate adaptive immune cells, eventually transforming T cells into effector cells 

and B cells into antibodies released by plasma cells. During the activation of innate 

and adaptive immunity, host immune tolerance-related immune cells or cytokines 

may exert immunosuppressive effects (Björnsson & Björnsson, 2021; Liu et al., 

2021). However, if the balance is upset, the inflammatory response in the liver is 

compromised. 

DAMPs include high-mobility group box protein 1, heat shock proteins, ATPs, and 

others, such as mitochondria-derived DAMPs have been shown to induce 

inflammasomes by binding to Toll-like receptors 2 and 4. Under certain conditions, 

the recruited immune cells may exacerbate liver injury by releasing a large number 

of pro-inflammatory factors, resulting in a cytokine storm. Several other immune cells 

and cytokines associated with the immune reaction, such as Kupffer cells, 

macrophages, type-1 innate lymphoid cells, NK cells, neutrophils, and others, are 

implicated in the occurrence of DILI (Liu et al., 2021).These cells stimulate the 

inflammatory response by producing cytokines, chemokines, and reactive oxygen 

species (ROS), which attract immune cells to the site of injury to regulate the 

damage and activate the adaptive immune response (Liu et al., 2021). 

NK cells make up about 50% of hepatic lymphocytes in humans and play a role in 

inspecting transformed or infected cells by releasing granzyme and perforin. NK cells 

in the liver are involved in physiological and pathophysiological processes such as 

viral infections and other injuries, such as innate immune responses and cell-

mediated cytotoxicity (Björnsson & Aithal, 2020; Liu et al., 2021). These hepatic 

innate immune cells may play a role in DILI pathogenesis. In the mouse model, a 

double-stranded RNA viral derivative that caused the accumulation and activation of 

NK cells increased the halothane-induced hepatotoxicity (Liu et al., 2021). Indeed, 

NK cells can modulate DILI by producing interferon-gamma, resulting in hepatocyte 

cytotoxicity, and NK cell cytotoxicity is regulated by a complex network of activating 

and inhibitory receptors. There is evidence that NK cells play a role in DILI, as they 
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are frequently involved in DNA damage, making histiocytes vulnerable to NK cell 

lysis (Björnsson & Aithal, 2020; Liu et al., 2021). 

1.2.3 Idiosyncratic drug Induced liver injury (IDILI) 

Idiosyncratic drug–induced liver injury (IDILI), as discussed in the previous section, 

refers to a deleterious liver response that cannot be likened to the drug's normal 

therapeutic effects and is a result of the individual’s reaction to the drug (Dara et al., 

2017; Tailor et al., 2015; Watkins, 2019). The mechanisms of IDILI are still unknown, 

but they are multistep but also multicellular in disposition (Tailor et al., 2015; 

Watkins, 2019). Because the occurrence of these interactions is relatively low, 

predicting IDILI during preclinical trials is difficult, if not unlikely. Clinical signs may 

include hepatic, cholestatic, or mixed injuries, as well as significant elevations in ALT 

levels (Dara et al., 2017; Tailor et al., 2015; Watkins, 2019). Often, the result is acute 

liver failure, which leads to morbidity and mortality in the patient. Antibiotics and 

nonsteroidal anti-inflammatories, including co-amoxiclav, flucloxacillin, diclofenac, 

and isoniazid, are the most common causes of IDILI (Aithal & Daly, 2010). 

Considering the mixed clinical manifestations and the various drug classes involved, 

it appears unlikely that IDILI is caused by a single process. Furthermore, even within 

the same drug class, similar symptoms may be caused by different mechanisms 

(Dara et al., 2017; Tailor et al., 2015; Watkins, 2019). 

TNF–induced apoptosis, mitochondrial dysfunction, cell stress, genetic 

polymorphisms, and stimulation of the innate and adaptive immune systems, 

according to Tailor et al., are among the mechanisms of DILI. Interestingly, danger 

signals to the immune system can emerge in an environment of cell stress. The 

cytochrome P450 oxidising system, N-acetyl transferases, and glucuronsyl 

transferases were among the first associations discovered. Drug transporters and 

superoxide dismutase are two other proteins that have been linked. Under the 

metabolism of CYP2C8 and UDP-glucuronosyltransferase-2B7, the nonsteroidal 

anti-inflammatory drug diclofenac can form highly toxic chemically reactive 

metabolites (CRMs) (UGT2B7) (Tailor et al., 2015). 
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Furthermore, polymorphisms in the transporter allele adenosine triphosphate-binding 

cassette, subfamily C (ABCC2) have been linked to IDILI susceptibility in diclofenac-

treated subjects (Tailor et al., 2015). 

A significant number of human leukocyte antigen (HLA) associations with drugs that 

cause IDILI have been discovered, and they are progressively being demonstrated 

to have a poor outcome in a clinical context (Aithal & Daly, 2010; Tailor et al., 2015). 

This suggests that the adaptive immune system may play a role in pathophysiology. 

The discovery of a strong link between the HLA B*57:01 allele and the HIV treatment 

abacavir has provided new insights into the critical role of T-cells in abacavir 

hypersensitivity (Tailor et al., 2015). The mechanism underlying abacavir 

hypersensitivity has now been identified, and this discovery has led to a significant 

change in clinical practice. Even though abacavir is not the cause of IDILI, it has 

been linked to flucloxacillin and HLA B*57:01 (Daly et al., 2009; Tailor et al., 2015). 

The link between IDILI and HLA provides compelling evidence for an immunological 

mechanism for IDILI (Aithal & Daly, 2010). Recently, multiple gene polymorphisms 

have been found to coexist and may have a mechanistic link (Aithal & Daly, 2010; 

Tailor et al., 2015). When the UGT2B7 and ABCC2 polymorphisms were considered 

together, for instance, they demonstrated a strong connection with diclofenac 

induced- liver toxicity (Tailor et al., 2015). 

CRM generation, covalent binding, as well as genetic polymorphisms all have the 

potential to contribute to IDILI (Nicoletti et al., 2017). Other considerations, however, 

may be involved in an immune-stimulated drug response. The presence of T-cells in 

liver biopsies from subjects with IDILI and the isolation of drug-specific T-cells in 

subjects with IDILI support an immune response pathophysiology. Immune activation 

requires two factors: maturation of antigen-presenting cells and presentation of novel 

antigens to T-cells. CRMs may cause liver cells to release danger signals, triggering 

the release of antigen-presenting cells (Dara et al., 2017; Tailor et al., 2015; Watkins, 

2019). 

Damage-associated molecular patterns and pro-inflammatory cytokines are released 

by stressed or necrotic cells. Both play a role in the maturation of antigen-presenting 

cells as well as their recruitment to the site of injury. Co-stimulatory molecules are 
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significantly increased in response to these "danger signals," increasing their ability 

to trigger T-cells (Nicoletti et al., 2017; Tailor et al., 2015; Watkins, 2019). According 

to the hapten model, the CRM will bind covalently to endogenous proteins to 

produce protein adducts. While a drug molecule may be too small to be 

immunologically significant, a protein adduct may be processed by antigen-

presenting cells, presented by major histocompatibility complex (MHC) molecules, 

and recognised as a foreign antigen by a T-cell (Dara et al., 2017; Tailor et al., 2015; 

Watkins, 2019). 

To investigate the nature of the drug–antigen interaction in vitro, naive T-cells from 

volunteers expressing this allele can be primed with ticlopidine. However, in vitro 

models are incapable of reproducing all the complex regulatory mechanisms in IDILI 

(Tailor et al., 2015). As a result, there is an urgent need to fully understand the 

mechanisms involved in IDILI animal models. Recent research with the antimalarial 

amodiaquine has made significant progress in animal models for IDILI, using PD-1 

(/) mice to model liver injury (Tailor et al., 2015). However, much larger studies with 

other drugs are required. A wide range of genetic polymorphisms are linked to IDILI. 

suggests the involvement of numerous toxicological pathways. Even so, the 

percentage of HLA associations observed, and current T-cell data suggest that 

immunological mechanisms play a critical role in the aetiology of IDILI (Dara et al., 

2017; Nicoletti et al., 2017; Tailor et al., 2015; Watkins, 2019). 

Class I and Class II of the major histocompatibility complex have similar folds. The 

binding platform is made up of two domains, one of which is derived from a single 

heavy α-chain (HC) in the case of MHC class I and the other from two chains (α-

chain and β-chain) in the case of MHC class II (Tailor et al., 2015; Watkins, 2019). 

The two domains evolved to form a slightly curved β-sheet as the base and two α-

helices on top that are spaced far enough apart to accommodate a peptide chain in 

between. The peptide-binding unit is aided by two membrane-proximal 

immunoglobulin (Ig) domains. Each MHC class II chain contains one Ig domain, 

whereas the non-covalent association of the invariant light chain beta-2 

macroglobulin with the heavy -chain provides the second Ig-type domain of MHC 

class I. Transmembrane helices serve as membrane anchors for the HC of MHC 

class I and both chains of MHC class II (Tailor et al., 2015; Watkins, 2019). 
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In both human and laboratory studies, it has been shown that MHC variability and 

selection mechanisms are functionally relevant in the immune system. In contrast to 

expectations of the MHC hypothesis, the vast bulk of actual evidence has come from 

human research or laboratory tests up to this point. Hepatitis B virus infections are 

eliminated more rapidly from the bodies of MHC heterozygotes than from the bodies 

of MHC homozygotes (Tailor et al., 2015). Comparatively to homozygous mice, 

MHC-heterozygous animals displayed decreased pathogenicity during bacterial and 

viral infection, stronger T-cell-mediated immunity after infection with lymphocytic 

choriomeningitis, and a faster rate of parasitic worm clearance after infection with 

adenovirus (Tailor et al., 2015). Tumour incidence and remission in heterozygous 

hens infected with the Rous sarcoma virus were both much lower and occurred 

considerably more quickly (Dara et al., 2016). Hepacivirus N or the fluke were used 

to infect captive-raised fish, and the MHC class IIB heterozygotes in captive-raised 

fish had a greater survival rate than those in wild fish when infected with the virus 

(Poeciliopis o. occidentalis). 

1.2.4 Mechanisms behind the development of idiosyncratic drug reactions 

IDRs are not the most common form of adverse drug reaction (ADR) but are 

unpredictable and sometimes life-threatening. IDRs are complex because they are 

caused by multi-factorial conditions that may not be explained mechanistically. 

However, a combination of mechanism (s) cannot explain all the IDRs reported. 

Nonetheless, multiple theories to clarify the origin of such adverse events have been 

suggested (Uetrecht & Naisbitt, 2013; Zhang et al., 2011). The "hapten hypothesis": 

chemical-reactive metabolites or drugs, in theory, form haptens by covalently binding 

to proteins. The immune system subsequently identifies the altered protein as being 

non-self, resulting in the surrounding tissue being destroyed due to an immune 

response (Uetrecht & Naisbitt, 2013; Zhang et al., 2011). The need for simultaneous 

co-stimulatory "risk" signals later extended this hypothesis. The risk hypothesis 

suggests that the immune response can only happen if toxic signals are present at 

the same time, which explains why all drugs that undergo metabolic activation do not 

cause IDRs. Risk signals may be derived from several stimuli, including cell damage, 

cellular stress, infection, or disease (Uetrecht & Naisbitt, 2013; Zhang et al., 2011). 

For instance, the pharmacological interaction hypothesis describes an overt 
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activation of the immune system by the parent compound, as per the mitochondrial 

dysfunction hypothesis, which describes the interference of drugs with mitochondrial 

function. The Inflammagen hypothesis explains the triggering effect of simultaneous 

inflammation due to environmental stimuli (Boelsterli & Lim, 2007; Shoda et al., 

2013; Uetrecht & Naisbitt, 2013). 

Several mechanistic findings suggest a crucial role of drug bioactivation to 

chemically reactive metabolites in the onset of DILI-2. Most of these drugs, linked 

with DILI-2, produce chemically reactive metabolites in humans (Park et al., 2011; 

Walgren et al., 2005). The formation of chemically reactive metabolites is often 

reduced in current drug development by preventing structural warnings or unwanted 

metabolism soft spots within the drug molecule (Evans et al., 2004). However, 

consideration of potential intrinsic bioactivation alone is not enough to avoid the risk 

of ADR. Among over 100 top drugs in the USA, it was shown that although the drugs 

associated with IDRs are more common, about 50% contain structural alerts for the 

formation of chemically reactive metabolites. However, most of these drugs are not 

IDR-related (Stepan et al., 2011; Yang et al.,2017), and these are based on a poor 

correlation between the risk of IDR and the level of covalent protein binding found in 

vitro (Nakayama et al., 2009; Thompson et al., 2012). The essential existence of the 

cellular structure of the adducted proteins may be one reason for this weak 

correlation. 

Further insights can be provided by differentiating between modifications of essential 

protein targets as well as non-essential protein targets (Park et al., 2011; Thompson 

et al., 2016). Nonetheless, our existing knowledge of the impact of protein alterations 

on signalling networks and their relationship with IDRs is too small to integrate these 

data into DILI models (Thompson et al., 2016). The reactive target protein database 

offers a general idea of target proteins for covalent alteration by reactive chemical 

metabolites to enhance understanding of the means of causing reactive chemical 

metabolites in drug toxicity (Judson et al., 2011). 

While the formation of DILI chemically reactive metabolites is required in many 

drugs, it is not enough, and additional methods are required to cause toxicity. When 

the covalent binding is combined with other factors, a more apparent distinction is 
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achieved between drugs that generate IDR and safe drugs. These factors may 

include daily dosage, bioactivation level, the impairment of bile salt export pump 

(BSEP), cytotoxicity testing with or without a bioactivation propensity, mitochondrial 

toxicity assessments, and Mrp2 inhibition (Judson et al., 2005; Thompson et al., 

2011). 

1.2.5 Bioactivation of drugs and the risk for Idiosyncratic drug-mediated 

hepatic injury 

Despite the low toxicity incidence in some populations, drug-related risk factors, 

other than bioactivation capacity, do not clarify a subject’s responsiveness. However, 

risk factors associated with patients, which affect cellular exposure to chemically 

reactive metabolites or cause changes following immune reactions, are expected to 

be pivotal for toxicity consequences (Schehu et al., 2017; Uetrecht et al., 2012). The 

concept of idiosyncrasy, particular to a subject, suggests a person's vulnerability 

rather than the presence of unusual drugs (Uetrecht et al., 2012). The risk factors 

caused by drug properties; for instance, the metabolic stimulation potential and 

biological and host factors, are the consequence of human vulnerability (Schehu et 

al., 2017; Uetrecht et al., 2012). Diet, multiple drug use, age, pregnancy, illness, 

gender, and genetic factors are examples (Schehu et al., 2017; Uetrecht et al., 

2012). These observable effects can influence the activity and expression thresholds 

of liver enzymes implicated in the bioactivation and detoxification of chemically 

reactive metabolites. To identify potential susceptibility factors, it is critical to have a 

detailed insight into the metabolic pathways of drugs and variations of the enzymes 

implicated. The impact of changes to the adaptive immune system in the sense of 

IDILI risk is less well described (Thompson et al., 2016). 

1.3 Hepatic glucose metabolism and diabetes 

Chronic liver disease is commonly linked to glucose intolerance and diabetes. 

Depending on its aetiology, chronic liver pathology has a significant impact on 

glucose metabolism, and subjects with long-term liver disease exhibit a high 

prevalence of glucose intolerance and diabetes due to insulin resistance and β-cell 

impairment (García-Compean et al., 2009). 
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1.3.1 Hepatic glucose metabolism 

Glucose metabolism forms vital metabolic processes that provide energy in the form 

of adenosine triphosphate (ATP) for cellular functions (Aronoff et al., 2004). The 

production of ATP from glucose metabolism involves three net-like metabolic 

pathways. In the first step, glucose is oxidised to two pyruvate molecules via the 

glycolytic pathway, a mechanism that befalls in the cell's cytosol (Aronoff et al., 

2004). The produced pyruvate molecules are transported into the mitochondria and 

enter the tricarboxylic acid cycle (TCA cycle), also known as the Krebs cycle. Within 

the TCA cycle, pyruvate undergoes complete oxidation to develop three molecules of 

carbon dioxide. In this process, hydrogen carriers NAD+ (nicotinamide adenine 

dinucleotide) and FAD (flavin adenine dinucleotide) are reduced to NAD+ + H+ and 

FADH2, respectively. Both NAD+ + H+ and FADH2 enter the respiratory chain and 

pass through the coupled processes of electron transport as well as oxidative 

phosphorylation to produce water and ATP. The hydrolysis of ATP can then be used 

to discharge energy needed for a collection of biological functions such as protein 

synthesis, muscle contraction, and the conduction of nerve impulses (Vander Heiden 

& DeBerardinis, 2017). Besides this main route of ATP production, glucose 

metabolism can progress along quite a few other pathways, depending on the 

conditions within the cell and the body’s requirements. In the absence of oxygen 

(anaerobic condition), pyruvate is altered to lactate rather than going into the TCA 

cycle. 

Although this mechanism results in less efficient energy production, it is imperative to 

discharge a comparatively smaller amount of usable energy during strenuous 

exercise when ATP is needed swiftly. Nonetheless, local oxygen provision can be 

constrictive in muscles that are solely functional (Naifeh & Varacallo, 2018). Lactate 

produced by this mechanism can disperse from the cells into the systemic 

circulation, where it is taken up by the liver and oxidised to pyruvate in the presence 

of oxygen before being converted back to glucose. The muscle cells are the primary 

sites of anaerobic glycolysis due to high energy requirements and reduced restrictive 

local oxygen levels during rigorous exercise (Naifeh & Varacallo, 2018). Other 

tissues, for instance, erythrocytes, also depend on this mechanism of energy 

production as they lack mitochondria. However, the retina, as well as the kidney 
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medulla, rely on anaerobic glycolysis for the generation of ATP, yet in the existence 

of oxygen (Naifeh & Varacallo, 2018; Vander Heiden & DeBerardinis, 2017). 

In a situation where there is excess glucose and the demand for energy production is 

limited, the glucose metabolism is then bound for glycogenesis; excess glucose is 

converted to glycogen to store high energy precursors (Vander Heiden & 

DeBerardinis, 2017). Also, when the need for energy production increases, the 

accumulated glucose concentrations drop. Glycolysis occurs, resulting in the 

breakdown of glycogen and its conversion back to glucose. However, under these 

conditions, glucose can be produced from non-carbohydrate precursors such as 

amino acids or glycerol (Lin & Accili, 2011; Vander Heiden & DeBerardinis, 2017). 

Furthermore, glucose can enter the pentose phosphate pathway or the 

phosphogluconate pathway, which is vital for NADPH + H+ production. This reducing 

power is critical for fatty acid and cholesterol synthesis and the reduction of oxidised 

glutathione (GSSG) to reduced glutathione (GSH). Also, it produces pentose sugar 

(ribose 5-phosphate) for nucleotide and nucleic acid production (Naifeh & Varacallo, 

2018; Prabhu et al., 2002; Vander Heiden & DeBerardinis, 2017). For instance, lipid 

and protein metabolic pathways (lipid and protein metabolism) can also sustain the 

reactions that befall during glucose metabolism; for instance, lipogenesis 

encompasses the pentose phosphate pathways (Figure 1-3). 
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Figure 1-3 Schematic representation of cellular respiration pathways 
The key cellular metabolic stages are shown in red, that is, glycolysis, pentose 
phosphate pathway, β-oxidation and oxidative phosphorylation (OxPHOS). The 
steps involved in glycolysis and the TCA cycle are defined separately. Each of 
these pathways produces metabolites that are needed to promote cell growth 
through energy production (ATP), nucleotides, lipids, amino acids, and fatty acids, 
which are also shown in green. The most efficient pathway for cellular energy 
production is OxPHOS, which produces much more ATP than glycolysis, and as 
such, it is considered the most resourceful pathway for energy production. 
However, both the glycolysis and the TCA processes produce ATP from 
substrates, but TCA produces many more ATP molecules than glycolysis. 
Fructose-6-phosphate is converted to fructose-2,6-bisphosphate, which in turn 
activates phosphofructokinase-1 and promotes the rate of glycolysis. Citrate 
metabolism yields acetyl-CoA which is converted to malonyl-CoAs for fatty acid 
production (Mathieu & Ruohola-Baker, 2017). 
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1.3.2 Diabetes mellitus 

Diabetes mellitus is a class of metabolic disease characterised by persistent high 

blood glucose concentration with a disruption to carbohydrate, fat as well as protein 

metabolism caused by deficiencies in insulin secretion, action, or both (John et al., 

2012; Kharroubi, 2015; Roglic, 2016). It is estimated that about 422 million people 

worldwide have diabetes, and about 2.2 million people died because of 

hyperglycaemia in 2012. It is estimated that diabetes is the seventh leading cause of 

death worldwide (Aravinthan et al., 2019; Roglic, 2016). However, there are about 

4.7 million people diagnosed with diabetes in the UK, and about 90% of those with 

type 2 diabetes. Approximately 1 million people live with asymptomatic type 2 

diabetes and are unaware because they have not been diagnosed. However, it has 

been estimated that by the year 2030, the number of people with diabetes in the UK 

might rise to about 5.5 million (Whicher et al., 2020). The WHO diagnostic criteria for 

diabetes is fasting blood glucose above 7.0 mmol/L or the 2-hour blood glucose after 

oral ingestion of 75 g of glucose is above 11.1 mmol/L. As described above, other 

minor categories of diabetes or related impairments include gestational diabetes, 

impaired glucose intolerance, as well as impaired fasting glycaemia (John et al., 

2012; Kharroubi, 2015). Gestational diabetes is diagnosed in pregnant women in 

their second or third trimester. In this condition, pregnant women experience the 

onset of high blood glucose concentration, which some may return to normal after 

gestation. Impaired glucose tolerance and impaired fasting blood glucose are 

intermediate conditions between non-diabetes and diabetes, raising the risk of the 

progressive development of diabetes (Kharroubi, 2015; Whicher et al., 2020). 

Diabetes mellitus can be grouped into two types; type 1 and type 2 diabetes, 

although there are other types (gestational diabetes, diabetes insipidus, brittle 

diabetes mellitus) (Benbow & Gallagher, 2004; Kharroubi, 2015). Type 1 diabetes 

mellitus is mainly due to autoimmune destruction of the pancreatic β-cell by T-cell 

mediated inflammatory reaction and the humoral (B cell reaction) (Devendra et al., 

2004). Autoantibodies (islet cell autoantibodies, autoantibodies to insulin, glutamic 

acid decarboxylase, etc.) opposed to the islet cells are a sign of type 1 diabetes, 

albeit the role of these antibodies in the development of the disease is poorly 

understood (Lawrence et al., 2014). These pancreatic autoantibodies could be 
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isolated in the serum of subjects earlier or later before developing type 1 diabetes 

(Lawrence et al., 2014). Type 1 diabetes is widely believed to be caused by the 

degradation of insulin-producing pancreatic β cells by an immune-associated, if not 

specifically immune-mediated, process. (Craig et al., 2014; Leslie, 2010). Type 1 

diabetes usually leads to complete insulin scarcity, and it accounts for about 8% of 

the diabetes population (Craig et al., 2014). In the past decades, type 1 diabetes has 

been widely considered a disease in children and teenagers, but this perception has 

changed in the past few years, so that age at the onset of symptoms is no longer a 

limiting factor (Leslie, 2010). Apart from genetic susceptibility in type 1 diabetes, 

several factors, such as viral infection or low levels of vitamin D, have been linked to 

the pathogenesis of the disease (Matteucci & Giampietro, 2014). Type 1 diabetes 

progresses suddenly and can produce symptoms such as excessive thirst, an 

excessively large volume of urine passage, enuresis or blurred vision in subjects 

affected by the disease (Kahanovitz et al., 2017; Matteucci & Giampietro, 2014). 

In type 2 diabetes, there are defects in insulin secretion because of the gradual loss 

of β-cell insulin secretion recurrently on the background of insulin resistance 

(DeFronzo et al., 2002; Tobias, 2016; Kharroubi, 2015; Siminerio et al., 2000). 

Insulin resistance in type 2 diabetes upsurges the requirement for insulin-target 

tissues. Also, the high demand for insulin may well not be sustained by the β cells 

due to the deficiencies in the cells' actions (Halban, 2014). In contrast, insulin 

secretion drops relative to increased demand for insulin over time due to the gradual 

destruction β-cells and this could transform some type 2 diabetics from being non-

reliant on human-made insulin to becoming reliant on artificial insulin (Druet et al., 

2006). More than half of the type 2 diabetics whose insulin secretion continues with 

rare insulin depletion do not rely on artificial insulin to manage the disease. However, 

they are managed with about six classes of oral antidiabetic drugs, such as 

biguanides (metformin), sulphonylureas (glimepiride), thiazolidinediones 

(pioglitazone), dipeptidyl peptidase IV inhibitors (sitagliptin), meglitinides 

(repaglinide), and α-glucosidase inhibitors (acarbose) (Druet et al., 2006; Moses, 

2009). 
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1.3.3 Treatment and management of diabetes mellitus 

Currently, there is no pharmacological intervention that can completely cure type 1 

diabetes mellitus; instead, pharmacological interventions such as the use of either 

oral antidiabetic agents or supplementation with human-made insulin have been the 

optimal clinical intervention in the treatment of the disease (Pratley, 2013). Also, type 

2 diabetes was once considered irreversible and progressive, but it can be reversed 

by losing weight and avoiding weight gain (Taylor et al., 2021). Oral antidiabetic 

medications are the main front-line treatments in the management of type 2 

diabetes. Also, lifestyle adaptations such as exercise and proper nutrition may help 

reduce or reverse type 2 diabetes and prolong the lives of diabetes subjects (Balti et 

al., 2015; Florez et al., 2007; Mathers & Lancor, 2006; Pratley, 2013; Tuso, 2014; 

Venditti et al., 2008). The target blood glucose regulation proposed by the National 

Institute of Health and Clinical Excellence (NICE) is in the range of 48 mmol/mol to 

58 mmol/mol of glycosylated haemoglobin A1 (HbA1c) (Poole, 2015). Clinicians use 

HbA1c to determine how well their diabetic patients manage their blood glucose 

concentration. Glucose moves through the bloodstream and attaches itself to cells. If 

this occurs, the cell is known to be "glycated." Diabetics and non-diabetics have 

glycated blood cells. The higher the levels of glucose in the blood, the more it sticks 

to the cells. But these are irreversible because red blood cells only survive for four 

months before new ones are made. That is why the HbA1c will only provide average 

blood glucose for the past three months. (Rathod et al., 2018). Pharmacotherapy 

may be introduced to type 2 diabetes subjects who have not responded well to 

lifestyle adaptation to attain safe glycaemic control. As mentioned in the previous 

section, a wide variety of pharmacological agents have been designed for the 

treatment of diabetes, and these agents are branded into a few general groups. 

Primarily, insulin secretion can be promoted by sulphonylureas. Also, biguanides 

such as metformin reduce hepatic glucose output, enhance liver, and muscle insulin 

sensitivity. Also, the thiazolidinedione class of compounds increases adipose and 

muscle insulin sensitivity (Cheng, 2005; Genuth, 2014; Good & Pogach, 2018). If 

lifestyle and oral antidiabetic agents have failed to control diabetes mellitus, artificial 

insulin may be used to increase systemic insulin concentrations. However, in type 1 
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diabetes, pancreatic β-cells transplantation can increase insulin output (Matsumoto, 

2011; Takita, 2013). 

1.3.3.1 The effect of insulin on glucose homeostasis 

Insulin exercises all its known physiological effects in the plasma membrane of target 

cells by binding to the insulin receptor (INSR) (Haeusler et al., 2017). INSR is a 

heterotetrameric tyrosine kinase receptor formed by two extracellular α subunits 

binding insulin and two membrane-spanning β-units each containing a tyrosine 

kinase domain (Testa, 2014). There are two INSR isoforms, A and B, but B exhibits 

much more selectivity for insulin. Because it is the predominant isoform expressed in 

differentiated liver and muscle, it mediates most insulin's metabolic effects (Belfiore 

et al., 2017). Unlike exon 11, the A isoform is strongly expressed in foetal 

development as it displays a high affinity for IGF-2 (Belfiore et al., 2017). INSR has 

two insulin-binding sites but is cooperative with other sites, which means insulin-

binding on one site reduces insulin-binding affinity on the other site (De Meyts, 

2008). 

In years gone by and till date, insulin is the only known β-cell pancreatic hormone 

that decreases blood glucose concentration (Petersen & Shulman, 2018). Insulin, a 

small protein containing two polypeptide chains of 51 amino acids, is a vital anabolic 

molecule for higher blood glucose and amino acid intake. Contrary to other 

hormones, insulin binds to different receptors in several body cells, especially fat 

cells, liver cells, and muscle cells. The critical effect of insulin is the suppression of 

glucose (Petersen & Shulman, 2018; Petunina & Telnova, 2018). Insulin works in 

three ways to regulate postprandial glucose. Initially, insulin stimulates the cells to 

maximise insulin-sensitive peripheral tissues, primarily skeletal muscle, to increase 

glucose uptake (Petersen & Shulman, 2018). Insulin works on the liver to aid 

glycogenesis (Petersen & Shulman, 2018). Also, insulin concurrently inhibits 

glucagon production from pancreatic-α cells to signal the liver to decrease glucose 

production via glucogenesis (Sood et al., 2001). 

Insulin can also stimulate fat production, promotion of triglyceride storage in fat cells, 

promotion of protein synthesis in the liver and muscle, and propagation of cell growth 

(Sood et al., 2001). The activity of insulin in response to circulating glucose levels is 
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tightly controlled. Insulin will not be released when the blood glucose concentration 

in the blood is < 3.3 mmol /L but will be gradually secreted as glucose concentrations 

increase above this level (Petersen & Shulman, 2018). Glucose concentration is a 

crucial insulin stimulator. However, other factors may stimulate the secretion of 

insulin. Increased plasma levels of specific amino acids include arginine, leucine, 

and lysine, GLP-1 and GIP from the intestine after a meal; as well as the stimulation 

of the parasympathetic through the vagus nerve (Petersen & Schulman 2018). 

Glucagon produced from pancreatic alpha cells in Langerhans' islet critically plays a 

role in retaining glucose homeostasis by triggering hepatic glucose synthesis 

(Heppner et al., 2010). Therefore, glucagon is a glucose-mobilising hormone, 

contrary to the glucose-depositing nature of insulin activity. Accordingly, high plasma 

glucose levels promote insulin release from pancreatic beta cells and inhibit the 

release of glucagon, whereas low plasma glucose concentrations are one of the 

potent secretory stimuli. Therefore, normal plasma glucose levels mainly depend on 

the controlled secretion of the pancreatic beta cells and alpha cells from insulin and 

glucagon (Heppner et al., 2010; Produit-Zengaffinen et al., 2006). Nuclear receptors 

are transcription factors that control the metabolism of carbohydrates, lipid 

metabolism, the immune response, and inflammation. Nuclear receptors have 

become significant therapeutic targets for treating a variety of diseases because of 

their complex biological effects. For instance, the increasing prevalence of diabetic 

nephropathy has led extensive work into the role that function of nuclear hormones 

receptors in slowing or preventing the progression of renal disease (Qian et al., 

2008). The function of nuclear receptors is correlated with metabolism 

improvements, immune response and inflammation. Nuclear receptors are activated 

by lipid-soluble signals that cross the plasma membrane, for instance, the steroid 

hormones. When triggered by various biological processes, the majority act as 

transcription factors to regulate gene expression. Due to the broad range of nuclear-

receptor-controlled techniques, their dysregulation can lead to multiple diseases, 

such as cancer, diabetes, and infertility (Moutinho et al., 2019). The nuclear receptor 

is discussed further in section 1.3.4. 
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1.3.4 Nuclear receptors  

Nuclear receptors are a group of ligand-controlled transcription factors that regulate 

a wide range of biological activities ranging from reproduction, development, or 

metabolic homeostasis (Kakizaki et al., 2008; Lu & Xie, 2017; Plant & Aouabdi, 

2009). The standard way of communicating signals from the environment to the cell 

is through a complex multi-stage process that starts with receptor activation (Han et 

al., 2009; King-Jones & Thummel, 2005). The receptor causes a series of cell 

cytoplasm processes that then regulate the expression of nuclear genes by other 

transcription factors (King-Jones & Thummel, 2005). The transcription factors of the 

nuclear superfamily receptor vary in the size, shape, and charges of their stimulating 

ligands. Almost all nuclear receptor members share a similar structure of cellular 

domains; thus, another function. Each nuclear receptor promotes the receptor 

activity, DNA binding, and the effect on the single-molecule of protein (King-Jones 

and Thummel, 2005). 

One of the most significant family transcription factors (superfamilies) forms nuclear 

receptors (King-Jones & Thummel, 2005). The nuclear receptor consists of a 

variable NH2 terminal region called the A/B, a highly conserved DNA-binding domain 

(DBD), as well as a less conserved carboxyl-terminal ligand-binding domain (LBD). 

DBDs between various nuclear receptors are actively preserved and have two zinc 

finger motifs, each with four cysteine residues (Wärnmark et al., 2003). The first zinc 

finger has a five-residue P-box responsible for specific DNA binding. The second 

zinc finger shows a relatively weak dimerization ability, which enables DBD to form 

dimers in the presence of target DNA. To a lesser extent, LBD is kept and maintains 

the central dimerization region, allowing molecules of various receptors to form 

dimers, significantly increasing the range of potential DNA targets and regulatory 

mechanisms. The LBD is composed of 11–13 -helical regions, one of which contains 

a hydrophobic ligand-binding pocket. While the AF-2 domain is located at the end of 

the C region of LBD, it is possible for N-terminal AF-1 to function independently of 

ligand. Specific structural and molecular studies have shown that ligand-binding 

causes the LBD to confirmatively transition into a functional state. In essence, α-helix 

12 transforms into a position that enables the AF-2 domain to recruit transcriptional 

coactivators (Figure 1-4) (King-Jones & Thummel, 2005; Kakizaki et al., 2008; Lu, & 
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Xie, 2017; Wärnmark et al., 2003). Some nuclear receptors also have a highly 

variable carboxy-terminal tail called the F domain that has unknown roles (Lazar, 

2003). When ligands are excluded from the cells, the cytoplasm or nucleus releases 

free nuclear receptors. Nuclear receptor ligands include a vast number of small 

lipophilic molecules, including steroids, thyroid hormones, and retinoic acid (Lazar, 

2003). 

These molecules move through the plasma and nuclear membranes readily and are 

bound to nuclear receptors. Structural changes resulting from ligand binding in 

nuclear receptors promote the ligand-receptor complex on unique DNA sequences. 

These sequences are classified as HREs and serve as enhancers to regulate 

transcription of regulated genes (Lazar, 2003). The HRE is a short sequence that is 

close to or represents the AGGTCA consensus. Other nuclear receptors act as 

homodimers or heterodimers and bind them together into two convergence 

sequences, forming a functional HRE. In HRE, the nucleotide and structure are 

arranged as a direct or inverted representation divided by a short variable sequence. 

The DNA binding domain contains two zinc finger motifs, acting as a clip, which 

enables chromatin to be bound within the nucleus (King-Jones & Thummel, 2005; 

Lazar, 2003). Each group has distinct sets of binding DNA recognition, varying from 

half-sites with inverted repeats, direct repeats, or no repeats in the DNA sequence 

(King-Jones & Thummel, 2005). 

There are many types of nuclear receptors in the superfamily. Type I receptors, 

which are summarised in table 1-1, include progestin (PR) (ER), androgen (AR), 

glucocorticoid (GR) and receptors for mineralocorticoid (MR). Receptors of type II 

include RAR receptors, 9-cis retinoic acid (RXR), and vitamin D3 (VDR), all-trans 

retinoic acid. Chandra et al. describe the type III receptors as having unknown 

ligands. These are classified as orphan receptors, some of which can act as ligand-

independent (King-Jones & Thummel, 2005). There are also functional variations 

between different receptors. In the absence of a ligand, type I receptors are inactive 

and occur in a complex cytoplasm with chaperones. These receptors might move 

into the nucleus when activated and bind to an inverted-reverse sequence of DNA 

repeats to control the transcription of the target genes as homodimers with a head-

to-head configuration. The type II receptors are uniquely connected to direct 
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repeated HREs, showing various dimerization dynamics such as heterodimerization 

with RXR. In the absence of a ligand, some of these receptors serve as repressors, 

making the target gene inactive by recruiting corepressor systems. When the 

repressors are coupled with their respective hormones, they recruit coactivators and 

trigger complex corepressors, thus contributing to the expression of the target gene 

(Lonard & O'Malley, 2007). According to Zhou et al., the type III SF-1 receptor 

attaches to the HRE as a monomer and functions as a constitutive ligand-

independent transcriptional activator. Phosphorylation maintains SF-1 in an active 

conformation and increases its activation potential significantly. Nuclear receptor 

coregulators are proteins that interact with the nuclear receptor and facilitate the 

expression effects of hormonal signals on expression. Several other coregulators 

stimulate transcription (coactivators); others suppress transcription (coactivators). 

The mechanism of action of type IV nuclear receptors is similar to that of type II 

nuclear receptors; however, they bind to DNA as a monomer and recognise 

extended half-sites in HREs. 
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Table 1-1 Nuclear receptor subtypes and their signalling mechanisms 

Subtypes of 
Nuclear 
receptors 

      Examples  Signalling mechanisms of subtypes of 
nuclear receptors 

Type I Estragon 
receptor, 
Androgen 
receptor, 
Progesterone 
receptor etc 

Resides in the cytoplasm in a complex with 
chaperone proteins. When stimulated 
(hexagon), the receptor is discharged from this 
complex and trafficked into the nucleus. They 
then bind to palindromic HREs as a homodimer 
to control transcription. 

Type II Thyroid 
hormone 
receptor, 
Vitamin D 
receptor, retinoid 
A receptor etc 

These are localised in the nucleus. They interact 
with co-repressors proteins that occur in an 
unliganded state, but they are exchanged for co-
activators when they bind to a ligand. They 
generally form heterodimeric complexes with 
RXR. 

Type III Homodimeric 
orphan 
receptors 
(RevERbAα)  

They exist in the nucleus and exchange bound 
co-repressors and co-activators. They are 
attached to direct repeat HREs as homodimers. 
No ligand has been found for their stimulation  

Type IV Monomeric 
Orphan 
Receptors (LH-1 
and SF-1) 
(Steroidogenesis 
factor-1) 

These are almost identical to type III except they 
bind with HREs that are extended half-sites as 
monomers. 

 

One of the essential functions of a stimulated nuclear receptor is to make the target 

gene promoter more available to the general transcription machinery or act as a 

repressor. Therefore, group 1 of the nuclear receptor coactivators comprises ATP-

dependent chromatin remodelling factors, including NSD-1 (nuclear receptor-binding 

SET domain-containing protein 1), TIF1α and others (Han et al., 2009; Zhou et al., 

2006). The Group 2 coactivator of the nuclear receptor comprises acetyltransferases 

of the SRC family and CBP/p300 (Han et al., 2009; Zhou et al., 2006). Thyroid 

receptor-associated proteins (TRAP)/DRIP) (Vitamin D receptor-interacting proteins 

are nuclear receptor coactivators. The TRAP / DRIP factors were established as TR 

and VDR recruited proteins. More experiments have shown that the TRAP/DRIP 
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complex acts as a coactivator with other forms of nuclear receptors and probably has 

a significant role in facilitating nuclear receptor signalling. Molecular studies have 

shown direct associations between the TRAP complex and general transcription 

mechanisms (Han et al., 2009; Zhou et al., 2006). Also, coactivators of nuclear 

receptors include E3 ubiquitin ligases, positive co-factors (PCs), and HMGs (Han et 

al., 2009; Zhou et al., 2006). Few nuclear receptors interact with general 

transcription systems specifically. In relation to the coactivator corepressor, ATP-

based chromatin (NURD corepressor), histone deacetylation (HDAC1/HDAC-2) or 

direct interactions with the general transcription apparatus are facilitated to disrupt 

the preinitiation complex, as well as via phosphorylation, ubiquitination, and protein 

degradation (Han et al., 2009; Zhou et al., 2006). 

Nuclear receptors attached to hormone response elements recruit large numbers of 

other proteins, called transcription coregulators that promote or repress the synthesis 

of the related target gene into mRNA (Rosenfeld & Glass, 2001). Structural 

investigations revealed an amphipathic α-helix with leucine residues on one side of 

the helix, forming a hydrophobic base. Ligand-dependent conformational changes to 

the AF-2 α-helix domain, particularly α-helix 12, induce a hydrophobic surface for the 

interaction with the NR box (López-Velázquez et al., 2012; Zhou et al., 2006). The 

existence of one hydrophobic surface on one side of an α-helix is always essential. 

Although certain factors such as CBP, p300, and TRAP220 are critical for individual 

growth, most coregulators may replace each other in nuclear receptors. They are 

also tissue-specific and hormone-regulated (Kodera et al., 2014). A nuclear 

receptor's ability to recruit ligand-specific coregulators is often dependent on the 

binding of different ligands, which cause various conformational changes in the AF-2 

region, ensuring the interactions between proteins. For example, VDR interacts 

ligand-bound with SRC-1 or TIF2/SRC-2 (Kodera et al., 2014). Nuclear receptors 

function as active regulators in major biological processes such as homeostasis, 

detoxification, cell differentiation, embryo formation and development (Figure 1-4) 

(Grimaldi et al., 2015; Han et al., 2009; Kodera et al., 2013; López-Velázquez et al., 

2012; Zhou et al., 2006). Also, apart from the nuclear receptor’s direct transcriptional 

activation of target genes, several nuclear receptors can indirectly influence the 

transcription of target genes by negatively interfering with the transcription responses 
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mediated by other groups of transcription factors, particularly those implicated in 

inflammation, for instance, the nuclear factor-kB (NF-kB) (Chinenov et al., 2013). 

Although recent research conducted in vertebrates has made a considerable 

contribution to understanding how nuclear receptors regulate the transcript of their 

target genes, their function in biological development is poorly understood (Han et 

al., 2009; Kodera et al., 2014; Zhou et al., 2006). Awareness of the location and 

organisation of genomic regulatory regions that include binding sites for nuclear 

receptors will promote the evaluation of the molecular predictors and frameworks 

regulating each receptor in response to physiological signals or therapeutically 

appropriate drugs (Garza et al., 2011). Previously, gene-by-gene evaluation and the 

characterisation of the regulatory elements assumed to be targeted by nuclear 

receptors were primarily conducted, a procedure that was both inefficient and labour 

intensive (Gao & Zhao, 2017). However, the simultaneous development of chromatin 

immunoprecipitation (ChIP) assays, DNA microarray-based technologies (gene chip) 

and whole-genome or high-throughput sequencing has recently led to the 

development of new methods to classify the positions on a genome-wide scale of 

bound transcription factors and other proteins associated with chromatin (Gao & 

Zhao, 2017). These innovative methods have been applied to analyse specific 

nuclear receptors and explore how these studies' findings have introduced novel 

paradigms of nuclear receptor action, leading to the realisation that nuclear receptors 

coordinate extensive transcriptional regulatory networks connecting genetic 

expression and physiology. These studies were mainly limited to regulated gene 

proximal promoter regions (Gao & Zhao, 2017; Lee et al., 2006). For instance, the 

location of the binding sites for ERα (nuclear receptor 3A1) has been extensively 

investigated using all forms of approaches and array designs based on ChIP (Huss 

et al., 2007). Most of the findings from these experiments offer not only mechanistic 

insights into how ERα functions as a transcription factor but also allow for a more 

explicit comparison of the functional advantages and drawbacks of each method 

since most studies were carried out with the human breast cancer cell line MCF-7 

(Kwon et al., 2007). 
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Figure 1-4 The Structure and function of the nuclear receptor 
(A) Nuclear receptor compositional organisation. Nuclear receptors consist of six 
domains, along with an N-terminal activation function domain, a core-binding DNA 
domain, and a C-terminal ligand-binding domain carrying a ligand-dependant 
transcriptional function. (B) A nuclear receptor's action is depicted schematically. 
Before ligand binding, Type I nuclear receptors form inactive complexes with 
chaperone proteins in the cytoplasm (AR) or nucleus (ERs) before ligand binding. 
In contrast, type II nuclear receptors (RXR heterodimers) are connected with 
corepressors to their target genes. Ligand binding leads to chaperone protein 
dissociation and attachment and induction of target genes for nuclear receptors of 
type I. Ligand binding leads to the release of corepressors and the induction of 
coactivators for type II nuclear receptors (Grimaldi et al., 2015). 
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1.3.5 Pregnane -X-Receptor in xenobiotic or drug biotransformation and its 

functions in DILI 

Pregnane -X- receptor (PXR) belongs to the nuclear receptor subfamily 1, group I 

and member 2 (NR1I2). PXR is an essential element of the body’s adaptive defence 

device against toxic substances and xenobiotics (Moore et al., 2003; Wright, 2006). 

PXR is a part of the NR family of ligand-activated transcription factors that comprises 

steroid, retinoid, thyroid hormone receptors and various orphan receptors where the 

physiological ligands are still to be discovered. A considerable variety of endogenous 

and exogenous chemicals, such as steroids, antibiotics, bile acids, and the herbal 

antidepressant St. John's wort, could activate PXR (Carnahan & Redinbo, 2005; 

Teng et al., 2004). Furthermore, accumulated evidence indicates that PXR also 

plays a vital role in endobiotic metabolism by controlling essential genes implicated 

in glucose metabolism, lipid and bile acid metabolism. (Ling et al., 2016; Moore et 

al., 2003). PXR has previously been shown to be a significant regulator of in vivo 

CYP3A expression in a study using transgenic mice (Ling et al., 2016). Studies have 

also shown that PXR controls a small number of genes involved in various facets of 

xenobiotic metabolisms, such as oxidation, conjugation, and transportation. The 

analysis of the PXR ligand-binding domain (LBD) three-dimensional structure 

recently received interesting insights into the underpinning theory for the 

promiscuous ligand binding characteristics of this rare NR (Moore et al., 2002). 

PXR, also known as the steroid and xenobiotic sensing receptor (SXR), has evolved 

to protect the body. Its induction across various prescription drugs is the molecular 

basis for an essential group of harmful drug-drug interactions (Moore et al., 2002). 

PXR activation regulates and expresses drug-metabolising enzymes and 

transporters in phases I and II, playing an important role in drug absorption, 

metabolism, and elimination (Gupta et al., 2008).Also, activation of PXR modulates 

many cellular processes beyond drug metabolism, such as endobiotic metabolism, 

oxidative stress response, apoptosis, inflammation, cell proliferation, and 

regeneration (Gupta et al., 2008; Hakkola et al., 2016; Hu et al., 2010; Moore et al., 

2003; Wan et al., 2003). As discussed in the previous section, the liver plays a key 

function in the metabolism and elimination of xenobiotics. Repeated exposure of the 

liver to xenobiotics often results in reduced liver function and results in DILI. As PXR 
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tightly controls gene expression in the hepatic drug clearance system, an aberrant 

stimulation of PXR will cause drug-induced liver injury DILI (Gupta et al., 2008). 

PXR is implicated in both basal and inducible expression of many other CYPs 

(CYP2B6, CYP2C8, 2C9, 2C19, CYP3A5, CYP3A7, and CYP2A6). CYP3A is the 

most abundant CYP in the liver by far, accounting for several medically used drugs 

(Matsumura et al., 2004). Earlier studies have been carried out on ChIP in human 

hepatocytes exposed to rifampicin to establish new target genes for PXR. Genes, 

both historically recognised and not proven to be active in drug disposal, have been 

found with PXR response elements (PXREs) positioned upstream, inside, or 

downstream of their theoretically related genes (Hariparsad et al., 2009). They 

reported many different genes with binding PXR sites for the disposition of drugs. As 

such, the existence of rifampicin shows only improved attachment by CYP4F12. 

PXR 's role in CYP4F12's basal and inductive responses has been confirmed in 

hepatocytes where PXR was repressed (Hariparsad et al., 2009). The researchers 

measured PXR-coactivators and corepressors' interactions with established and 

newly found PXREs. In the absence of rifampicin, both PXR and the steroid receptor 

coactivator bind to PXREs, though the binding was more significant after treatment 

with rifampicin. They also reported a promoter-dependent manner of binding a range 

of coactivators and corepressors involved in CYP4F12, CYP3A4, CYP2B6, UGT1A1 

and P-glycoprotein regulation. They concluded that PXR was involved in the 

regulation of CYP4F12 and that PXR is bound to a wide range of promoters along 

with the steroid receptor coactivator but that many of these are not inducible by 

rifampicin (Hariparsad et al., 2009). 

PXR controls CYP3A4 transcription by attaching the xenobiotic response factor in 

the proximal promoter region near CYP3A4's transcriptional end site (Hariparsad et 

al., 2009). Induction of CYP3A4 can lead to several PXR ligands in drug-drug 

interactions (Hariparsad et al., 2009). Biotransformation products are typically non-

toxic, more polar and disposable. Some drugs, however, are biotransformed into 

more toxic electrophiles that can connect cellular constituents and induce liver 

toxicity or injury (Guengerich, 2001). This gives PXR an essential study target in 

drug metabolism and drug-drug interactions (DDIs), leading to DILI. Both DILI and 

DDIs are the most common causes and manifestations of ADRs. DILI is prevalent, 
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and almost all groups of drugs can trigger liver disease, while DDIs occur via 

polypharmacy. 

Most DILI cases are mild, and recover upon removing the drugs (Gallelli et al., 

2016). Polypharmacy raises the difficulty of therapeutic management and hence the 

possibility of clinically significant drug interactions that can cause the production of 

ADRs and thus decrease or increase therapeutic efficacy (Glintborg et al., 2005). To 

prevent the progression of DILI and DDIs to chronic liver disease or liver failure, it is 

vital to identify and isolate the offending agent as soon as possible. As the acronym 

implies, DILI only pertained to the liver while DDIs affected other organs, including 

the liver. DDIs may therefore disrupt, decrease, or improve the absorption of either 

drug. They can minimise or enhance the activity of any drug, or both, and cause 

adverse effects (Johnell & Klarin, 2007).  For example, both atorvastatin and 

lovastatin are CYP3A4 substrates, and danazol is a potent CYP3A4 inhibitor. When 

danazol and statins are administered together, danazol is likely to precipitate statin 

toxicity because of reduced metabolic clearances. And it would be reasonable for 

this reason to limit statin choice to pravastatin that is not metabolised by CYP3A4 

(Johnell & Klarin, 2007). DILI may result from direct toxicity from the parent drug or 

its metabolites, or injury may result from immune-mediated mechanisms. Though 

these mechanisms are different, they can also be interconnected. For instance, the 

ensuing inflammatory reaction may further enhance the initial destruction of 

hepatocytes resulting from direct drug toxicity. It is also worth noting that oral drugs 

with significant hepatic metabolism are much more likely to lead to DILI (Lammert et 

al., 2009). 

CYPs play a crucial role in the formation of reactive metabolites of acetaminophen, 

with N-acetyl benzoquinone imine binding to liver proteins. And this might result in 

mitochondrial dysfunction or hepatic necrosis (Jaeschke et al., 2012; Wolf, 2005). 

Previous studies have reported that activation of PXR up-regulated CYP3A and 

potentiated acetaminophen hepatotoxicity through CYP3A-mediated bioactivation of 

acetaminophen (Guo, 2004; Kanno et al., 2015). 
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The PXR target genes were found to be the Phase II enzymes Uridine 5′-diphospho-

glucuronosyltransferase (UGT) and S-transferase Glutathione (GST) (Andrew et al., 

2010; Li et al., 2009; Maglich et al., 2002). The enzymes facilitate drug conjugation 

reactions to improve their hydrophilicity (Cui & Klaassen, 2016). Activation of the 

phase II gene expression is therefore generally protective as it eliminates reactive 

metabolites. UGT is a cytosolic enzyme that facilitates glucuronic acid transfers to 

hydrophobic molecules, which are typically unreactive and easy to eliminate from the 

body to form more water-soluble glucuronide metabolites (Rowland et al., 2013). 

Moreover, UGTs can alter the formation of acyl glucuronides in carboxylic acid, 

some of which are reactive and bind to deoxyribonucleic acid (DNA) or proteins, 

leading to drug toxicity (Mitsugi et al., 2016; Shipkova et al., 2003). The primary 

enzyme responsible for biotransformation of trovafloxacin, an antibiotic, that was 

withdrawn from the market due to its potential to induce idiosyncratic hepatotoxicity, 

is uridine diphosphate glucuronosyltransferase 1A1 (UGT1A1) (Fujiwara et al., 

2015). 

Although UGT1A1 is a PXR target gene, PXR ligands can induce this enzyme to 

increase trovafloxacin's metabolism and eventually the production of reactive acyl 

glucuronides which might be damaging to the liver (Mitsugi et al., 2016). In vitro 

studies have also shown that activation of PXR as well as knockout leads to hepatic 

steatosis. PXR knockdown has increased the aldo-etho-reductase 1B10, enhancing 

acetyl-CoA fatty acid synthesis in HepG2 cells and the primary human liver cells in a 

fatty acid synthesis that catalyses the conversion of acetyl-CoA to malonyl-CoA. 

PXR stimulation caused an increase in the sterol regulatory-binding element protein 

SREBP-1a, a transcription factor that controls lipogenesis (Porstmann et al., 2008; 

Lewis et al., 2011). In transgenic mice with the hPXR transgene and hPXR, both 

treated with rifampicin, PXR activation has been shown to promote lipid synthesis 

and fat accumulation in the liver (Zhou et al., 2006). 

Furthermore, the activation of PXR by penicillin in mice resulted in the inhibition of 

beta-oxygenated fatty acid and ketogenesis by inhibiting the binding by the A2 

forkhead box protein to the 1a carnitine palmitoyltransferase promoter and 

mitochondrial 3-hydroxy-3-HMG-CoA-synthase-2 sequentially (Nakamura et al. 

2007; Zhou et al., 2006). A reduction in FAO increases the accumulation of fatty 
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acids and triglycerides in liver cells, contributing to steatosis. PXR activation thus 

promotes hepatic steatosis through de novo lipogenesis and reduces FAO. Co-

administration with drugs stimulating hepatic steatosis of PXR ligands can, therefore, 

result in a higher risk of DILI (Allard et al., 2019). 

1.3.6 Peroxisome proliferator-activated receptors 

Peroxisome proliferator-activated receptors (PPARs), which are divided into three 

subtypes (PPAR, PPARу, and PPAR/) (Figure 1-5), are a subfamily of the 48-

member nuclear receptor superfamily. They control genes implicated in lipid as well 

as glucose homeostasis. They form a heterodimer with the co-activator complex and 

bind to the DNA sequence, the peroxisome proliferator response element (PPREs). 

In the absence of the ligands, these heterodimers are linked with the co-repressor 

complex, which inhibits gene transcription (Baran, 2014; Youssef & Badr, 2013). 

PPAR-α is relatively expressed in liver cells, vascular as well as immune cell types 

such as monocytes or macrophages endothelial cells, non-neuronal cells such as 

microglia and astroglia (Moreno et al., 2004). PPAR-α plays a critical role in fatty acid 

oxidation and lipoprotein metabolism in the hepatocyte, which delivers energy to 

peripheral tissues. Furthermore, increased mitochondrial and peroxisomal fatty acid 

oxidation rates in tissues such as the liver, heart muscle, kidney, or brown adipose 

tissues may play a role in oxidant/antioxidant pathways, demonstrating anti-

inflammatory effects (Moreno et al., 2004). PPARβ/δ possesses the broadest tissues 

expression and is thoughtful of comprehensive biological activities (Youssef & Badr, 

2013). PPARβ/δ is expressed in the majority tissues significantly in the skin, brain 

and adipose tissue and impact on energy homeostasis, cell proliferation, survival, or 

differentiation as well as wound healing. PPARу is localised mainly in the adipose 

tissue and has attracted significant scientific and clinical interest because of its 

critical role in adipocyte differentiation (adipogenesis) and energy conservation 

(lipogenesis) (Youssef & Badr, 2013). 

PPARу is expressed practically in all tissues, including heart, muscle, colon, kidney, 

pancreas and spleen, which is expressed in macrophages, large intestine and white 

adipose tissue (Tyagi et al., 2011). PPARs function as lipid sensors that convert the 

alterations in lipid concentration into anabolic activity. Various fatty acids serve as 
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endogenous ligands for PPARs in general, particularly the PPARу (Puhl et al., 2012). 

Both PPARα and PPARβ/δ are triggered by saturated and unsaturated fatty acids, 

while PPARу has an affinity for polyunsaturated fatty acids. In addition to their large 

number of endogenous ligands, PPARs are also the crucial targets of several groups 

of synthetic compounds owing to their enormous metabolic and therapeutic activities 

(Tyagi et al., 2011). The thiazolidinediones are selective and potent agonists of 

PPARу with affinity values of between 40 and 200 nM (Feige et al., 2006; Sheu et 

al., 2005). 

1.3.7 Mechanism of action of thiazolidinediones  

The discovery of thiazolidinediones (TZDs) and a considerable measure of early 

development research were undertaken in Japan (Ciana et al., 2007). Ciglitazone, 

the first drug, improved blood glucose regulation in animal models of insulin 

resistance. However, the exact mechanism of this action is poorly understood, and 

assessments in humans were stopped due to liver toxicity (Ciana et al., 2007). New 

compounds with less toxicity in animals were subsequently established, and two 

significant results contributed to a rapid increase in our understanding of their mode 

of action (Ciana et al., 2007; Mudaliar & Henry, 2001). TZDs are readily absorbed 

and, in a matter of hrs, hit peak plasma concentrations. The amount of TGZ being 

absorbed is equal to the amount of TGZ being cleared from the body when given 

repeatedly (steady-state). This is typically attained within the first week of 

administration. In combination with a substantial improvement in fat metabolism, 

insulin sensitivity increases, including a large decrease in circulating free fatty acids. 

Nevertheless, the full impact of TZDs may take 4–12 weeks due to fat deposition; 

this is because blood flow to fat is much more impaired in obese people. This makes 

their fat a large compartment for possible lipophilic drug delivery, which eventually 

fills and becomes a slowly emptying reservoir (Pai, 2012). Rosiglitazone and 

pioglitazone are mostly protein-bound to albumin in circulation (Ciana et al., 2007; 

Pai, 2012). 

The process by which TZDs stimulate insulin response and the site at which this 

mechanism happens inside the body were imprecise until it was described that TZDs 

were high-affinity ligands for PPARу a ligand-dependent transcription factor and a 
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member of the nuclear receptor superfamily (Kubota et al., 2006). TZDs decrease 

blood glucose concentration through the activation of PPARу (Kim et al., 2004; 

Kubota et al., 2006). However, it has been proposed that the primary site of TZDs 

action is the skeletal muscle. Still, as PPARу is mainly expressed in the adipose 

tissue, it cannot be disregarded that the insulin-sensitising mechanism could explain 

the adipocytes' direct effect (Cheng, 2005). PPAR plays a critical role in adipocyte 

differentiation as well as lipogenesis. Activation of PPARу by TZDs, therefore, 

increases fatty acid uptake and storage in the adipocytes, which causes an increase 

in adipose tissue mass, including body weight (Heikkinen et al., 2007; Oakes et al., 

2001). Previous studies have reported that TZDs therapy boosts the number of small 

adipocytes as well as the subcutaneous adipose tissue mass through PPARs 

(Oakes et al., 2001). Decreased circulatory free fatty acid concentrations have been 

shown to enhance insulin sensitivity of tissues such as the skeletal muscle, liver and 

pancreatic β-cells (Nakagawa & Medina, 2018; Oakes et al., 2001; Yki-Järvinen, 

2004). 

On the other hand, high levels of free fatty acids produce toxic effects on these 

tissues and can lead to insulin resistance (Del Prato, 2009; Kusminski et al., 2009). 

Improved liver sensitivity by TZDs towards insulin represses liver-glucose 

production, resulting in hypoglycaemia and hypoinsulinemia (Yki-Järvinen, 2004). 

Adipokines are specific sub-classes of cytokines that are secreted explicitly from 

adipose tissue. Altered adipokine release, including adiponectin, TNFα leptin or the 

11β-hydroxysteroid dehydrogenase 1, is another means through which insulin 

sensitivity is regulated. Low levels of circulatory adiponectin are strongly linked with 

the progression of insulin resistance. At the same time, the activation of PPARу by 

TZDs has been shown to increase plasma adiponectin concentrations markedly, 

augmenting insulin sensitivity, which explains the hypoglycaemic effects of the TZDs 

(Hamasaki, 2012; Parulkar et al., 2001; Weyer et al., 2001; Yamada et al., 2016). 

Besides these positive actions of PPARу ligands such as TZDs, they have been 

demonstrated to influence glycaemic regulation through suppressive means of 

action. The cytokine TNFα has been shown to reduce insulin-stimulated glucose 

uptake and is found in high levels in obese and insulin-resistant subjects (Hamasaki, 

2012; TaheriChadorneshin et al., 2019; Yamada et al., 2016). Also, a few other 
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molecules have been demonstrated to fuel insulin resistance, including leptin, 

resistin, as well as 11 β-hydroxysteroid dehydrogenases 1. Inhibition of the 

expression of these molecules by PPARу ligands such as TZDs improves glycaemic 

regulation. However, it is poorly understood whether this is via an uninterrupted or 

trans-repressive mechanism (Yki-Järvinen, 2004). Various processes have been 

reported to support the insulin sensitising description of the TZDs group of PPARу 

agonists. Previous studies have also proposed these consequences for the other 

tissues (Kahn et al., 2000; Mudaliar & Henry, 2001). The practical physiological 

implications of these drugs may be owed to a blend of these mechanisms. 

However, type 2 diabetes is a complex metabolic condition involving glucose, lipid, 

and protein metabolism alterations (Kahn et al., 2000; Mudaliar & Henry, 2001; 

Murphy, 2020). Kahn et al. showed that muscle-glucose uptake deficiency is mainly 

attributable to reactive hyperglycaemia after eating. Fasting glucose increases are 

attributable to a high hepatic glucose yield, and a mixture of fatty liver defects are 

due to lipid disturbances (Hamasaki, 2012; Kahn et al., 2000). Recent studies in 

mice with insulin resistance to conditional gene knockout in individual tissues by 

Kahn and his group indicate that these classical views may have been excessively 

simplified (Kahn et al., 2000). Thus, the muscle-specific insulin receptor deleted 

presented elevated plasma triglycerides and increased FFAs (Kahn et al., 2000). 

Kahn et al. have speculated that adipocytes are a complex cell type that produces a 

number of signals such as cytokines, hormones, and growth factors that affect not 

only surrounding cells but also target tissues associated with energy metabolism and 

affect physiological processes (Kahn et al., 2000). 

Interestingly, most of these effects of PPARу re-stimulation are not found in visceral 

adipocytes. However, these cells have a large number of PPARу receptors (Kahn et 

al., 2000). Also, visceral adipocytes are, to some extent, metabolically distinct from 

peripheral adipocytes; for instance, they are less responsive to insulin and more 

responsive to catecholamines (Gurnell et al., 2003). Accumulation of fatty acids in 

subcutaneous adipocytes leads to a lipid steal phenomenon that leads to lower 

circulating fatty acids and minimal levels of triglycerides in muscle as well as the 

liver. However, close to 80% of insulin-stimulated glucose reduction takes place in 
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skeletal muscles in healthy humans, which is a significant source of insulin 

resistance in type 2 diabetes (Ciana et al., 2007). 

All the members of TZDs possess the thiazolidine-2-4-dione structure, from which 

the group conveys its name, which is a thiazole containing two keto-oxygen (Figure 

1.5). TZDs vary from each other in their side chains, which modify the 

pharmacodynamics and pharmacokinetic effects of the individual TZDs (Frohlich, 

2005). The major TZDs are troglitazone (TGZ), rosiglitazone, and pioglitazone. For 

this current study, the features, and the mechanism of action of TGZ will be 

discussed in the next sections (sections 1.3.7.1 and 1.3.7.2). TGZ was withdrawn 

while pioglitazone and rosiglitazone were not withdrawn as there had been 

significant pressure on their use.TGZ caused rare but significant liver toxicity and 

was removed from the market. In all probability, the vitamin E-like constituent of the 

molecule has been associated with TDZ-induced hepatic toxicity. Hepatotoxicity 

does not seem to be linked to the other two but requires routine LFT (Mudaliar & 

Henry, 2001; Ciana et al., 2007). 

In general, TZDs are new drugs for the management of type 2 diabetes. TZDs, or 

glitazones, are a group of oral antidiabetic agents used to treat type 2 diabetes 

mellitus. They improve blood glucose levels in diabetics via a unique mechanism. 

Their blood glucose-reducing impact is facilitated by enhancing insulin sensitivity, 

and for this reason, they are called insulin sensitisers. TZDs exert their blood 

glucose-lowering effects through a mechanism that involves the activation of PPARу 

and includes the relocation of excess fatty acids to peripheral fat. The other aspect of 

their action is adipokine secretion modification (Bradley, 2002; Charbonnel, 2007; 

Kim, 2004; Scheen, 2004). 

1.3.7.1  Features of TGZ 

TGZ was developed by Daiichi Sankyo (Japan) by the amalgamation of ciglitazone 

with a substructure of the α-tocopherol molecule with the clinical objective of merging 

hypoglycaemia effects with the capacity to block lipid peroxidation into a single 

pharmaceutical molecule (Parker, 2002). TGZ was the first thiazolidinedione that 

was launched and sold in the USA in the late 1990s. Under the brand name rezulin it 

was produced by Warner-Lambert Group, and in Europe, it was marketed as 
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romozin. Clinicians hailed the use of TGZ for the management of type 2 diabetes. 

The US marketer alone made more than $2 billion. However, not less than 90 cases 

of idiosyncratic liver failure resulted in death or liver transplantation. TGZ was 

withdrawn from the USA market in March 2000, having already been discontinued 

the sales in the UK three years based on the undesirable consequences (Chojkier, 

2005; Wilkinson et al., 2004). 

              

Figure 1-5 Structure of three thiazolidinediones along with tocopherol 
Both rosiglitazone and pioglitazone display similarities more than TGZ. The 
structure of TGZ reveals a tocopherol and a thiazolidinedione portion, indicated by 
red dots (Frohlich, 2005). 

 

1.3.7.2 Mechanism of action of TGZ 

TGZ was the first member of the family of TZDs oral antidiabetic agents. Unlike 

sulfonylureas, it does not cause insulin secretion, with its mechanism of action reliant 

on residual insulin. Instead, it promotes insulin sensitivity to the muscle as well as 

the adipose tissue (Aroda & Ratner, 2012; Kennedy, 2006). TGZ molecules contain 

a chroman ring moiety like that of vitamin E, exhibiting antioxidant properties 
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attached to the thiazolidinedione (Smith, 2003). Although understanding its 

mechanisms of action is marginally developed, TGZ is a potent agonist for the 

nuclear receptor PPARу. As discussed in the previous section, PPAR binds to the 

retinoid X receptor (RXR) to produce a heterodimer. Upon TGZ binding, there is a 

conformational modification in the PPARу-RXR complex. As a consequence, a co-

repressor is dislocated, which allows for binding to PPARу response elements and 

continuous stimulation of DNA sequences that regulate the expression of genes 

implicated in lipid metabolism as a consequence of simulating the action of insulin 

(Bai et al., 2007; Hubbard, 2013; Madsen et al., 2008; Park et al., 2005; Parker, 

2002; Rogue et al., 2011; Youn et al., 2008). TGZ appeared to have multiple 

advantages in the control of hyperglycaemia in type 2 diabetes. However, TGZ was 

used together with other antidiabetic agents such as the biguanides or human-made 

insulin to control hyperglycaemia (Aroda & Ratner, 2012; Kennedy, 2006). 

Furthermore, TGZ was found to play a role in the regulation of plasma triglyceride 

levels by promoting circulating fatty acid utilisation in the peripheral adipocytes (Park 

et al., 2005). Okuda et al. suggested that this mechanism may lead to a reduction in 

circulating fatty acids and lipids in the liver or the muscle and may subsequently 

decrease lipid circulation, leading to a decrease in triglycerides in the skeletal 

muscles (Figure 1-6). 
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Figure 1-6 Mechanism by which thiazolidinediones enhances insulin Action 
TZDs bind to PPARу and enhance insulin sensitivity in conjunction with a 
significant alteration in fat metabolism, such as a substantial reduction in free fatty 
acid circulation-induced activation of PPARу, changes the expression of genes 
implicated in glucose or lipid metabolism as well as energy homoeostasis, 
including those coding for lipoprotein lipase, fatty acid transporter protein, 
adipocyte fatty acid transporter binding protein. The three PPAR subtypes, alpha, 
gamma and delta, have distinct transcription patterns and control homeostasis of 
glucose based on specific tissue. PPARα triggers FA catabolism in the liver and is 
the lipid-lowering fibrates' molecular target, PPARу is essential for adipocyte 
differentiation and hypertrophy and mediates insulin-sensitising TZD activity. 
Inflammatory conditions are characterised primarily by activation of macrophages 
and monocytes at the injury site which subsequently increases the release of 
proinflammatory mediators such as TNF-α, IL-6, IL-1β and MCP-1 (Ahsan, 2019) 

 

1.3.7.3 Bioavailability 

TGZ was commonly administered orally, with an estimated bioavailability of 40% to 

50%, but other factors such as food increased absorption by 35% to 80%. An earlier 

study reported that the peak plasma concentration in subjects administered TGZ at 

therapeutic doses of 400 and 600 mg/day was 3.6 µM and 6.3 µM, respectively (Ito 

et al., 2020). A study conducted previously reported that the mean half-life removal 

ranges from 7.6 to 24 hrs, promoting a once-daily dose routine. The 
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pharmacokinetics of TGZ are identical between type 2 diabetes patients and 

nondiabetic individuals (Ito et al., 2020). 

1.4 Drug metabolism and metabolic detoxification 

Drugs are needed to correct physiological conditions. However, they are alien 

(xenobiotics) to the body. The human body attempts to remove them earliest 

because the body detects them as foreign (Coleman, 2010). Drugs must be removed 

from the body directly after their therapeutic effects are achieved. The longer the 

drugs stay in the body, the greater their side effects (Coleman, 2010; Omiecinski, 

2010). As mentioned in the previous section, drug metabolism promotes this natural 

tendency to remove xenobiotics from the human body. Drug metabolism may 

produce pharmacologically active, inactive, or toxic metabolites. For instance, drug 

metabolism comprises two phases (Phase I and Phase II), the occurrence of which 

may differ from compound to compound. For instance, the biotransformation of 

acetaminophen (APA) occurs through both phases (Figure 1-7) as indicated in the 

previous section and will be discussed in sections (1.4.1.1 and 1.4.1.2). As stated in 

the previous section, the liver is the primary, but not the only, site for 

biotransformation of xenobiotics (Coleman, 2010). The smooth endoplasmic 

reticulum contains many varieties of enzymes, which makes it an ideal site for drug 

metabolism. Although there are other sites such as the kidney, lungs, epithelial cells 

of the gastrointestinal tract as well as the skin for drug metabolism, these sites are 

involved in about 30%, that is, to a limited extent, in drug metabolism as compared to 

about 70% of most of the drugs that undergo biotransformation in the liver (Coleman, 

2010; Omiecinski, 2010). The liver contains enzymes that facilitate chemical 

reactions such as xenobiotics (phase I). It has other enzymes that bind substances 

to xenobiotics and produce reactions called conjugations (phase II) (Coleman, 2010; 

Omiecinski, 2010). 
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Figure 1-7 Phase I and Phase II metabolism of APA 
APAP is commonly metabolised in the liver by the Cytochrome P450 enzyme 
system into the reactive metabolite called N-acetyl-p-benzo-quinone imine 
(NAPQI) (phase I). Still, about 80–90% is metabolised by the phase II metabolic 
route (glucuronidation and sulphation) in which the APAP-reduced glutathione 
(GSH) conjugate is facilitated by UDP-glucuronsyl transferases (UGT) and 
sulphotransferase (SULT), into non-toxic compounds: glucuronidated and 
sulphated metabolites, which are expelled through urine. Accumulation of NAPQI 
metabolite may result in lipid peroxidation and protein adduct formation, resulting 
in ATP depletion and necrotic cell death (Macherey & Dansette, 2015). 

 

1.4.1.1 Phase I metabolism 

The cytochrome P450 (CYP) enzymes are membrane-bound proteins, located in the 

smooth endoplasmic reticulum of the liver as well as other tissues. The CYPs are the 

essential enzymes for the phase I metabolism of xenobiotics (Table 1-2). The CYPs 

contain a haem group, and the heam group is the iron-porphyrin unit (Gibson & 

Skett, 2013; Rang et al., 2011). The heam centre is the site for the CYPs and it is 
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responsible for the reaction of hydrophobic compounds to more polar products for 

elimination from the body. The iron in the reduced state can attach to carbon 

monoxide to form a carbon monoxide-bound CYP complex. The complex formed 

exhibits spectrophotometric absorbance at 450 nm and is thus called CYP450. Drug 

metabolism is grouped into two phases called Phase I (functionality) and Phase II 

(conjugation), and these will be discussed in the next sections (Omiecinski, 2010). 

Phase I reactions may include oxidation, reduction, and hydrolysis and are carried 

out in the liver with the involvement of CYP450, Flavin-containing monooxygenase 

(FMO), mammalian carboxylesterases (CEs), etc. In phase I, biotransformation, a 

polar group is either introduced or unmasked when present. Most of the products in 

phase I are not directly excreted and, as such, undergo Phase II reactions (Gibson & 

Skett, 2013). Examples of drugs that may undergo biotransformation via phase I 

oxidation are acetanilide (analgesic) and valproic acid (antiepileptic). These 

reactions may occur at several functional groups, such as carbonyl or hydroxyl. 

Hydrolysis reactions also fall under phase I metabolism (Gibson & Skett, 2013). 

These reactions generally involve considerable chemical alteration of the substrate. 

For instance, upon hydrolysis, esters lead to the formation of carboxylic acids as well 

as alcohols. In general, esters are ingested as prodrugs but are converted to their 

active form through hydrolysis, for instance, aspirin (Gibson & Skett, 2013). 

1.4.1.2 Phase II metabolism 

The phase II reactions follow phase I biotransformation and mostly occur in the 

products derived from the phase I reactions (Gibson & Skett, 2013). As described in 

the previous section, phase I reactions act to increase the bioactivation of drugs, 

which results in an increased potential for toxicity. The addition of hydrophilic groups 

to the original molecule, a toxic intermediate, or a nontoxic metabolite formed in 

phase I that necessitates further transformation to optimise its polarity defines phase 

II reactions. Conjugation, glucuronidation, acetylation, and sulphation (for example, 

the activation of estragole) are examples of these reactions. (Gibson & Skett, 2013; 

Rang et al., 2012). Rang et al. have reported that transferases are the main 

enzymes that facilitate phase II metabolism because they speed up the transfer of a 

moiety from a donor molecule to the drug recipient. Hydroxyl group (-OH) containing 
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drugs, carboxyl (-COOH), amino (-NH2), as well as sulfhydryl (-SH) functional 

groups may undergo glucuronidation reactions with sugar by-products, prevalently, 

UDP-glucuronic acid. Glucuronidation is catalysed by the enzyme UDP-

glucuronosyltransferase (UGTs). In some instances, the biotransformation process 

may result in the production of a reactive metabolite, which in some instances, may 

lead to toxicity. Toxicity may vary from genotoxicity to immune-mediated adverse 

drug reactions. The organ that is commonly affected by adverse drug reactions is the 

liver, as it is responsible for most of the metabolic reactions (Kalgutkar et al., 2012; 

Rang et al., 2012). Reactive metabolites are called reactive chemical metabolites 

because they contain a chemically reactive group that can provoke adverse drug 

reactions. It has been speculated that TGZ undergoes phase II metabolism to 

produce reactive metabolites (Table 1-2) (Kalgutkar et al., 2012). 
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Table 1-2 Reactions categorised as phase I or phase II metabolism 

                      Phase I                         Phase II 

Non-synthetic or non-conjugative   The synthetic reaction involves 

conjugation 

Oxidation through cytochrome P450, 

reduction and hydrolysis reactions 

Glucuronidation, acetylation and 

sulphation 

Converts a parent drug to more polar 

active metabolites by unmasking or 

inserting a polar group (-OH, -SH, -NH2) 

Converts a parent drug to more polar 

inactive metabolites via conjugation of 

subgroups to OH-, -SH, -NH2 functional 

groups on drugs. 

Mainly microsomal (endoplasmic 

reticulum) 

Occurs in the mitochondrial and the 

cytoplasm 

The polar metabolites may be directly 

excreted, usually in the urine, or may be 

converted further by phase II reactions. 

Drugs metabolized via phase II 

reactions(conjugates) water-soluble and 

are renally excreted  

Produces active metabolites Produces inactive metabolites 

 

1.4.2 Metabolism of TGZ  

TGZ is metabolised in both humans and animals by sulphation and glucuronidation 

as well as oxidative chromane ring-opening to a quinone metabolite (Figure 1-8) 

(Kassahun et al., 2001). Sulphation accounts for about 70% of the metabolites 

detected in human plasma, and this makes the sulphation route the significant 

metabolic route of TGZ (Kassahun et al., 2001; Smith, 2003). Both sulphates and 

glucuronide metabolites are excreted into the bile and, as a result, the main route of 

excretion is faecal (Smith, 2003). TGZ-sulphation is facilitated by a phenol 
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sulfotransferase (SULT1A3) (Honma, 2002). TGZ-sulphate is circulated from the 

liver to the bile, enters the small intestine, is absorbed by the enterocytes and 

transported back to the liver (enterohepatic circulation), leading to a prolonged half-

life (Smith, 2003). As described above, the chromane ring in the TGZ molecule can 

undergo oxidation to form a quinone metabolite, a process metabolised mainly by 

CYP3A4 (Smith, 2003; Yokoi, 2011). The quinone structure allows it to undergo 

redox cycling to produce ROS that can cause cellular damage, for instance, lipid 

peroxidation or protein oxidation. An electron reduction of quinone molecules 

provides a semi-quinone or hydroquinone which can be oxidised by molecular 

oxygen to produce the parent quinone, which in turn generates superoxide in the 

process (Ryter et al., 2007). The parent quinone may cycle again to foster a 

persistent generation of superoxide and, consequently, secondary ROS in the form 

of hydrogen peroxide as well as hydroxyl radicals (Bolton & Dunlap, 2016). 

Furthermore, TGZ quinone can undergo epoxidation to produce a quinone epoxide 

or reduce to a hydroquinone form, which is exposed to further breakdown and 

elimination as sulphate or glucuronide conjugates (Smith, 2003; Yamamoto, 2002). 

Despite a lack of strong evidence in the literature, this reductive biotransformation is 

thought to be aided by NAD(P)H, and thus quinone oxidoreductase 1 (NQO1) 

(Smith, 2003; Yamamoto, 2002).TGZ has been reported to induce CYP3A4 at 

physiological doses in human and rat liver cells, which led to the suggestion that 

TGZ exposure could provoke the formation of the quinone metabolites (Lee et al., 

2009; Smith, 2003; Yokoi, 2011). However, Yamazaki et al. have reported that TGZ 

is a blocker of cytochrome P450s, for instance, CYP2C8 as well as CYP2C9 and, to 

a certain level, CYP2C19 and CYP3A4. On the other hand, TGZ does not block any 

major cytochrome P450 enzymes at therapeutic levels (Kassahun et al., 2001; 

Yamazaki et al., 2000). 

TGZ sulphate and quinone formation form major pathways in contrast to TGZ 

conjugation to a glucuronide. Plasma levels of TGZ glucuronide are insignificant 

(Kassahun et al., 2001). Watanabe et al. found that the glucuronidation of TGZ in the 

human intestine is over twofold higher than in the liver, with the reaction in the liver 

facilitated by UGT1A1. In contrast, in the intestine, it is facilitated by UGT1A8 as well 

as UGT1A10. TGZ-glucuronide is excreted in the bile and may circulate through the 
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enterohepatic system (Smith, 2003). Previous studies in normal and diabetic 

subjects showed insignificant differences in TGZ biotransformation. These indicate 

that diabetic subjects are not generally metabolically susceptible to TGZ toxicity 

(Depeint et al., 2006). Nonetheless, Ott et al. have reported that subjects with 

hepatic malfunction recorded high plasma levels of TGZ, TGZ-sulphate, and TGZ-

quinone compared with healthy subjects, which was in harmony with the known 

changes that would occur in a subject with compromised hepatic function. 
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Figure 1-8 Primary metabolic pathways of TGZ 
TGZ is metabolised into TGZ-sulphate, TGZ-glucuronide and TGZ-quinone. TGZ-
quinone can undergo epoxidation to form troglitazone quinone epoxide or be 
reduced to TGZ- hydroquinone, which is then sulphated or glucuronidated. The 
formation of GSH conjugates accounts for the function of metabolic activation 
pathways for TGZ, which includes oxidation of the substituted chromane ring 
system to a reactive o-quinone methide derivative. TGZ may covalently alter 
hepatic proteins and trigger oxidative stress via redox cycling processes, either of 
which may contribute to DILI. TGZ can also be biotransformed into reactive 
metabolites, which are then removed through glutathione (GSH) conjugation. 
Major enzymes: PST1A3: Phenol sulphotransferase 1A3 (SULT1A3); UGT: UDP-
glucanosyltransferase; P450: Cytochrome P450; P4503A4: Cytochrome P450 3A4 
(CYP3A4); P4502C8: Cytochrome P450 2C8 (CYP2C8); NQO1: NAD(P)H: 
quinone oxidoreductase 1 (Smith, 2003). 
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1.4.3 The effect of TGZ on quinone formation and oxidative stress 

As discussed in the previous section, TGZ may be oxidised to form a quinone and 

may undergo a further reaction to form an unstable quinol in vivo (He et al., 2001; 

Smith, 2003). The quinol can be further processed through glucuronidation, as 

demonstrated by Tettey and his group, who conducted in vivo studies in rats treated 

with TGZ and isolated quinol glucuronide. Previous studies have also reported that 

CYP2C8 and CYP3A4 are the key enzymes responsible for TGZ-quinone formation 

(He et al., 2001; Kassahun et al., 2001). However, CYP3A4-mediated TGZ-quinone 

has been postulated to be the critical metabolic feature underlying TGZ-induced 

hepatotoxicity (He et al., 2001; Gan et al., 2008; Kassahun et al., 2001; Tettey et al., 

2001). Quinones are conventional cytotoxic compounds with a unique structure that 

enables them to go through redox cycling to produce ROS, which can trigger cellular 

damage, for instance, lipid peroxidation and protein oxidation (He et al., 2001; 

Kassahun et al., 2001). The one-electron reduction of a quinone molecule produces 

a semi-quinone radical species, which then undergoes oxidation by molecular 

oxygen, redeveloping the parent quinone and creating a superoxide molecule in the 

course of action. The parent quinone is liberated for recycling, resulting in the 

constant production of superoxide as well as, subsequently, secondary ROS in the 

shape of hydrogen peroxide along with hydroxyl radical (Tettey et al., 2001). 

In humans, CYP3A4 accounts for the development of quinone metabolites as it 

facilitates the generation of the quinone component from the chromane ring 

structure, generating more electrophilic intermediates such as α-ketoisocyanate and 

sulphenic acid, which can initiate toxicity (Smith, 2003; Yokoi, 2011). TGZ contains a 

chromane ring of tocopherol moiety, which provides antioxidant properties that can 

counteract ROS. Therefore, the in vitro discovery of ROS makes it challenging to 

understand the exact properties of TGZ. Nonetheless, it is assumed that the 

antioxidant activities of TGZ can be consumed, and toxicity is provoked by simple 

mechanisms related to those of acetaminophen. Also, Yamamoto et al. have 

reported that the parent compound was more toxic than the quinone metabolite in 

HepG2 cells. Other studies supported their findings and suggested that the parent 

drug instead of the reactive metabolite causes TGZ-induced cytotoxicity (Tettey et 

al., 2001; Tirmenstein et al., 2002; Lee et al., 2009). However, other evidence 
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supports the theory that cytotoxicity occurs due to the direct formation of ROS, 

implying a limited role of quinone metabolites in toxicity. Okuda et al. have 

suggested that TGZ-induced ROS production could be consequential to 

mitochondrial permeability pore opening as well as mitochondrial damage, not by a 

direct mechanism of injury but by after-effect. Although other studies have reported 

that the formation of TGZ-reactive metabolites plays a role in TGZ-mediated toxicity, 

it remains divisive. Studies in NIS1 rat liver cells treated with 5 µM TGZ and above 

could provoke oxidative stress (Narayanan et al., 2003). A build-up of superoxide 

concentration was associated with modifications to mitochondrial membrane 

potential and membrane peroxidation. And it is understood that this is caused by the 

formation of quinone moieties. However, there is a possible mechanism postulated 

that explains the development of oxidative stress. Besides, Hewitt et al. reported that 

there was no link between phase 1 (CYP1A2, 2A6, 2C9, 3A4) and phase II 

sulphation and glucuronidation (SULT and UGT) metabolising enzyme 

concentrations with TGZ cytotoxicity in human liver cells. However, they recorded a 

negative association between TGZ cytotoxicity and the entirety of CYP3A4 and UGT 

reactions regarding phenol SULT activities. Their observations led to the postulation 

that TGZ and TGZ-sulphate are direct toxicants of TGZ. Simultaneously, oxidation 

through CYP3A4 and glucuronidation form part of the detoxification pathway (Hewitt 

et al., 2002). 

In contrast, oxidation through CYP3A4 as well as glucuronidation form part of the 

detoxification pathway (Hewitt et al., 2002). Also, Depeint et al. investigated the 

effects of TGZ on human and porcine liver cells. Porcine liver cells lack sulphation 

capacity and are more resilient to TGZ toxicity than human liver cells. It has been 

reported that after two hrs of treatment with 25 µM of TGZ, they recorded a 

permanent inhibition of protein synthesis, whereas 50 µM TGZ caused cell death in 

human liver cells. On the contrary, at 50 µM TGZ treatment, protein synthesis was 

reversible in porcine liver cells, but 100 µM TGZ caused cytotoxicity. The resistance 

to toxicity exhibited by the porcine liver cells was attributed to the compensation of 

sulphation with glucuronidation (Depeint et al., 2006). 

Conversely, they reported that human liver cells treated with both TGZ and 

sulphation blockers such as 2,-4-nitrophenol, did not reduce the cytotoxicity. Still, the 
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formation of TGZ-sulphate was decreased by over 80%, but they did not record any 

effects on the quinone metabolite production. However, they did observe a 4-fold 

increase in unmetabolised TGZ. HepG2 and rat liver cells exposed to TGZ-sulphate 

had a negligible cytotoxic effect; similarly, HepG2 cells exposed to glucuronide had 

no cytotoxic effect (Yamamoto et al., 2001; Haskin et al., 2001). However, treatment 

with TGZ-quinone did cause significant cell death in both HepG2 and rat liver cells, 

but it was less cytotoxic than the parent TGZ (Chojkier, 2005; Tettey et al., 2001; 

Yamamoto et al., 2002). All previous studies support the idea that TGZ is more 

cytotoxic than its primary metabolites (TGZ, TGZ-sulphate, TGZ-quinone, and TGZ-

quinone glucuronide) but do not support any specific toxicity mechanism directly. 

This has resulted in speculation that toxicity induced by TGZ may account for other 

biotransformation pathways. Yamamoto et al. again noted that inhibitors of the main 

drug-metabolising enzymes responsible for TGZ metabolism, ketoconazole, a 

CYP3A4 inhibitor and a CYP2C8 inhibitor, quercetin, did not rescue HepG2 cells 

from TGZ-induced cell death, suggesting that cytochrome P450 metabolism is not 

imperative for TGZ toxicity (Yamamoto et al., 2002). Conversely, the HepG2 cell line 

expresses low levels of drug-metabolising enzymes. Hence, a careful interpretation 

of cytotoxicity data should be carried out so as not to make positive or negative false 

inferences (Yokoi, 2011). Contrary to the reports by Yokoi (2011), HepG2 cells 

transfected with CYP3A4 and co-treated with ketoconazole, a CYP3A4 inhibitor, 

rescued the cells from TGZ toxicity, indicating that enhanced toxicity is facilitated by 

CYP3A4-dependent reactive metabolites (Vignati et al., 2005). However, Masubachi 

(2006) suggested that the discrepancy in metabolism-related toxicity may result from 

the other cytotoxic metabolites produced by CYP3A4 but not those resulting from 

TGZ-quinone. The involvement of these metabolites in the general toxicity is 

relatively low because they will not cause a build-up in the cells and become 

inadequate to apply their toxic effects. 

1.4.4 From authorization to the removal of TGZ from the market  

TGZ was developed by Daiichi Sankyo (Japan) by the amalgamation of ciglitazone 

with a substructure of the α-tocopherol molecule with the clinical objective of merging 

hypoglycaemic effects with the capacity to block lipid peroxidation into a single 

pharmaceutical molecule (Parker, 2002; Jaeschke, 2007). TGZ was the first 
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thiazolidinedione launched and sold in the USA in the late 1990s, under the brand 

name Rezulin, produced by Warner-Lambert group and in Europe. Clinicians hailed 

the use of TGZ for the management of type 2 diabetes. The USA marketer alone 

made more than $2 billion. During clinical trials, it was shown that TGZ caused a 3-

fold increase in serum ALT levels in about 1.9% of the 2510 subjects put on TGZ 

(Bailey, 2000). Aside from this indication of liver toxicity, TGZ was approved in 1997. 

ALT levels were detected in early clinical trials of TGZ. During the combined TGZ 

trials in the United States, 2 510 patients were given the drug, with 1 134 receiving it 

for at least six months and 475 receiving a placebo. In 50 of the TGZ-treated 

patients, serum ALT levels were three times higher than the upper limit of normal, 

compared to 0.6%  in the placebo group (Jaeschke, 2007; Scheen, 2001).Treatment 

was discontinued in 0.8% of TGZ-treated patients but not in any placebo-treated 

patients due to increased ALT. Twelve of the 20 patients had peak serum ALT 

concentrations that were more than ten times the upper limit of normal, and five had 

concentrations that were more than 20 times the upper limit of normal (Scheen, 

2001). Researchers found significant hepatocellular injury in 18 of these patients. A 

liver biopsy performed on two of these patients revealed evidence of a hepatocellular 

drug reaction, and two other patients had additional cholestatic symptoms (Chojkier, 

2005; Ikeda, 2011; Jaeschke, 2007; Scheen, 2001). The majority of patients with 

ALT levels greater than three times the upper limit of normal did not exhibit 

symptoms of liver dysfunction and were thus observed only through monitoring 

during clinical trials. The peak values occurred between the third and seventh 

months in many patients, and serum ALT concentrations were restored to baseline in 

the 20 patients whose treatment was halted. ALT values also returned to baseline, 

indicating that in some patients, the liver can adapt to injury caused by TGZ without 

experiencing symptoms of liver dysfunction, which were only observed through 

monitoring during the clinical trials (Graham et al., 2003; Jaeschke, 2007; Scheen, 

2001). Also, the FDA received 560 reports of TGZ-related hepatotoxicity in 1998, as 

well as 43 cases of acute liver failure. Nine of these patients received liver 

transplants, and the remaining 28 died. Jaundice was prevalent in 498 patients at the 

time of assessment, and it was the first symptom in 62% of cases. Histological 

profiles from several of the patients revealed a repeated pattern of hepatocellular 
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necrosis with bridging necrosis, then fibrosis, or collapse. Elevation of ALT was 

common in Japan within 2 to 5 months of beginning troglitazone therapy. When the 

drug was stopped, ALT levels dropped quickly, usually to less than half of the peak 

level in 4 weeks. Surprisingly, total bilirubin levels at the time of TGZ discontinuation 

may be a prognostic factor. An investigation into the side effects of troglitazone by 

Japan's Ministry of Health and Welfare revealed 110 cases of liver damage 

(Jaeschke, 2007; Scheen, 2001). 

1.4.5   Proposed mechanism of TGZ-induced liver toxicity 

As the mechanism of TGZ liver toxicity is marginally understood, several different 

possible mechanisms have been postulated. It was initially proposed that TGZ is 

mainly metabolised into sulphate and glucuronide conjugates (Narayanan et al., 

2003; Smith, 2003). The oxidative reaction TGZ undergoes phase I reaction via 

oxidation by cytochrome P450 (CYP) enzymes, especially CYP3A4 and CYP2C8 

enzymes, to generate a reactive electrophilic open ring intermediate. The reactive 

intermediate is fused with GSH in a reaction facilitated by the enzyme GST, 

producing a non-toxic metabolite that can easily be excreted. 

Nonetheless, it has been postulated that the build-up of the electrophilic open ring 

intermediate could deplete cellular GSH levels, allowing reactive metabolites to 

covalently bind with cellular macromolecules, causing toxicity (Narayanan et al., 

2003; Smith, 2003). There are other possible mechanisms of TGZ-induced liver 

toxicity. Another theory associates the transformations that occur during the 

clearance of TGZ from hepatocytes via a metabolic conjugation as a possible 

mechanism of TGZ-induced hepatotoxicity (Julie et al., 2008). 

Previous studies have reported that TGZ could trigger liver toxicity via inhibition of 

the bile salt export pump, leading to cholestasis, mitochondrial dysfunction leading to 

cell death as well as genetic susceptibility such as single nucleotide polymorphism in 

genes involved in the metabolism and transport of TGZ (Fong & Contreras, 2009; 

Graham et al., 2003; Jaeschke, 2007; Kassahun et al., 2001; Madsen et al., 2008; 

Meechan et al., 2006). An alternative mechanism involves TGZ-mediated damage to 

the mitochondria, either directly or through the action of the aforementioned reactive 

species (Masubuchi et al., 2006). It should also be noted that TGZ toxicity is affected 
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by several individual factors that lead to the accumulation of the drug in the liver. The 

above mechanism can occur due to reduced clearance in subjects with impaired liver 

function, or polymorphisms of SULT1A3 are seen in the human population, which 

affect the level of enzymatic reactions in liver cells. Variation in SULT1A3 would lead 

to variation in the conversion rate of TGZ to TGZ-sulphate between subjects, which 

may result in a build-up of either the parent compound or its primary metabolite in 

the body (Funk et al., 2001; Snow & Mosley, 2007). 

As the mechanism of TGZ liver toxicity is marginally understood, several different 

possible mechanisms have been postulated. It was initially proposed that TGZ is 

mainly metabolised into sulphate and glucuronide conjugates (Narayanan et al., 

2003; Smith, 2003). The oxidative reaction TGZ undergoes phase I reaction via 

oxidation by cytochrome P450 (CYP) enzymes, especially CYP3A4 and CYP2C8 

enzymes, to generate a reactive electrophilic open ring intermediate. The reactive 

intermediate is fused with GSH in a reaction facilitated by the enzyme GST, 

producing a non-toxic metabolite that can easily be excreted. 

Nonetheless, a lymphocyte transformation test that measures the proliferation of T 

cells to a drug in vitro of drug-specific T-cells has been demonstrated to contribute to 

IDILI in some subjects. Immune reactions occur in many different types of cells in 

many different locations, and they develop over time (Underhill & Khetani, 2018). A 

probable chain of events leading to idiosyncratic drug-induced liver injury (IDILI), for 

instance, begins with the development of reactive metabolites in hepatocytes, which 

results in drug-modified proteins and the discharge of danger-associated molecular 

pattern molecules (DAMPs) from hepatocytes (Underhill & Khetani, 2018). DAMPs 

activate antigen-presenting cells that have absorbed drug-modified proteins 

(Underhill & Khetani, 2018). 

DAMPs activate antigen-presenting cells that have ingested drug-modified proteins. 

The antigen-presenting cells move to lymph nodes and the spleen, which are 

specifically designed to provide optimal conditions for communication between the 

antigen-presenting cells and the few T cells that recognise specific drug-modified 

hepatic proteins (Underhill & Khetani, 2018). Under the impact of chemokines 

discharged by hepatocytes and activated macrophages, activated T cells, both 
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helper T cells and cytotoxic T cells, return to the liver and mediate liver injury 

(Underhill & Khetani, 2018). These events also activate other cells, such as T 

regulatory cells, which normally protect the liver from severe damage. The 

mechanism is most likely more challenging. Although this sequence of events cannot 

be replicated in vitro, some aspects of the IDILI mechanism may be able to be 

replicated in vitro. However, deducing the mechanism of IDILI from in vitro studies 

would be inappropriate unless the predictions from the in vitro studies were 

consistent with the characteristics of IDILI in patients (Underhill & Khetani, 2018). 

A positive lymphocyte transformation test is frequently linked to IDILI. This is not 

always the case, and it appears to be drug-related (Whritenour et al., 2017). Antidrug 

antibodies and/or autoantibodies are another possibility. Because such studies are 

difficult to conduct, they have been avoided in most cases. These characteristics 

strongly suggest that the majority of IDILI is immune-mediated. As a result, 

mechanistic research should focus on testing the immune hypothesis, with additional 

studies to elucidate the steps leading to the induction and resolution of immune 

responses to the drugs involved (Whritenour et al., 2017). 

1.4.5.1 The mitochondria as the primary organelle target of TGZ toxicity 

Mitochondria are located in every cell of the human body except the red blood cell. 

Most mammalian cells provide much of the energy required for homeostasis, 

particularly during fasting (Labbe et al., 2008; Maianski et al., 2003; Masubuchi et al., 

2006). Mitochondria play crucial roles in the various biosynthetic pathways, most 

notably ATP production for cellular activities through the oxidative degradation of 

endogenous substrates like pyruvate (generated from glycolysis), fatty acids, and 

amino acids (Masubuchi et al., 2006). In this process, the oxidation of pyruvate 

occurs in the tricarboxylic acid cycle (TCA), while the degradation of fatty acids in the 

mitochondria is regulated by β-oxidation. Fatty acids may cross the mitochondrial 

membranes to enter the β-oxidation process. Whereas short and medium-chain fatty 

acids enter easily into mitochondria, long-chain fatty acids may only cross the 

mitochondrial membranes with the aid of a multi-enzymatic network that includes 

coenzyme and L-carnitine. Carnitine palmitoyltransferase 1 facilitates the rate-

limiting step of the oxidation of long-chain fatty acids because malonyl COA, an 
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endogenous product synthesised during de novo lipogenesis, can be strongly 

inhibited by this enzyme (Wallace & Fan, 2010). Within these mitochondria, short 

and medium-chain fatty acids are activated by unique acyl-CoA synthesis in acyl-

CoA molecules. In contrast, long-chain fatty acyl-carnitine intermediates are 

converted to their corresponding acyl-CoA thioesters (Wallace & Fan, 2010). These 

acetyl CoA moieties may be used to synthesise ketone bodies, primarily 

acetoacetate and -hydroxybutyrate, which are then released into the bloodstream by 

extra-hepatic tissues such as the kidneys or muscles. Because β-oxidation and 

ketogenesis are central to energy homeostasis (Derks et al., 2008; Labbe et al., 

2008), some organ failure can result in a critical deficiency of fatty acid oxidation 

(FAO), and ultimately death (Derks et al., 2008; Labbe et al., 2008). FAO deficiency 

is related to reduced plasma ketone bodies, the build-up of acyl-carnitine and 

dicarboxylic acid derivatives in the plasma (or urine) and extreme hypoglycaemia 

(Labbe et al., 2008). Hyperglycaemia may be caused by decreased hepatic glucose 

production and increased extra-hepatic use (Derks et al., 2008). While 

hypoketonemia is commonly seen in mitochondrial FAO disorders, hyperketonaemia 

can occur during therapeutic changes in mitochondrial-oxidation (Labbe et al., 2008). 

The plausible mechanism is that drug-induced TCA cycle impairment happens in 

extra-hepatic tissues that consume a high quantity of ketone bodies (Labbe et al., 

2008). Acetyl-CoA molecules and reduced cofactors cause pyruvate and fatty acid 

oxidative depletion (Labbe et al., 2008; Wallace & Fan, 2010). NAD+ and FAD are 

used to produce NADH and FADH2 by multiple dehydrogenases implicated in the 

TCA cycle and β oxidation, which supply the mitochondrial respiratory chain (MRC) 

with electrons and protons (Chen, 2018; Wallace & Fan, 2010). In the presence of 

protons, electrons are sequentially passed into the various multi-protein complexes 

of the MRC and eventually into cytochrome oxidase such as IV. The movement of 

electrons from the matrix to the intermembrane of the mitochondria inside the MRC 

produces significant membrane potential space (Chen, 2018; Wallace & Fan, 2010). 

The ATP synthase consists of a molecular motor comprised of two parts: F1 and Fo. 

The F1 region includes the ATP synthesis catalytic sites and extends into the 

mitochondrial matrix. An Fo is a proton turbine which is built into the internal 

membrane and attached to the F1 motor. 
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The movement of protons downstream determines the potential gradient strength of 

the rotor revolving around the ATP synthesis. The movement of protons by Fo is 

thus associated with ATP synthesis (Artika, 2019). As cells consume energy, protons 

re-enter the matrix via the Fo portion of the ATP or complex V synthase, releasing 

some of the potential energy. This energy is then used for the phosphorylation of 

ADP into ATP by the F1 component of the ATP synthase. Through MRC operation, 

the development of ROS is a crucial feature of mitochondria (Artika, 2019; Gülden et 

al., 2010; Wallace & Fan, 2010). The mitochondrial superoxide dismutase (MnSOD) 

dismutates the superoxide anion radical into hydrogen peroxide (H2O2), which is 

detoxified into water by the mitochondrial glutathione peroxidase (GPx), which acts 

as a cofactor and incorporates reduced glutathione (GSH). Therefore, much of the 

MRC-generated ROS is detoxified by mitochondrial antioxidant defences in the usual 

(non-diseased) state. The excess ROS diffuses from the mitochondria and serves as 

the second messenger to initiate cell processes, such as mitogenesis (Wallace & 

Fan, 2010). This detoxification process will, however, overcome indifferent 

pathophysiological conditions. This happens when the liver mitochondria have GSH 

depletion, which significantly reduces their capacity to detoxify H2O2 because they 

have no catalase (Marí et al., 2009). A drop in mitochondrial GSH below a critical 

threshold thus facilitates the accumulation of H2O2 through its detoxification. In 

effect, this triggers mitochondrial dysfunction, MPTP opening, c-Jun-N-terminal 

kinase activation (JNK) and cell death (Jones et al., 2010). Chronic pathological 

conditions such as fasting and malnutrition are diseased states, especially in the 

mitochondria, favouring GSH depletion. Mitochondrial antioxidant enzymes may be 

compromised even when chronic dysfunction of the MRC occurs. The likelihood of a 

single electron reduction of oxygen and superoxide anion formation in complexes I 

and III increases considerably (Brookes, 2005; Cardoso et al., 2010). High stable 

levels of ROS damage OXPHOS and mtDNA (Mansouri et al., 2010). Such oxidative 

damage exacerbates mitochondrial dysfunction, increasing electron leakage and 

ROS production further, contributing to a chain reaction. 

Any injury to the mitochondria may produce severe toxicity in cells and lead to the 

induction of apoptosis or necrosis depending on the level of mitochondrial damage. 

One of the suggested mechanisms of TGZ-induced liver injury is through 
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mitochondrial-mediated cytotoxicity (Masubuchi et al., 2006; Okuda et al., 2010). 

Mitochondrial malfunction is repeatedly detected in conjunction with TGZ cytotoxicity, 

proposing a role for mitochondria in the mechanism of TGZ-induced toxicity 

(Masubachi et al., 2006; Tirmenstein et al., 2002). An earlier study by Tirmenstein et 

al. who treated HepaRG cells with TGZ for 48 hrs. reported substantially minimal 

levels of basal mitochondrial respiration compared to the untreated cells; the oxygen 

consumed for ATP production was virtually terminated. Contrastingly, the levels of 

ATP, although reduced, were not entirely blocked (Masubachi et al., 2006; 

Tirmenstein et al., 2002). However, they suggested that the cells might have 

switched to glycolysis as a compensatory mechanism for ATP production. Besides, 

they observed a subsequent decline in mitochondrial membrane potential as well as 

the activation of pro-apoptotic caspase-3. However, TGZ at 30 µM caused a 20-fold 

increase in ROS cellular levels; nonetheless, this was regarded as a secondary 

effect of primary mitochondrial injury. Increased ROS levels can cause structural 

modifications in mitochondria, and Hu et al. proposed that increased ROS levels 

initiate a vicious circle of toxic effects, including mtDNA injury. Also, Masubuchi et al. 

found that TGZ induced the MPT pore and suggested that the toxic effects resulted 

from the direct impact of TGZ on the ETC or MPT pore. In common, a previous study 

reported that the significant mtDNA injury was related to a reduction in ATP levels 

and a complete drop in cell viability (Rachek et al., 2009). On the contrary, HepG2 

cells treated with TGZ at 100 µM did not affect ATP levels, although they recorded a 

significantly decreased membrane potential, suggestive of toxicity (Bova et al., 

2005). 

1.4.5.2 The effect of TGZ on metabolome 

Many other drugs are metabolised once they reach the body. Based on the 

pharmacological and toxicological properties of drug metabolites, they can be 

grouped into active metabolites, inactive metabolites, as well as reactive metabolites 

(Krämer & Testa, 2008; Wang et al., 2017; Wishart et al., 2017). Reactive 

metabolites can attach to cellular macromolecules, for instance, proteins and DNA, 

impair normal cellular activities and result in toxicity (Boysen et al., 2011; Park et al., 

2011). Nakayama et al. have reported that the early stages of drug development 

require screening for reactive metabolites. Because reactive metabolites are 
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unstable and often unpredictable, they are challenging to identify and classify. 

Metabolomics is a valuable method for profiling the metabolism of drugs and 

bioactivation, in particular, the reactive and unknown metabolites. 

Metabolomics focused on mass spectrometry has become a promising research 

method for diverse biological systems, such as bacteria, plants, mammalian cells, 

and body fluids (Fernie et al., 2004). Genetic and other physiological or 

environmental alterations may lead to metabolite changes that can be demonstrated 

by metabolomics. In blood plasma, cancer patients' urine, and cancer cell lines, 

alterations of metabolites have been identified, offering exciting biomarker discovery 

possibilities (Davis & Kramer, 2006). 

Metabolomics also helps explain cellular pathways by showing the metabolic status 

of drug-treated or nontreated cancer cells (Pan et al., 2016; Russmann et al., 2009). 

As the relationship between genotype and phenotype is illustrated in metabolomics 

(Veling et al., 2017), we have profiled over 100 strains of yeast with various 

individual gene knockouts to elucidate the activity of the mitochondrial protein. 

Nonetheless, whole cells were limited to profiling, which was unable to reveal the 

metabolic signature of the compartments (Van Vranken & Rutter, 2016). In 

comparison, an appreciated metabolic profile in subcellular compartments by 

creating the expression "the entire (cell) is more cramped than the sum of its 

components" (Van Vranken & Rutter, 2016). Though mitochondrial metabolomics 

with modern mass spectrometer equipment has been identified and optimised for 

many research teams, it has not been widely used due to technical glitches (Marco-

Lázaro et al., 2011; Swayne et al., 2009). Also, previous studies have demonstrated 

that the mitochondrial metabolic signature can discriminate against phenotypes. 

While only a portion of the features detected could be noted as metabolites based on 

retention period, the other features suggested that mitochondria contained significant 

amounts of unspecified or unknown metabolites (Go et al., 2014; Roede et al., 

2012). 

Pfizenmaier et al. also carried out comparison-specific metabolomics analysis via the 

filtration of Chinese hamster ovary cells and found a minimal mitochondrial ATP 

supply. Chen et al. evaluated absolute concentrations for over 100 mitochondrial 
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matrix metabolites compared to whole cells using mitochondrial immunopurification 

with an artificial epitopal label fixed to an outer membrane anchor (Chen et al., 2016) 

The researchers then reported that, in comparison with mitochondria, a higher level 

was seen for most metabolites in whole cells. Moreover, the metabolic response to 

the respiratory chain was higher in mitochondria than in entire cells. They then 

postulated that it is understandable to expect compartment-specific metabolic 

alterations. Also, they found metabolic signatures distinctive to the compartment that 

may be associated with metabolic changes in mitochondrial mutants (Chen et al., 

2016). 

The diffusion of pyruvate through the mitochondria's inner membrane forms a core 

branch of the cell-energy metabolism (Divakaruni & Murphy, 2012). Friday et al. 

have reported that TGZ blocks pyruvate supply into mitochondria, thus decreasing 

pyruvate supply to the TCA cycle. Given the limited supply of intramitochondrial 

pyruvate, the TCA cycle may be unbalanced. To compensate for the discrepancy, it 

may reduce malate concentrations or increase glutamate conversion to α-

ketoglutarate. 

A previous study reported that TGZ did not influence other amino acid 

concentrations, specifically methionine, leucine, phenylalanine, tryptophan, and 

valine (Oliver III et al., 2010). Other researchers have suggested that anaplerotic 

substrates were not employed to account for the intermediate TCA deficit. While it 

has been established in recent decades that a mitochondrial pyruvate carrier exists, 

it has only recently been identified on a molecular level (Diers et al., 2012; Friday et 

al., 2010; Oliver III et al., 2010). Two small transmembrane proteins in the inner 

membrane, mitochondrial pyruvate carrier 1 (MPC1) and 2 (MPC2), are essential 

components of a seemingly complex process that facilitates inhibitor sensitive 

pyruvate transport (Bricker et al., 2012; Diers et al., 2012). This established complex 

can be a rational therapeutic target for the regulation of energy balance and, what is 

more, the metabolic profile. 

TZDs are the most effective antidiabetic agents for averting the progression from 

high blood plasma glucose levels to type 2 diabetes. The reported association 

between dysregulated glucose biotransformation and the physiological defect has 
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initiated the remodelling of pioglitazone to manage pathological conditions such as 

neurodegenerative conditions and other cancers (Colmers et al., 2012; DeFronzo & 

Abdul-Ghani, 2011; Miller et al., 2011). Nevertheless, serious side effects of TZDs, 

such as volume expansion, osteoporosis, elevated adiposity, and heart disease risk, 

have limited more extensive clinical application (He et al., 2001; Graham et al., 

2010). TZD activity is attributable to PPARγ, a nuclear receptor controlling gene 

expression related to lipid accumulation, cell differentiation, as well as inflammation 

(Cho et al., 2005). Furthermore, the finding that low-micromolar concentrations of 

TZDs bind to membranes representing the circulating concentrations of treated 

patients indicates that some of the metabolic effects of the TZDs may be triggered by 

direct modulation of mitochondrial function. Findings from previous studies have 

reported a unique inhibition of MPC activity by TZDs (Belcher & Matthews, 2000; 

Cho et al., 2005). Also, depleted intracellular glutamate levels may interfere indirectly 

with the TCA cycle as glutamate is an anaplerotic substrate (Birney, 2002), which 

would lead to reduced intermediates of the TCA cycle such as malate and the 

production of ATP. Besides, lowered levels of glutamate may also influence the 

biosynthesis of GSH, as GSH is produced from cysteine, glutamic acid, and glycine 

(Birney, 2002; Yang et al., 2014). Cells more vulnerable to toxicity are protected from 

oxidative stress via termination of oxidants and combined oxidation to GSSG, 

making the cell more vulnerable to toxicity. GSH/GSSG is considered the cell's 

primary redox buffer due to high levels of GSH, and the GSH/GSSG ratio is regarded 

as the main predictor of cell redox status (Agledal et al., 2010; Zhao et al., 2009). 

GSH can also be produced through a decrease in GSSG attributable to the 

glutathione reductase enzyme (Zhao et al., 2009; Yang et al., 2014). 

Reduced nicotinamide adenine dinucleotide phosphate (NADPH) is produced 

through the pentose phosphate system, and cytosolic malate conversion into 

pyruvate also produces substantial NADPH levels (Agledal et al., 2010; Yang et al., 

2014). Reduced concentrations of intracellular nicotinamide, an NADPH precursor, 

can also reduce NADPH's supply and eventually reduce the levels of GSH in cells 

(Bradshaw, 2019; Yang & Sauve, 2016). Previous research on metabolite profiling 

has been correlated with many of these findings, lending support to the hypothesis 

that TGZ influences both energy production in cells and GSH concentrations (Intapa 
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& Jabra Rizk, 2014; Kuo et al., 2014; Phimister et al., 2005). There are three 

enzymes in mammals that can address the thermodynamic challenges of ammonia 

assimilation: carbamoyl phosphate synthetase I (CPS1), the ATP-dependent, rate-

limiting step of the urea cycle; GDH, an NAD(P)H-dependent enzyme that facilitates 

the reductive introduction of an amine group to an organic molecule (amination) -

ketoglutarate; and GS, which facilitates the ATP production. 

Previous researchers found that TGZ increased deamination at the expense of 

transamination by redirecting glutamate from the transamination pathway into the 

mitochondrion, where the deamination pathway, GDH, is located. If the 

transamination pathway is mainly cytosolic, this response would result in a glutamate 

shift from the cytosol to the mitochondrial compartment. Glutamine carbons enter the 

TCA cycle after being deamidated to glutamate and then converted to α-

ketoglutarate (Friday et al., 2010; Oliver III et al., 2010; Reynolds & Clem, 2014). 

Their observation may be due to the restricted intramitochondrial pyruvate 

distribution because the ALT pathway is a transamination process that requires 

pyruvate. Still, no intramitochondrial pyruvate means that glutamate is converted into 

alpha-ketoglutarate by the GDH catalysed deamination method. When highly 

permeable pyruvate methyl ester was used to restore intramitochondrial pyruvate 

availability, glutamate metabolism was reduced via GDH and glutamate metabolism 

was increased via ALT (Oliver III et al., 2010; Spinelli et al., 2017). 

1.4.5.3   The effects of TGZ on Cell death  

Apoptosis (programmed cell death) is a series of controlled biochemical events that 

result in morphological alterations such as cell shrinkage, blebbing, condensation of 

chromatin and DNA fragmentation (Figure 1-9) (Kroemer et al., 2007; Renehan, 

2001). Apoptosis plays a critical role in biological activities ranging from 

embryogenesis to ageing and impacts upon biological homeostasis. Deregulation of 

apoptosis has been associated with several adverse physiological conditions, 

including disease and chemical toxicity (Kroemer et al., 2007; McIlwain et al., 2013; 

Taylor et al., 2008). Two distinct pathways exist for the activation of apoptosis 

(Kalkavan & Green, 2017). The intrinsic mechanism pathway is associated with 

permeabilisation of the mitochondria and the release of cytochrome c into the 
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cytoplasm. The cytochrome c released from the mitochondria binds the apoptotic 

protease activating factor-1 (Apaf-1), inducing its conformational alteration and 

oligomerisation, creating a caspase activation platform called the apoptosome. This 

multi-protein complex formation with the cytochrome c sets off the caspase 

cascade's stimulation via caspase -9 (Figure1-9) (Hüttemann et al., 2011; Kalkavan 

& Green, 2017; Kroemer et al., 2007; Taylor et al., 2008). Apoptosis may also be 

triggered by DNA damage or severe cellular stress (Taylor et al., 2008). The Fas 

ligand binding may induce the extrinsic pathways to a death receptor which, together 

with the adaptor protein (FADD/TRADD), recruits, dimerises, and stimulates 

caspase-8. The activated caspase-8 may then initiate apoptosis directly through 

DNA cleavage and, by this means, activate executioner caspase-3/7. It may also 

trigger the intrinsic apoptotic pathway through the breakup of BID to induce 

programmed cell death (Harper et al., 2003; McIlwain et al., 2013). Akasaki and his 

group have reported that tumour necrosis factor-related apoptosis-inducing ligand 

(TRAIL) is one of the promising anti-neoplastic products capable of selectively killing 

cancer cells with an insignificant effect on healthy cells. TRAIL can activate caspase 

cascades by interacting with TRAIL-responsive receptors (DR), such as DR4 and 

DR5, which cause caspase-8 cleavage in the Fas-related death domain protein-

dependent procedure.The cleaved caspase-8 may act as an initiator capable of 

processing other groups, for instance, caspase-3 in a caspase cascade. Cleaved 

caspase-8 may cause Bid cleavage, which may upregulate mitochondrial 

cytochrome c (Cyt-c) discharge (Harper et al., 2003; Kalkavan & Green, 2017). 

Cytochrome c may subsequently interact with Apaf-1 to trigger caspase-9 activation. 

Caspase-8 and caspase-9 may then stimulate caspase-3, which forms the critical 

activator of apoptotic DNA fragmentation (McIlwain et al., 2013). It has been 

previously reported that TGZ causes dose-dependent depletion of ATP, the opening 

of the MPT pore and reduced membrane potential, which in turn causes the 

discharge of pro-apoptotic proteins and the consequent instigation of apoptosis or 

necrosis (unprogrammed cell death). Studies in HepG2 cells demonstrated the 

involvement of TGZ in the induction of apoptosis through the classical c-Jun N-

terminal protein kinase (JNK) pathway, which will be discussed further in the next 

section (Bae & Song, 2003). 
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Figure 1-9 Schematic representation of the intrinsic and extrinsic apoptotic 
pathways 
Apoptosis operates via two main, different pathways: death receptor-mediated (or 
extrinsic) and mitochondria-dependent (or intrinsic). Together with the adaptor 
Fas-associated death-domain (FADD) protein and the initiator procaspase-8 or 10, 
they form the death-inducing signalling complex (DISC). This association eases 
the dimerisation and self-activation of the initiator caspases, consequently cleaving 
and activating the executioner caspases-3 and -7, eventually causing apoptosis. 
However, the intrinsic pathways can be triggered via diverse intracellular stress 
that modulate Bcl-2 family protein interactions that control the activation of the Bcl-
2 effector proteins such as Bax and Bak. Upon stimulation, Bax and Bak initiate 
MOMP, which then discharges proapoptotic proteins. Cytochrome c connects 
APAF1 and stimulates oligomerisation, leading to the formation of an apoptosome 
which then recruits and activates the initiator procaspase 9. Active caspase -9 
cleaves and activates the executioner caspase-3 and -7. Simultaneously with 
cytochrome c, Smac is released from the intermembrane space and inhibits XIAP. 
Both pathways are linked where caspase-8 can cleave the BH3-only protein BH3-
interacting domain agonist, making it an active, truncated to form tBID, which 
stimulates Bax/Bak. The numbers in the circles denote the corresponding pro-and 
active caspases, while the broken-up circles symbolise active caspases (Kalkavan 
& Green (2017). 
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1.4.5.4   TGZ-induced JNK activation on apoptosis 

JNK forms part of the mitogen-activated protein kinase (MAPK) family that controls 

various biological activities involved in some physiological disorders, such as 

neurodegenerative abnormalities. JNK has ten isoforms, which are encoded by three 

genes: JNK1 (four isoforms), JNK2 (four isoforms), and JNK3 (two isoforms) 

(Gourmaud et al., 2015). JNK1 and JNK2 are found in all cells and tissues, whereas 

JNK3 is found primarily in the heart, brain, and testicles (Gourmaud et al., 2015). 

JNK3 has been identified as a degenerative signal transducer, and it appears to be 

the isoform involved in JNK over-activation following harmful stress stimuli in the 

adult brain, such as ischemia, hypoxia, and epilepsies. The information on reduced 

apoptosis of hippocampal neurons and reduced seizures generated by kainic acid in 

JNK3 knockout mice, as well as the idea that JNK3 mice are also protected against 

ischemia, explains this principle (Davies & Tournier, 2012; Javadov et al., 2014). 

Previous research has shown that JNKs play an important role in the regulation of 

inflammation, apoptosis and necrosis signalling pathways and several transcriptional 

and non-transcriptional processes involved in neuron and cardiomyocyte injury 

during ischemia-reperfusion (Javadov et al., 2014). 

As a result, JNK migrates to the nucleus and modifies the function of the AP-1 

transcription factor, causing a change in gene expression and, as a result, biological 

responses such as inflammation and/or apoptosis. Activation of JNK worsens brain 

injury in stroke, causing inflammation and leading to ischemic cell death. Therefore, 

it seems logical that JNK signalling pathways could be explored as a potential target 

for pharmacological interventions to address some physiological abnormalities or 

hepatotoxicity (Davies & Tournier, 2012). Bae and Song (2003) reported that 

treatment of HepG2 cells with TGZ did cause 5-fold activation of JNK and P38 

kinase. They supported their findings by pre-treating HepG2 cells with a JNK 

inhibitor (anthral), which resulted in a significant decrease in the rate of TGZ-

mediated apoptosis.TGZ may exert its toxicity by directly activating the JNK-related 

apoptotic pathway, followed by up-regulation of the proapoptotic proteins such as 

Bad and Bax with cleavage of Bid protein and decreased levels of anti-apoptotic 

proteins such as Bcl-2 (Bae & Song, 2003; Kalkavan & Green, 2017; Wang et al., 
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2007; Westphal et al., 2014). JNK may also cause apoptosis by provoking the 

release of cytochrome c from the mitochondria through the stimulation of Bid 

cleavage and Bax translocation into the mitochondria (Dhanasekaran & Reddy, 

2008; Szabo et al., 2013; Yu et al., 2004). For that reason, if ATP is highly depleted 

or the compensatory mechanisms of glycolysis cannot generate extra ATP, the cells 

can undergo necrosis as a means of cell death as an alternative to apoptosis. 

Therefore, it is possible that TGZ causes apoptosis and necrosis reliant on the 

availability of ATP (Dhanasekaran & Reddy, 2008; Smith, 2003; Yu et al., 2004). 

Although there are several possible means of TGZ toxicity, there is mounting 

evidence suggesting that TGZ is a hepatotoxin that elicits cytotoxicity by triggering 

mitochondrial injury because of respirational abnormalities. Defective respiration 

results in decreased cellular ATP and, as a result, energy deprivation in the 

mitochondria as well as loss of membrane potential, which can trigger cell death 

mechanisms such as apoptosis and necrosis. There is speculation that there is a 

secondary production of ROS that exerts a general intracellular detrimental effect, 

such as mtDNA binding, which then damages the generation of a healthy ETC, 

leading to oxidative stress due to the flux of superoxide. Another argument is that the 

injury could be latent and can, therefore, remain undetected for long periods as 

apoptosis does not cause elevation of the serum liver enzymes (Smith, 2003). 

1.4.5.5 The role of TGZ on necrotic cell death   

In contrast with apoptosis, necrosis can be described as an unprogrammed or non-

controlled cell or tissue death (Figure 1-10). Necrosis is an ATP reduction in 

membrane injury upon toxic exposure or physical damage to the cell (Dara & 

Kaplowitz, 2017; Yuan & Kaplowitz, 2013). For instance, TGZ causes necrosis 

through a deficiency of metabolic activities, resulting in a substantial reduction of 

ATP as well as the integrity of the cell membrane (Ong et al., 2007). As a result, cells 

undergoing necrosis stop their production of proteins coupled with ATP. 

Organisationally, the cell organelles swell and become inactive during the early 

phases of necrosis. The cell membrane forms blebs (Figure 1-10) (Jog et al., 2014; 

Krysko et al., 2006). These blebs, which hold no organelles, merge, enlarge in size, 

and eventually the cell membrane ruptures, causing the discharge of the cell’s 

constituents into the surrounding tissue. For instance, the discharged content 
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successively produces an inflammatory response in the affected tissue, for instance, 

the liver (Jog et al., 2014; Krysko et al., 2006). The inflammatory response is 

facilitated by individual cells of the immune system that are attracted to the liver; 

cytokines that are involved in cell communication or ROS. The inflammatory 

response, which is commonly considered an essential part of necrosis, further 

injures the liver tissue (Jog et al., 2014; Krysko et al., 2006). Krysko et al. have 

reported that, similar to the less regulated plasma membrane modifications, cells 

undergoing necrosis do not present clean chromatin condensation and DNA 

fragmentation as observed in apoptosis. 

 .  
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Figure 1-10 Morphological features of necrotic and apoptotic cell death 
Apoptosis involves cell shrinkage, chromatin condensation, and blebbing of the 
cell membrane at the nuclear periphery. The eventual development of apoptotic 
membrane-bound bodies containing organelles, cytosol and nuclear fragments is 
phagocytosed without activated inflammatory processes. The necrotic cell swells 
up until the cell membrane becomes leaky due to acute cellular damage and 
eventually disrupts and spills its contents into the surrounding tissue, resulting in 
inflammation. Necrosis occurs as a result of traumatic cell death. The cell swells 
up due to acute cellular injury until the cell membrane disrupts and releases all 
cellular contents into the extracellular space (Budak & Akdog, 2011). 

 

1.4.5.6 Inhibition of bile transport by TGZ and its effects on hepatocytes 

As described in section 1.2, DILI is one of the main grounds for the removal of 

approved drugs from the market (Aithal, 2015; 2019; Kaplowitz, 2013); nonetheless, 

the competence to correctly forecast a drug’s tendency for DILI is inadequate due to 

a lack of understanding of the underlying mechanisms (Aithal, 2015; 2019). One of 
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the essential projected means of DILI is the inhibition of bile salt export pump 

(BSEP)-facilitated excretion of bile acids, which may upsurge liver exposure to bile 

acids, eventually causing apoptosis or necrotic cell death (Byrne et al., 2002; Deng, 

2018; Morgan et al., 2010; Whitebread et al., 2017; Woodhead et al., 2014). Bile 

belongs to the steroid acids and is composed of approximately 80% organic 

compounds, with phospholipids and cholesterol as other constituents (Monte et al., 

2009; Snow & Mosley, 2007). Increased production of bile acid or impaired bile 

removal (cholestasis) may lead to a build-up of bile salts and other toxic biliary 

solutes within the liver. Although the role of TGZ in cholestasis is unclear, the bile 

salt export pump (BSEP) encoded by the ABCB11 gene is suggested to be the 

potential target for TGZ-induced liver toxicity. One of the critical functions of BSEP is 

to export bile acids and xenobiotic conjugates from liver cells into the canaliculus 

(Funk et al., 2001; Snow & Mosley, 2007). Sodium-taurocholate cotransporting 

polypeptide (NTCP), organic anion transporting polypeptides (OATPs), organic 

solute transporters (OSTα/OSTβ) as well as the multidrug resistance-associated 

protein 4 (MRP4), are other transporters implicated in bile salt transporters. The 

NTCP and OATPs facilitate the uptake of bile salts from the blood into the liver cells, 

whereas both OSTα/OST and MRP4 discharge bile salts from the liver cells and 

transport them into the blood (Kubitz et al., 2012; Kullak-ublick et al., 2004; Suga et 

al., 2017). Funk et al. reported that after treating an isolated perfused rat liver with 10 

µM TGZ, a reduction in bile flow was observed within an hour; this led to a dose-

dependent increase in the plasma bile acid concentration. Furthermore, Funk et al. 

postulated that the formation of TGZ-sulphate in an isolated canalicular rat liver 

might have contributed to their observation; that is, TGZ-sulphate significantly 

reduced ATP-dependent taurocholate transport controlled by the canalicular bile salt 

export pump (Bsep) in an isolated canalicular rat liver plasma membrane. The 

researchers further showed that TGZ-sulphate did block an ATP-dependent 

taurocholate transport which was facilitated by the canalicular bile salt export pump. 

Snow & Mosley (2007) suggested that TGZ-sulphate might cause a significant 

inhibition of BSEP, which could cause high intracellular bile salts and then cause 

hepatotoxicity through either mitochondrial malfunction or apoptosis (Figure 1-11) 

(Funk et al., 2001; Yang et al., 2014). High intracellular bile salts can induce cell 

death via mitochondrial malfunction and apoptosis, a process that is reported in 
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TGZ-facilitated cell death, described by Smith (2003). As BSEP-mediated excretion 

of bile salts is dependent on ATP, the impaired ability of mitochondria to produce 

ATP will eventually disrupt the activity of BSEP (Masubuchi, 2006). Also, 

mitochondria facilitate death receptor signalling and mitochondrial malfunction can 

instigate apoptosis and cause oxidative injury (CarrÃ et al., 2015; Zhu et al., 2012). 

However, FAS receptor-mediated apoptosis appears to be the primary pathway. 

Jaeschke et al. have reported that bile salts promote cytoplasmic translocation of 

Fas to the plasma membrane where the receptors self-combine and cause 

apoptosis. This mechanism supports the idea that the accumulation of bile salts from 

impaired BSEP will result in cell death through apoptosis. For this reason, effective 

transport coordination in the liver is essential to guarantee the efficient excretion of 

bile salts. 

 

Figure 1-11 Proposed mechanism of TGZ-mediated liver toxicity 
Bile acids are transported into the liver cells via sodium-taurocholate co-
transporting polypeptide (NTCP) and organic anion transporting polypeptides 
(OATPs). Hepatocellular bile acids are expelled into the bile via the bile salt export 
pump (BSEP). Bile acids can, what is more, be carried through the basolateral 
membrane to sinusoidal blood by basolateral efflux transporters, for instance, 
multidrug resistance-associated protein (MRP) 4, MRP3, or organic solute 
transporter (OST)α/β.TGZ and its major metabolite, TGZ sulphate (TS), are potent 
blockers of liver bile acid transporters, which might result in a build-up of bile acid 
in the liver and consequent toxicity (Yang et al., 2014). 
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1.4.5.7 The effect of TGZ on cholesterol synthesis 

Cholesterol is a crucial constituent of cellular membranes and functions as a 

precursor of steroid hormones, bile acids, or vitamin D in other tissues. Nonetheless, 

excess or deficient physiological levels of cholesterol can be detrimental to the cells. 

As such, cholesterol synthesis is tightly controlled via a feedback mechanism to 

maintain cholesterol homeostasis in animals. Cholesterol synthesis is facilitated by a 

class of microsomal enzymes such as HMG-CoA reductase. They are the rate-

limiting enzymes, and they are transcriptionally regulated by sterol regulatory 

element-binding protein (SREBP-2) (Horton et al., 2002). SREBPs belong to a large 

group of transcription factors that control the expression of a range of enzymes 

needed for endogenous cholesterol, fatty acid triacylglycerol and phospholipid 

production. There are three isoforms of SREBPs: SREBP-1a, SREBP-1c, and 

SREBP-2, which have different functions in synthesising lipids (Horton et al., 2002). 

SREBP-1c is predominantly contained in the liver, and it is implicated in the 

activation of genes implicated in fatty acid synthesis. Also, SREBP-2 is involved in 

the activation of LDL receptor genes as well as different genes implicated in 

cholesterol synthesis, for instance, the HMG-CoA reductase. 

The SREBP1-a isoform is involved in both cholesterol and fatty acid synthetic 

pathways (Horton et al., 2002). SREBP transcription factors are produced as inactive 

precursors attached to the endoplasmic reticulum (ER) membranes and form a 

complex with SREBP-cleavage activating protein (SCAP). For this reason, when the 

sterol level is depleted, SCAP escorts the SREBPs from the ER to the Golgi where 

they are processed by two occupant proteases (site1 protease and site2 proteases) 

that sequentially cleave the SREBPs and release the NH (2)-terminal active domains 

from the membrane, allowing them to translocate to the nucleus and activate 

transcription of their target genes (Gong et al., 2006; Horton et al., 2002). Insulin-

induced genes, (Insig)-1 and -2 are membrane proteins in the ER and play a crucial 

role in the control of SREBP cleavage (Bridges et al., 2014; McPherson & Gauthier, 

2004). In a situation whereby the intracellular sterol levels are increased, SCAP 

binds to Insigs. This action inhibits the translocation of the SREBP-SCAP complex 
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from ER to Golgi as well as proteolytic activation of SREBP (Bridges et al., 2014; 

Horton et al., 2002; McPherson & Gauthier, 2004). 

Consequently, cholesterol and fatty acid synthesis decrease (Brown et al., 2002; 

Gong et al., 2006). Yang et al. have reported that Insig-1 is an ER protein which 

binds to SCAP and promotes the sterol-facilitated maintenance of the SCAP/SREBP 

complex in the ER. Insig-1 gene expression is positively regulated by 

transcriptionally active SREBP, resulting in a feedback mechanism which controls 

lipid balance, whereas Insig-2 insulin negatively controls Insig-2 expression (Yang et 

al., 2008). An earlier study by Engelking et al. has reported that mice with Insig-1 

and Insig-2 gene disturbances showed overexpression of genes implicated in the 

synthesis of cholesterol and fatty acids as well as an excessive build-up of 

cholesterol and triglycerides in the liver. It has been reported recently that PPARу 

activation by rosiglitazone induces the expression of Insig-1 in the white adipose 

tissue of diabetic rats and blocks the processing of SREBPs and lipogenesis. The 

researchers postulated that it is a feedback mechanism to regulate lipogenesis in the 

adipose tissue (Kast-Woelbern et al., 2004). However, an experiment conducted by 

treating macrophages with TGZ and pioglitazone increased the expression of 

SREBP-2 target genes, HMG-CoA synthase and HMG-CoA reductase (Iida et al., 

2002). Their findings led to the assumption that PPARу activation increased gene 

expression of SREBP-2. As a result, the effects of PPARу stimulation on the 

processing of SREBPs and their target gene expression could be tissue-specific. 

Klopotek et al. having treated HepG2 and Caco-2 cells with various concentrations of 

TGZ, reported that TGZ decreased cholesterol production in both cell types through 

the activation of PPARу which then reduced the levels of SREBP-2 and a continuous 

reduction of its target genes implicated in cholesterol synthesis (Klopotek et al., 

2006). 

On the other hand, Klopotek et al. have reported that TGZ dose-dependently blocked 

cholesterol synthesis in CHO and HepG2 cells, which led to the postulation that 

there is a common pathway for TGZ action (Klopotek et al., 2006). They further 

noted that the exclusion of TGZ from the culture medium resulted in the loss of sterol 

build-up and was followed by restored cholesterol production. Also, they reported 

that actinomycin D and cycloheximide inhibited the activation of PPARу induced by 
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TGZ. However, in the compounds mentioned above, the blocking of cholesterol 

production by TGZ was unaffected, suggesting that the inhibitory mechanism of 

cholesterol production is not reliant on PPARу activation. For these reasons, the 

exact mechanisms (pathways) of TGZ in cholesterol synthesis are still questionable 

(Klopotek et al., 2006). 

To summarize, the mechanism of TGZ-induced liver injury is complicated, which is 

why researchers have yet to find an answer/s. However, the allergic and immune 

response signs and symptoms are sporadic, and a metabolic flaw in its metabolism 

is suspected of playing a pivotal role in TGZ-induced hepatotoxicity. TGZ is a potent 

inducer of CYP 3A4 (Yamamoto et al., 2002). It has a unique alpha-tocopherol 

(vitamin E-like) side chain which can be biotransformed into a highly active 

quinolone-like metabolite, which may account for its occasional deviant 

biotransformation and liver toxicity (Yamamoto et al., 2002; Vignati et al., 2005). The 

developing tendency is that a defect in cellular defence mechanisms against 

oxidative stress and reactive metabolites appears to promote TGZ-induced 

hepatotoxicity without any doubt. Also, transporter inhibition (BSEP), leading to bile 

acid accumulation. ROS production and oxidative stress resulting from TGZ-induced 

dysfunction of oxidative phosphorylation (OXPHOS) and impaired electron transport 

through the respiratory chain may also be some the probable pathways of TGZ-

induced hepatotoxicity. 

With many agents or disorders that adversely affect mitochondria, one of the above 

categories may outweigh the other, but there is frequently significant overlapping, 

and one set of injuries may lead to another. The common argument is that these 

agents and conditions all congregate on pathways that lead to substantial 

disturbance of mitochondrial structure or activity. After the withdrawal of TGZ, a lot of 

research about the potential mechanisms of its hepatotoxicity has been conducted. 

There is rapidly accumulating experimental evidence confirming that mitochondrial 

dysfunction plays a key role (Graham et al., 2003). The homeostasis of cholesterol 

emerges from the complex mechanism that occurs primarily in the liver. A deficiency 

of one of the factors involved in cholesterol metabolism can cause profound changes 

and, in effect, liver disease. For instance, most of the cholesterol that enters the 
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hepatocyte in the LDL particles is distributed through the cell and reproduced within 

VLDL particles without reaching equilibrium with the regulatory pool.  

1.4.6 The necessity to study a drug that has been withdrawn from the market 

TGZ was removed from the market based on reported cases of hepatotoxicity and 

some fatalities. However, there has been a bourgeoning of interest in the compound 

as some studies have speculated that the PPARу mediated effects could be 

harnessed in anti-cancer treatments to halt the progression of tumour cells (Rubin, 

2002). The involvement of PPARу in cell proliferation could be used to explain the 

above notion. The binding of diverse ligands to PPARу can provoke various 

downstream effects depending on their inhibitory or stimulatory effects. In several 

types of cancer, TZDs have been shown to inhibit proliferation while also promoting 

apoptosis and differentiation. Zhong and his group studied the anti-cancer effects of 

lovastatin and TGZ in anaplastic thyroid cancer cells and discovered that a sub-lethal 

concentration of both lovastatin and TGZ has a tumour-specific anti-proliferation 

effect in vitro and in vivo. They suggested that this combination treatment inhibitory 

effect was due in part to cell cycle arrest at the G0/G1 phase (Zhong et al., 2018). 

TGZ is an ideal drug to explore the interaction of many different, interconnected 

biological pathways. A better understanding of the mechanism of TGZ-mediated 

toxicity may enable drug developers to redesign or redefine it to correct other 

pathological conditions. 

1.5 In silico and metabolomics tools in modern toxicity studies 

Advances in laboratory-based studies, as well as the availability of high input data, 

make it easy for current researchers to assess metabolic and transport data. 

However, when researchers obtain these data, they place them into large databases, 

and in some cases, nothing is done with them (Colquitt et al., 2011; Yang et al., 

2019; Wishart et al., 2017). Most of these data are collected through experiments 

focusing on small sets of individual reactions. The novel approach of in silico 

modelling offers the ability to examine the mechanisms of these reactions and how 

they influence each other, allowing the analysis of large amounts of data and the 

investigation of the amount of control exerted by individual reactions on the cell, 

organ, or whole system (Colquitt et al., 2011). 
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In silico studies, will help speed up toxicity studies by countenancing the integration 

of data in a manner that allows the emergence of biological phenotypes from 

disparate experimental data. For example, computational modelling may incorporate 

mathematical approaches such as flux balance analysis (FBA) to analyse the flow of 

metabolites via a metabolic network or to predict the steady-state flux distribution of 

the metabolic system (Orth et al., 2010). This steady-state implies that metabolic 

fluxes (reaction rates), as well as intracellular metabolite concentrations, are both 

constant over time (Orth et al., 2010). For instance, FBA can be used to predict, for 

instance, the growth rate of single-celled organisms such as bacteria or the standard 

of production of other relevant biological metabolites (Orth et al., 2010; Venkatapathy 

& Wang, 2012). The use of software for producing molecular descriptors, simulation 

tools, modelling systems for toxicity predictions as well as visualisation tools are also 

some of the critical factors that need to be considered in model development 

(Venkatapathy & Wang, 2012). 

In silico systems have the distinct advantage of being able to evaluate early chemical 

toxicities before they are produced. However, a small error in a single reaction, such 

as an incorrect metabolite name, could affect the entire stimulation process (Madan 

et al., 2012; Orth et al., 2010). Another limitation in using FBA (steady-state) is that it 

cannot predict dynamic changes in metabolic fluxes with time (Orth et al., 2010). 

However, this drawback could be improved by integrating it with other 

computationally intensive extensions of FBA, such as minimisation of metabolic 

adjustment (MoMA) and regulatory on/off minimisation (ROOM). The MoMA may be 

used to search for the flux distribution in the mutant flux space that is closest to the 

optimal flux distribution in the wild type. In contrast, ROOM could predict the 

metabolic study state after gene knockouts by minimising the number of significant 

flux changes concerning the wild type (Shlomi et al., 2005). 
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1.6  Hypothesis and aims 

This current study is motivated by the fact that TGZ appeared to be a promising anti-

diabetic agent after going through the mill of clinical trials, till the issue of specific 

liver toxicity was identified after the drug was marketed (Rhodes, 2009). Why was 

this not detected earlier by animal models? In pre-clinical studies, TGZ toxicity was 

not reported in whole animal studies. It has been proposed that normal rats were 

employed and that the human subjects who experienced liver toxicity had impaired 

liver function due to their diabetic condition and, as such, compromised the ability to 

metabolise TGZ (Tirmenstein et al., 2002). Animal models have been used in the 

past decades for toxicity studies. However, in vivo animal studies are confined by 

time, ethical consideration, as well as a financial burden. These limitations may have 

a negative impact on their effectiveness. Therefore, it seems logical to explore the 

suitability of computational approaches for assessing chemical toxicity as an added 

measure. In silico toxicology could be used to supplement existing toxicity analysis to 

predict toxicity, analyse, simulate, visualise, guide toxicity assessments and reduce 

late-stage failures in drug development. 

It is hypothesised that TGZ could cause liver toxicity through mitochondrial 

dysfunction, which initially causes the release of pro-apoptotic signals, leading to 

cellular apoptosis. 

And to test this hypothesis as the prime objective, a combination of in silico and in 

vitro approaches will be used to explore TGZ toxicity mechanisms. The project's 

initial aims were to validate the model systems to be used within the project; the first 

aim was to validate a cell culture system to explore TGZ toxicity in vitro. Several 

cellular assays were undertaken to replicate the previously reported effects of TGZ 

hepatotoxicity. 

The secondary objective was to build a computational model incorporating all the 

known effects of TGZ on hepatocyte biology. This model was parameterised using 

data from the literature and validated against the in vitro data generated by the prime 

objective. 
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Chapter 2 Materials and general methods 

2.1 Materials 

2.1.1 Materials for in vitro studies 

The hepatoma cell line Huh7 is a well-differentiated liver cell derived from a human 

carcinoma cell line, donated by a 57-year-old Japanese man in 1982 (Krelle et al., 

2013). The cell line was developed by Nakabayashi and Sato (Krelle et al., 2013). 

Cells were routinely grown in Dulbecco’s modified eagle medium (DMEM) containing 

phenol red, 4.5 g/L D-glucose and 4 mM L-glutamine, supplemented with 10% (v/v) 

heat-inactivated foetal bovine serum (FBS), 100 U/ml Penicillin and 100 U/ml 

Streptomycin. Cells were kept at 37 0C in a humidified incubator with 5% CO2. The 

materials used for this study are in table 2-1. 

 Table 2-1 Materials and reagents 

Materials Sources 

0.4% v/v trypan blue solution Sigma-Aldrich, UK 

3-(4, 5-dimethylthiozolyl-2)-2,  5-

diphenyltetrazolium bromide (MTT), 

Hybri-Max TM dimethyl sulphoxide 

(DMSO), 

Sigma-Aldrich, UK 

Antibiotic (penicillin/streptomycin) Sigma-Aldrich, UK 

Automated cell counter TM Fisher Scientific -UK  

Caspase 3/7, Caspase -8, and 

Caspase-9 Glo kits 

Promega, Southampton, UK 

Cell counting chamber slides 

(Countess) 

Sigma Aldrich, UK 

Fas Ligand human (FasL) Sigma Aldrich, Poole, UK 
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Foetal Bovine Serum (FBS) Sigma Aldrich, Poole, UK 

Huh7 cell lines European Collection of Authenticated Cell 

Cultures (ECACC) 

Hybrid-Max TM dimethyl sulphoxide 

(DMSO), 

Sigma Aldrich, UK 

Inactivated foetal bovine serum 

(FBS) 

Sigma-Aldrich, UK 

Microtiter plate reader (FLUOstar 

Omega 

BMG LABTECH, UK 

Multi-channel pipette Sarstedt, Numbrecht, Germany 

NuncTM 96 Well Plate Polystyrene Thermo Scientific, IL, USA 

NuncTM F96 MicrowellTM White 

Polystyrene Plate 

Thermo Scientific, IL, USA 

Phosphate –buffer saline (PBS) 

powder,   

Sigma-Aldrich, UK 

 Staurosporine Sigma-Aldrich, UK 

Sterile pipettes (5,10,25 and 50 ml) Sarstedt, Numbrecht, Germany 

T25, T75 culture flask Sigma-Aldrich, UK 

Troglitazone (TGZ) Sigma Aldrich. UK 

Trypsin-EDTA solution Sigma-Aldrich, UK 
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2.1.2 Materials for in silico studies 

2.1.2.1 Software 

In this study, Snoopy software is used to model and animate or simulate hierarchical 

charts and Petri nets. There are three main classes of Petri net: standard Petri nets 

(PN), extended Petri nets (xPN) and extended stochastic Petri nets (xSPN) (Rohr et 

al., 2010). Snoopy is adaptable as its basic design enables the execution of new 

graph styles. It is adaptive by supporting the simultaneous use of several graphical 

techniques while the GUI adapts animatedly to the graph type in the active window 

(Rohr et al., 2010). Snoopy is platform-independent and can run on Mac OS X, 

Windows, and Linux. Another essential software for this study is the Multi Formalism 

Interaction Network Simulator (MUFINS) (Wu et al., 2016). It consists of a suite of 24 

tools that enable the execution of a wide range of analysis systems, and it is bundled 

with JyMet, a Graphical User Interface (GUI), allowing MUFINS to be used by both 

technical experts and non-specialists (Wu et al., 2016).The tools within MUFINS can 

be grouped as follows: Flux balance analysis (FBA), phenotypic phase plane 

(PhPP), dynamic FBA (dFBA), flux variability analysis (FVA), differential producibility 

analysis (DPA), fermentation equation (FBA precursor) Gene/Reaction Perturbation: 

Gene Deletion Analysis, Gene Interactions, Omic Constraints: Gene inactivity is 

moderated by metabolism and expression (GIMME). 

Regulation: Regulatory FBA (rFBA), linear inhibitor and activator constraints, 

integrated FBA (id FBA), integrated FBA (idFBA), integrated FBA (iFBA), quasi-

steady-state Petri nets (QSSPN) make it possible to construct constraint-based 

model (Wu et al., 2016). 

2.1.2.2 File setups 

Petri nets could be designed with Snoopy, saved and uploaded in a Snoopy-specific 

file format using XML technology (Rohr et al., 2010). However, the file formats 

diverge to some extent for each Petri net group and are classically denoted by 

distinct extensions, such as spped (PN), spept (xPN). Snoopy offers built-in 

animation as well as random variable simulation, and these are used in this study. 

As listed in the previous section (Rohr et al., 2010), Snoopy provides a constant 
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simulation of continuous Petri nets and exports them for various analyses, as listed 

in the previous section (Rohr et al., 2010). The Petri net, as well as simulation plots, 

can be saved in an encapsulated postscript (eps) set-up. 

2.1.2.3 Sample file 

The Petri net used can be downloaded freely for non-profit academic research 

purposes at http://www.informatik.tu-cottbus.de/softaware/snoopy.htl (Rohr et al., 

2010). The MUFIN version of SFBA can be found at: 

http://sysbio3.fhms.surrey.ac.uk/mufins. The computational experiment discussed in 

this study could be repeated by downloading Snoopy to open model files and 

following the stages defined in the subsequent section. 

2.2 Methods 

2.2.1 Systems biology 

Having identified the possible TGZ metabolic and non-metabolic pathways, a Petri 

net was used to represent these pathways graphically. The model was constructed 

using SNOOPY (a tool used to animate and simulate a hierarchical graph-based 

system). A Petri net is a controlled two-part graph with nodes that symbolise 

transitions and places (Heiner et al., 2012). The Petri net operates on a graphical 

notation where circles represent places, rectangles represent transitions, edges are 

illustrated as arrows, and tokens are denoted as dots or numbers drawn within place 

symbols. Directed edges link places to transitions and transitions to places. Each 

place in the Petri net may contain a non-negative integer number of tokens 

connected to it (Figure 2-1) (Heiner et al., 2012). 
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Figure 2-1 Petri net elements and their graphical representation 
Petri nets are weighted, fixed-two-part graphs made up of nodes and arcs. Arcs 
join the nodes, the places as well as the transitions. An arc links a place with a 
transition or in reverse; however, two transitions or "places" cannot connect. Places 
can hold tokens while ‘transitions" cannot contain any tokens. Standard Petri net 
arcs are made of places, transitions, and standard arcs, adapted (Heiner et al., 
20012). 
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Tokens may be propagated across all places in the Petri net (marking) and represent 

the system's condition. Upon firing, transitions alter the state of the system by 

delivering tokens from pre-places to post-places. The number of tokens consumed 

from the given pre-places is shown by the weight of an edge connecting with the 

transition, while the number of tokens delivered to the post-place is indicated by the 

weight of the edge connecting the "transition" and post-places (Figure 2-2). The 

"transition" may fire when all the pre-places hold enough tokens (Yoo et al., 2013). 

 

Figure 2-2 Graphical representations of Petri net operation 
In this figure, (a) symbols, (b) Petri net with enabled transition and, (c) after 
enabled transition (Yoo et al., 2013). 

 

2.2.1.1 The read arcs 

The read arcs are also called test arcs. They are graphically symbolised by black 

dots as arch heads, requesting tokens in a place demonstrating progressive side-

conditions, for instance, the conformation of a protein complex that may regulate 

whether a reaction is feasible or a specific physiological state of a cell that may 

predict if a cell is responsive to particular triggers. The test place requires no fewer 

than many tokens as provided by the read arc’s collection to facilitate a transition. 

Animating the "transition’’ may not alter the number of tokens in a tested place 

(Heiner et al., 2012). Two different arcs may simulate a read arch. Although a read 

arc and two different arcs have the same total effect, there is an indirect semantic 

variation that renders it suitable to represent molecular mechanisms within a 
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biochemical network. For instance, enzyme A catalyses the reaction of substrates K 

to produce M (Heiner et al., 2012). Then A is transiently consumed by forming the 

enzyme-substrate complex and reformed as the enzyme-product complex decays to 

form M. Such an enzymatic reaction is represented in a mechanism-oriented design 

by two reverse arcs if the development and decay of the enzyme-substrate complex 

are not overtly exhibited (Heiner et al., 2012). 

Conversely, read arcs are suitable for conditions where an unphosphorylated 

receptor (M) autophosphorylates (M-P) because of a conformational change to M 

(Heiner et al., 2012). The token in M represents the active conformation of the 

receptor, which is not rapidly utilised. Therefore, the token remains in M (Heiner et 

al., 2012). 

2.2.1.2 Inhibitory arcs 

A hollow dot graphically represents inhibitory arcs as arc heads and indicates 

negative side-conditions in an abstract concentration level, such as when the 

presence of a specific protein, such as a distinct inhibitory component or a protein 

complex, constrains a specific reaction or process (Heiner et al., 2012). To enable 

transition, the inhibiting place would contain fewer tokens than provided by the 

diversity of the inhibitory arc. The transition's activation would have no effect on the 

number of tokens on the inhibiting place. Standard Petri nets can only simulate 

inhibitory arcs if the inhibiting places are bounded, that is, the number of tokens does 

not exceed a given finite number. In this instance, it strictly enhances precision 

(Heiner et al., 2012). 

2.2.1.3 Animation of qualitative Petri nets in snoopy 

After creating the Petri net, the incorporated animation of the movement of tokens 

may present initial insight into the dynamic behaviour and the interconnection of the 

model. Snoopy visualises the activity of tokens, allowing for any easy command. The 

animation may be initiated by hand or set automatically with altered firing strategies 

such as a single step, where a single transition is arbitrarily selected, an intermediate 

step, and this forms an arbitrary subgroup of synchronised transitions, or a maximal 

step, where a maximal set of synchronised transitions is arbitrarily selected (Figure 
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2-3) (Heiner et al., 2012; Rohr et al., 2010). The panel menu on the left allows 

selecting the type of graph element to be created. The drawing window in the middle 

shows the Petri net under construction. The window on the right belongs to the place 

selected in the drawing window and allows for editing the properties in place. 

    
 
Figure 2-3 Petri net creation with Snoopy 
The menu panel on the left could be used to choose the type of graph element to 
be constructed. The middle drawing window represents the Petri net under 
construction. The window on the right is allied to the place that is chosen in the 
drawing window and allows the properties to be modified. 

 

2.2.2 The non-metabolic pathways of TGZ-induced hepatotoxicity 

The non-metabolic pathway is also a complex function of drug-protein interactions in 

the liver. For instance, TGZ activates PXR. The activated PXR forms a heterodimer 

with the retinol x-receptor and binds to the hormone response element on the DNA 

of PXR target genes (Brewer & Chen, 2016). This, in turn, upregulates phase II 

conjugation enzymes as well as the induction of phase I oxidative enzymes and 

subsequent degradation of PXR target genes, as shown in a screenshot (Figure 2-
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4). As discussed in the previous section, various theoretical systems have obtained 

significant results in modelling mechanistically various levels of cellular organisation, 

such as metabolic, signalling, and gene regulatory networks. 

 

Figure 2-4 Overview of the Quasi-State Petri net approach 
QSSPN incorporates a genome-scale metabolic network (e.g., recon2 human 
GSMN) incorporates a dynamic regulatory system represented in a Petri net. Flux 
balance analysis is used to explore the solution space for a given objective 
function, reverting to an optimal solution. In this case, the solution space is further 
constrained by the need to meet a biomass constraint, representing cellular 
resources required for survival (e.g., amino acids). Stimulation of the system by a 
ligand (cortisol) leads to the activation of its cognate receptor (PXR) and a gene 
regulatory cascade. This results in alterations in the encoded protein level 
(CYP3A4), which in turn informs the upper and lower bounds within the GSMN for 
any reactions catalysed by that protein. Fluxes are extracted from FBA sample 
solution and employed to update the status of the regulatory network, effecting the 
cycle of stimulus -response-return to baseline (Wu et al., 2016). 
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2.2.2.1 Using SurreyFBA for metabolic analysis 

As discussed in the previous section, a variety of theoretical techniques have 

obtained significant results in mechanistically modelling various levels of cellular 

systems, such as metabolic signalling, including gene regulatory networks (Wu et al., 

2016). In a real cell, all these methods progress concurrently, and without multi-scale 

simulation, the awareness and predictive strength delivered by models will be 

restricted (Wu et al., 2016). For example, the Petri net was described as a model for 

systems that exhibit simultaneous asynchronous activities. More specifically, the 

limitation on Petri net modelling is less modelling and predictive power. Also, Petri 

net cannot be used to test for a specific marking in an unbounded place, as well as 

an inability to determine a zero marking in a place. 

Interestingly, whereas Petri net is limited in this application, MUFINS is the first 

application to answer this problem of multi-formalism simulation. Unique algorithms 

accessible in MUFINS, present answers to significant technical challenges such as 

integrating CBM and hybrid deterministic dynamic simulation, integrated signalling, 

or metabolic models (Wu et al., 2016). It allows the study of broad clinical 

transcriptome analyses in the GSMN framework (Wu et al., 2016). 

Having created the model in the Petri net, it was saved and determined the Surrey 

FBA reaction. The reaction table lists the following: reaction description, reaction 

formula comprising abbreviated names of metabolites, lower flux bound, upper flux 

limits, and the regulations linked to genes. The Comments section contains any free 

reaction text description displayed in a screenshot (Table 2-2). Comments were used 

to categorise reactions of interest. The reaction queries were found in the "Edit-

˃search" simulation results tables. 
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Table 2-2 SurreyFBA analysis displaying metabolic reactions 

 

 
The external metabolites that reflect metabolic flow sources and drops were 

identified. Excluding external metabolites, the FBA model cannot determine any 

value apart from 0, since there will be no metabolic flux source. In this case, "_b" 

was used as a tag at the end of the metabolite name to indicate an external 

metabolite. In SurreyFBA, this tag was used to define external metabolites by 

clicking "Solve->Externality tag" in the JyMet menu and typing "_b" in the dialogue 

box displayed in the screenshot (Table 2-3). 
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Table 2-3  Table showing external metabolite tag dialogue box 

 

. 

 

The "Essential Reactions" method of SurreyFBA checks the essentiality of every 

reaction in the system. For each reaction, the programme controls the flux through 

this reaction to 0 and calculates the maximal value of the objective function. If 

inactivation of a defined r reaction results in the objective function flux equalling 0, 

the reaction is reported as essential. In other words, the software reports reactions 

that must be active to achieve a specific metabolic objective, for instance, growth 

that is chemically feasible. 

2.2.2.2 General description of the SurreyFBA software 

The software could be used to run the essentiality scan reaction by clicking 

"Analyse->Essential" reactions. The calculations will take about 10 minutes. You will 

see the following screen: The results are saved to a file using "File->Save table.". 

"xls" and the extension would open in Excel. Flux balance analysis could be 
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performed by selecting "Analyse->FBA" and then "Solve->solve". This could be 

filtered and sorted by regulatory network fluxes. "Edit->search" could be used to filter 

all reactions tagged with the "@regnet" string. Subsequently, clicking the "Transition 

rate" header could categorise these reactions by flux to identify all regulatory network 

reactions with non-zero flux in an organism. In this case, all non-zero reaction names 

and fluxes could be selected in a reaction to a given solution (Wu et al., 2016). 

"View->Layout->hierarchical" is clicked to visualise these fluxes with the automatic, 

hierarchical layout. The network could be visualised in a Petri net (two-part graph) 

representation, with rectangles representing transitions and circles representing 

places. Flux values could be written within the reaction rectangle; line thickness 

could be used to visualise fluxes. The layout could be adjusted manually, and the 

configuration saved with the "File->Save graph" function. The graph would then be 

used to visualise results with "Visualise->Layout->custom". The graph layout also 

acts as a reaction name filter. This visualisation mode is ideal for visualising effective 

pathways emerging in genome-scale networks under certain conditions (Wu et al., 

2016). 

2.2.3 In vitro assay  

2.2.3.1   Cell culturing 

Cells were subcultured when they reached a confluent of 70–90%. The routine 

culture was carried out in T75 culture flasks with a surface area of 75 cm2 and the 

volumes reflected the surface area of the flask. The culture medium was aspirated 

from the cells. Cells were washed with 10 ml of sterile phosphate-buffered saline 

(PBS) to remove traces of media as Huh7 cells were adherent, and then with 2 ml of 

0.05% trypsin-EDTA. The cells were incubated at 37 oC for 3-6 minutes for 

detachment. After the cells were detached, fresh culture medium (8 ml) was added 

to prevent trypsin action. The suspended cells were transferred to a 15 ml falcon 

tube and centrifuged at 600 x g for 5 minutes. The supernatant was removed, and 

the cell pellet was re-suspended in the fresh culture medium. Soft pipetting action 

was employed to expedite the dispersal and dissociation of small cell clumps into 

separate cells. Cells were split as required, either into a fresh T75 culture flask to 

preserve stock or an experiment (Freshney, 2010). 
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2.2.3.2 Cryopreservation and thawing of cells 

Cells were preserved in liquid nitrogen to keep stock availability. Cells can be stored 

in liquid nitrogen for several years without any loss in viability. Cells reaching a log 

phase (70-80% confluent) were detached with the trypsin described in the previous 

section. The cell pellet was resuspended to 1 x 106 cells/ml in a freezing medium 

made of 10% DMSO and 90% FBS, v/v, and transferred into cryovials (1 ml/vial). 

The cryovials were placed on ice for 30 minutes before being transferred to a 

Nalgene® Cryo 1 oC Freezing container with alcohol and kept in a -80 oC freezer for 

24 hrs. to gently freeze the cells before being transferred to liquid nitrogen. To 

recover frozen cells, they were removed from liquid nitrogen and placed in a 37 oC 

pre-warmed water bath. When thawed, the contents were transferred to a 15 ml 

centrifuge tube containing a pre-warmed medium. The cell suspension was 

centrifuged at 300 x g for 5 minutes. The supernatant was removed, and the pellet 

was resuspended in 10 ml of complete culture medium and transferred to a T25 

culture flask and incubated. The culture medium was replaced after 24 hrs. 

(Freshney, 2010).  

2.2.4  Determination of TGZ on cell viability using MTT assay 

Huh7 cells were seeded at 25000 per well in 96-well plates, plus 200 µL of the cell 

media. The cells were incubated at 37 oC, 5%, CO2 / 95% air for 24 and 48 hrs to 

allow adherence to the plates. Cells were observed under the microscope to check 

growth and considered ready for treatment when they were 70- 80% confluent. Cells 

were treated with various concentrations of TGZ, including very low physiological 

concentrations (0.1-50µM) and incubated for 24 hrs. For the last two hrs of the 

incubation period, the yellow 3-(4, 5-dimethylthiozol-2-yl)-2,5 -diphenyltetrazolium 

bromide dye (MTT) reagent was dissolved in sterile PBS to a concentration of 5 

mg/ml and filtered. It was kept at 4 oC protected from the light because it is 

photosensitive (Riss et al., 2015; Sliwka et al., 2016; Stockert et al., 2012; Yin et al., 

2005). Comparing the number of control cells to the quantity produced by cells 

exposed to a specific agent can measure the effectiveness of the agent in the 

induction of cytotoxicity and was determined by the creation of a dose-response 

curve. Absorbance was read with a spectrophotometer (plate reader) at a 
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wavelength of 540 nm. Wells containing 10 µL DMSO were read as a background 

reading and its absorbance was deducted from all values. Absorbance was 

expressed as a percentage of vehicle control. Mean absorbance values of each TGZ 

concentration were calculated from each independent experiment. Results were 

expressed as viability percentage compared to the control. All experiments were 

conducted at least three independent repeats. 

 

Figure 2-5 Reduction of MTT to formazan 
The mitochondrial enzyme, succinate dehydrogenase, causes the reduction of the 
yellow 3-(4, 5-dimethylthiozol-2-yl)-2,5 -diphenyltetrazolium bromide dye (MTT) to 
insoluble purple formazan crystals, producing a purple dye (Riss et al., 2015). 

 

2.2.5 Determination of doubling time of Huh7 cells under various conditions  

Having determined the Huh7 cells were seeded in 12-well plates at 25,000 per well 

with 1000 µL of the medium. The cells were incubated at 37 oC with 5% CO2 /95% 

air for 24 hrs to allow adherence to the plates. Cells were then incubated in complete 

medium (medium containing 10% FBS), serum-free medium, or serum-free medium 

containing 15 µM TGZ. Cell counting was carried out every six hrs until 60 hrs using 

an Invitrogen automated cell counter (countess). Three independent repeats were 

carried out, using four wells for each condition. The mean values were determined 

and plotted as a log (log number of cells). 
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2.2.6 Determination of Vitamin C cytoprotective concentration in Huh7 cells. 

The procedure in section 2.2.4 was followed to determine the cytoprotective dose of 

vitamin C in Huh7 cells. Cells were treated with various concentrations of vitamin C 

(5 to 1000 µM). Negative controls consisting of 50 M TGZ and 1000 M H2O2 were 

used. Cell viability was normalised between the range of 100% viable (untreated 

cells) and 0% viable. All experiments were undertaken in six technical repeats to 

account for technical variation, and three independent repeats were carried out to 

account for biological inconsistency. The data was represented as the mean (+SEM) 

of the three independent experiments, with each experimental treatment being the 

mean of the technical repeats (n = 9). Having determined the cytoprotective dose of 

vitamin C on Huh7 cells, the combined effect of TGZ (5-50µM) and the cytoprotective 

dose of vitamin C (100µM) on Huh7 cell viability using the method described above 

was explored. 

2.2.7 Assessment of apoptosis by caspase assay 

Caspase-Glo 3/7, 8 and 9 are luminescent assays and are used to detect the activity 

of caspase 3/7, 8 and 9, respectively. The caspase assays provide a luminogenic 

caspase substrate that contains the tetrapeptide DEVD, LETD, and LEHD for 

caspase-3/7, caspase-8, and caspase-9, respectively. The aminoluciferin is released 

upon substrate cleavage by individual active caspases and generates light in a 

luminescence reaction, which is measured by a luminometer (Mack et al., 2000). 

Caspase activity was determined following the manufacturer’s instructions. In a white 

96-well plate, 100 µL medium of Huh7 cells at a density of 1 x 104 cells/well were 

seeded in a white 96-well plate. The plates were incubated overnight for the cells to 

adhere. The cells were treated with experimental compounds for 24 hrs. In addition, 

1 µM Staurosporine was used as a positive control for both Caspase-3/7 and 

Caspase-9, whereas 10 µM Fas ligand was used as a positive control for caspase-8 

activity. 

Before the experiment, the Caspase-Glo reagent was prepared and allowed to 

equilibrate at room temperature. The 96-well plate was allowed to equilibrate to room 

temperature, and 100 µL of reagent was added to each well. The plate was gently 

mixed at 300 rpm for 30 seconds on an orbital shaker and kept at room temperature 
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for one hour. Luminescence was read by a BMG LABTECHFLUOstar Omega plate 

reader (Ortenberg, Germany). After 24-hrs of incubation, 100 µL of caspase-3/7, 

caspase-8, or caspase-9 probe solution was added to each well and kept at constant 

room temperature for three hrs. Caspase activity was then measured using a 

luminometer. 

2.2.8  Measurement of CYP3A4 induction  

The P450-GloTM Assay presents a luminescent approach to measure cytochrome 

P450 (CYP) activity according to the manufacturer’s description. The substrates are 

CYP enzyme substrates that are proluciferins, a by-product of beetle luciferin [(4S)-

4,5-dihydro-2-(6’-hydroxy-2’-benzothiaizolyl)-4-thiaszolecarboxylic acid]. The 

derivatives are transformed through CYP enzymes into luciferin products. D-luciferin 

is produced and detected in a subsequent reaction with the luciferin detection 

reagent. The quantity of light generated in the second reaction is relative to CYP 

activity. Huh7 cells were plated on white-walled. At a density of 1 x 104 cells per well, 

100 µL of culture medium was added, and the cells were incubated overnight at 

37°C for attachment to the plate. Cells were treated with various concentrations of 

TGZ (5 µM, 10 µM, 20 µM, 30 µM,40 µM and 50 µM for 48 hrs. Control (untreated 

cells), CYP3A4 inhibitor (20 µM clotrimazole) and inducer (20 µM rifampicin) were 

included. The luminogenic substrate was added to the medium only to contain a 

background luminescence. The rest of the experiment was carried out according to 

the manufacturer’s protocol. CYP3A4 induction was measured using a luminometer. 

2.2.9   Quantification of ROS by 2′,7′- dichlorofluorescin diacetate dye 

Huh7 cells were plated in a black 96-well plate at a density of 1 x 104 cells per well 

with 100 µL culture medium and incubated overnight at 37 oC for attachment to the 

plate. Cells were treated with various concentrations of TGZ for 24 hrs. In the last 4 

hrs of the incubation period, 1 mM of H2O2 was added as a positive control. An hour 

before the end of the treatment period, 10 µM of dichlorofluorescin diacetate (DCF-

DA) dye was prepared in a phenol red-free culture medium. 100 µL of DCF-DA was 

added to each well and incubated for 45 minutes. The fluorescence was read using a 

SpectraMax Gemini XPS Microplate reader (CA, USA) at 485 and 535 excitation and 

emission, respectively. The fluorescence intensity of the phenol-free medium (blank) 
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was subtracted from all the readings. This study determined the cytoprotective dose 

of vitamin C and then the combined effects of TGZ and vitamin C on ROS production 

in Huh7 cells. Huh7 cells were exposed to the various concentrations of TGZ (5 to 50 

µM), 100 µM vitamin C and 1 mM of H2O2 as a positive control. 

2.2.10    Quantification of intracellular H2O2 in Huh7 cells 

A range of ROS, such as superoxide anion, hydrogen peroxide, as well as hydroxyl 

radical, are produced by the mitochondrial metabolism when oxidative stress occurs. 

Among diverse ROS, hydrogen peroxide (H2O2) is more stable and has a longer half-

life, making it ideal for cell culture studies (Kelts et al., 2015). Huh7 cells were 

seeded in a 96-well plate at a density of 1 x 104 cells per well in a complete medium 

and incubated overnight to allow the cells to adhere to the plate. After overnight 

incubation, the cells were treated with various concentrations of TGZ for 24 hrs. The 

H2O2 substrate was thawed and placed on ice. Prior to the final six hrs of the 

incubation period, 20 µL of H2O2 was added to the cells and harmonised. The total 

volume in each well was 100 µL and the final concentration of H2O2 was 25 µM. The 

plate was incubated for the final six hrs of treatment. The ROS-Glo Detection 

solution was formulated by adding 1 ml of Luciferin detection reagent to 10 ml of D-

Cysteine and 10 ml of signal enhancer solution. The volumes were adjusted 

proportionally based on the required number of wells. After 20 minutes at room 

temperature, luminescence was measured with a BMG LABTECH FLUOstar Omega 

plate reader (Ortengberg, Germany). The H2O2 substrate responds to the H2O2 

present in the system by producing the luciferin precursor that D-cysteine converts to 

generate a luminescent signal. The amount of signal generated is directly 

proportional to the quantity of H2O2 contained in the cell culture system. 

2.2.11   ATP quantification 

Intracellular ATP was quantified using an ATP detection kit (Abcam, Cambridge). 

The assay’s mechanism is centred on the phosphorylation of glycerol to produce a 

product that can easily be quantified colourimetrically (OD 570 nm) or 

fluorometrically (Ex/Em =535/597). Huh7 cells were harvested at a density of 1 x 106 

in a six-well plate and incubated overnight for attachment. Cells were treated with 

TGZ and incubated for a further 24 hrs. Cells were washed with PBS and 
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resuspended in 100 µL ATP assay buffer, homogenised using a sonicator and 

centrifuged at 13,000 xg for 15 minutes at 4 oC to remove any insoluble particles. 

The supernatant was then collected in a clean Eppendorf tube, labelled appropriately 

and kept on ice. The rest of the assay was undertaken following the manufacturer’s 

instructions and measurements were taken using a plate reader at 535 nm / 587nm 

(Ex/Em). 

2.2.12  Urea quantification assay 

The Urea Assay Kit (Colourimetric) provides a rapid, simple, precise, and consistent 

quantification of urea content in various samples, for instance, serum, plasma, urine, 

or the supernatant of cell culture medium. The assay works through urea, which 

reacts as a substrate with the compound in the presence of enzymes to produce a 

product that in turn reacts with the probe to produce colour, which is then measured 

at an optical density of 570 nm. The optical density of the coloured solution is directly 

proportional to the amount of urea contained in the solution. Huh7 cells were 

harvested at a density of 1 x 106 in a six-well plate and incubated overnight for 

attachment. The cells were treated with TGZ and incubated for a further 24 hrs. Cells 

were washed with PBS and resuspended in 100 µL assay buffer solution. Cells were 

homogenised using a sonicator and centrifuged at top speed for 5 minutes at 4 oC to 

eliminate any insoluble particles. The supernatant was then collected in a clean 

Eppendorf tube, labelled appropriately, and kept on ice; the rest of the assay was 

undertaken following the manufacturer’s instructions. Finally, cholesterol output was 

measured using a BMG LABTECH FLUOstar Omega plate reader (Ortengberg, 

Germany) at OD 570 nm. Sample background control was deducted from sample 

values. The mean absorbance value of the blank from each standard and sample 

values (corrected absorbance) was calculated. The corrected absorbance values for 

individual standards were plotted as the act of the final concentration of urea. The 

sample readings were deduced from the standard curve to determine the 

concentration of urea in various concentrations of TGZ-treated Huh7 cells. 

2.2.13    Glutamate dehydrogenase activity assay 

Glutamate dehydrogenase (GDH) catalyses the reversible inter-conversion of 

glutamate to α-ketoglutarate and ammonia. Higher concentrations of GDH are found 
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in the liver, kidney, and pancreas. Still, GDH activities appear to be balanced in the 

liver, providing the appropriate ratio of ammonia and amino acids for urea synthesis 

in periportal hepatocytes. Since GDH is at the intersection of several critical 

metabolic pathways, a firm regulation of its activity is thought to be essential for 

cellular survival. Therefore, the effects of TGZ on GDH activity in response to 

ammonia or urea production were evaluated. Cells that undergo necrotic death may 

exhibit high levels of GDH activity. To evaluate the effect of TGZ on GDH activity in 

Huh7 cells, the GDH activity assay kit (Sigma, Poole, UK) was used. The GDH 

activity assay is based on a coupled enzyme assay. GDH consumes glutamate as a 

specific substrate and produces NADH stoichiometrically, leading to the proportional 

colour generation, which is equal to the GDH levels in a sample. Cells were seeded 

at 1 x 106 in a six-well plate and incubated overnight for attachment to the plate. 

Cells were treated with various concentrations of TGZ and 10 µM simvastatin as a 

positive control for 24 hrs. After the treatment period, the cells were collected in 

Eppendorf tubes and labelled. The NADH standard curve was prepared, and the rest 

of the assay was carried out according to the manufacturer’s protocol. The initial 

reading (Tinitial) was taken at 450 nm absorbance at the initial time (A450) initial 

until the (A450) initial was within the linear range of the standard curve. Readings 

were taken until the value of the most active sample was near or exceeded the end 

of the linear range of the standard curve. The background was corrected by 

subtracting the final readings [(A450) final] obtained for the blank NADH standard 

from the final readings of the standards as well as the samples, and a new standard 

curve was set up in each of the three repeats. The GDH activity in each sample was 

calculated and plotted. 

2.2.14    Pyruvate quantification assay 

Pyruvate is a bedrock molecule essential for various phases of human metabolism. 

Pyruvate is the product of glycolysis obtained from supplementary supplies in the 

cellular cytoplasm and fated to be carried into the mitochondria. It forms the power 

source input underpinning the citric acid cycle carbon flux. Interruption of 

mitochondrial pyruvate flux may interrupt carbon flux via any of the pathways 

traversing the citric cycle (Herzig et al., 2012). The Pyruvate Assay Kit (Sigma-

Aldrich, Poole) was used to determine the concentration of pyruvate. Huh7 cells 
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were seeded at 1 x 106 in a six-well plate and incubated overnight for attachment to 

the plate. Cells were treated with various concentrations of TGZ for 24 hrs. Cells 

were then washed with cold PBS, resuspended in pyruvate assay buffer, 

homogenised and centrifuged at 15000 x g for 5 minutes at 4 oC. The supernatant 

was collected in a clean Eppendorf tube and kept on ice. The rest of the assay was 

conducted according to the manufacturer’s directions, and absorbance was 

measured at 570 nm using a microplate reader. Readings for each standard and 

samples were averaged and the mean absorbance reading of the blank was 

subtracted from the standard and the sample readings (corrected absorbance). The 

corrected absorbance readings for each standard were used to construct standard 

curves in each of the three independent assays. Sample readings were inferred from 

the standard curve to determine the concentration of pyruvate in each sample. 

2.2.15   Ammonia quantification assay 

Ammonia is an essential source of nitrogen for living organisms, but it is toxic when 

present at high concentrations. It is an integral derivative of amino acid metabolism. 

Homeostasis of ammonia is firmly controlled to a low plasma level, thus within the 

normal range (10–40 µmol/L) (Oliver III et al., 2008; Slivac et al., 2010). The liver is 

the critical organ for ammonia metabolism. However, other tissues, such as the 

muscle and the kidney, also play a vital role in the inter-organ exchange and final 

clearance of ammonia molecules. Huh7 cells were seeded in a six-well plate at a 

density of 2 x 106 and incubated overnight for attachment. Ammonia concentration 

was determined using the Ammonia Assay Kit (Sigma- Aldrich, Poole). Cells were 

treated with various concentrations of TGZ (5-50 µM) and incubated for 24 hrs. Cells 

were then washed with cold PBS, resuspended in 100 µL of Assay Buffer, 

homogenised, and centrifuged in a cold microcentrifuge for 10 minutes at 4 oC at 

13000 x g. The supernatant was transferred into clean Eppendorf tubes and kept on 

ice; the rest of the assay was undertaken following the manufacturer’s directions. 

Absorbance was measured using a microplate reader. The readings for each 

standard, control, and TGZ-treated samples were averaged. The average values for 

the blank were deducted from the controls and the TGZ-treated samples (corrected 

absorbance). The corrected values for each standard were used to construct a 

standard curve for each independent repeat. The corrected sample OD values from 
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the standard curve were applied to determine the ammonia concentration in each 

sample. 

2.2.16   Glutathione depletion assay 

Glutathione (GSH) is a three-amino-acid peptide that acts as an antioxidant in 

eukaryotic cells. Xenobiotics or reactive chemical species may cause a reduction in 

GSH levels either through oxidation or reaction with the thiol group. A reduction in 

GSH levels may be used as a tool to assess toxicological responses relative to 

oxidative stress (Franco & Cidlowski, 2012). This assay was performed to evaluate if 

TGZ would cause GSH depletion in Huh7 cells. Huh7 cells were seeded at a density 

of 1 x 104 cells per well in a 96-well plate and incubated overnight for adherence to 

the plate. The cells were treated with various concentrations of TGZ and incubated 

for 48 hrs. The rest of the assay was carried out according to the manufacturer’s 

instructions. 100 µL of freshly prepared 1X GSH-GloTM reagent was added to each 

well, mixed on a plate shaker and kept at room temperature for 30 minutes. 100 µL 

of reconstituted luciferin detection reagent was added to each well, mixed briefly on 

a plate shaker, and incubated for 15 minutes. Luminescence was quantified using a 

luminometer. The net-GSH-dependent luminescence was calculated by deducting 

the average luminescence of the negative control reactions from the GSH-containing 

reactions. The gained signal from GSH reactions in untreated samples (control) 

denotes the total GSH activity, whereas changes from the average net signal for total 

GSH activity to the net signals for reactions with TGZ-treated samples suggest the 

effect of the compound on GSH concentrations in Huh7 cells. 

2.2.17   Determination of cholesterol levels in Huh7cells 

Cholesterol forms a fundamental constituent of cell layers and is a primary transition 

in hormone or bile acid production. Cholesterol does not circulate evenly within 

cellular membranes. Nonetheless, relatively, there are fundamentally and kinetically 

discrete cholesterol-rich and deprived areas. Under normal physiological states, 

about 90% of the total cellular cholesterol remains at the plasma membrane, 

whereas a negligible, limited amount of cholesterol is present in the endoplasmic 

reticulum as well as the mitochondrial inner membranes. Inside the cells, intracellular 

cholesterol may be relocated to several compartments through either vesicular or 
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non-vesicular routes. Flaws in these carriage paths can change cellular cholesterol 

homeostasis, which may eventually lead to clinical conditions such as steatosis. The 

Cholesterol Quantitation kit (Sigma- Aldrich, Poole) was employed to measure the 

total cholesterol levels in Huh7 cells treated with TGZ. The kit measures total 

cholesterol concentration based on enzymatic assays that produce a colourimetric 

(570 nm) or fluorometric (Ex 535/Em 587) product relative to the cholesterol 

contained in a sample. Cells were seeded at 1 x 106 in a six-well plate and incubated 

overnight for attachment to the plate. Cells were treated with various concentrations 

of TGZ and 10 µM simvastatin as a positive control for 24 hrs. After the treatment 

period, the cells were collected in Eppendorf tubes and labelled. 

200 µL of chloroform: isopropanol: IGEPAL (7:11:01) was placed in a micro 

homogeniser and centrifuged at 1300 x for 15 minutes to remove the insoluble 

material. The organic phase was transferred into new, labelled Eppendorf tubes and 

airdried at 50 oC to eliminate the chloroform. The pellet was then discarded, and the 

samples were vacuumed for 30 minutes to remove any remaining organic solvent. 

The dried lipids were dissolved with 200 µL of the cholesterol assay buffer and 

vortexed until evenly mixed. The rest of the assay was carried out following the 

manufacturer’s instructions, and absorbance was measured at 570 nm using a BMG 

LABTECH FLUOstar Omega plate reader (Ortengberg, Germany). Therefore, the 

blank values have been deducted from all the readings and plotted against the 

cholesterol standard curve using the cholesterol standard values. The concentration 

of cholesterol contained in each sample from the standard curve was determined, 

and a new standard curve for each of the three independent experiments has been 

generated. 

2.2.18   Determination of bile acid in HEK293 cells  

Bile is a complex mixture of lipids, proteins, carbohydrates, vitamins, and other 

traces of elements. However, bile acids form a significant constituent of the total 

composition and consist of twelve different subgroups (Li & Apte, 2015). Bile acids 

are synthesised from excess cholesterol, secreted from the liver, taken up into the 

small intestines, and transported back to the liver via the portal blood (Li & Apte, 

2015). Bile acid production plays a crucial role in cholesterol haemostasis. It is 
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needed for the complete uptake of dietary lipids and fat-soluble vitamins as well as 

other vital nutrients into the small intestines. Under normal conditions, newly 

produced bile acids are conjugated with glycine or taurine to produce bile salts. 

Detecting circulatory levels of bile acids can be employed to identify liver 

pathophysiology. Besides, elevated serum bile concentrations may be a result of 

intrahepatic cholestasis. Therefore, the Total Bile Acid Assay Kit (Sigma-Aldrich, 

Poole) was used to determine bile acid levels in TGZ-treated NTCP-transfected 

HEK293 cells. The Human Embryonic Kidney 293 cell line (HEK293) cell was 

chosen for this assay because Huh7 cells do not inherently express the sodium 

taurocholate co-transporting polypeptide (NTCP), a primary bile acid uptake 

transporter (Zhao et al., 2015). HEK293 is a common tool for researchers to 

overexpress proteins of interest and study their function and molecular regulation 

because it lends itself easily to genetic manipulation. The assay is based on the 

fluorometric process to determine bile acids in biological samples. The assay is 

based on the principle that the presence of 3α-hydroxysteroid dehydrogenase reacts 

with all the twelve bile acids and converts NAD to NADH. 

The diaphorase then uses NADH to reduce resazurin to resorufin, which is then 

detected fluorometrically. HEK293 cells were seeded at 1 x 106 in a six-well plate 

and incubated overnight for attachment to the plate. Cells were treated with various 

concentrations of TGZ for 48 hrs. Cells were washed three times with PBS, lysed 

through homogenisation in cold PBS and centrifuged at 15000 x g for 10 minutes at 

4 oC. The rest of the assay was conducted according to the manufacturer’s 

directions, and fluorescence was measured at 530nm/ 585 nm (Ex/Em). The bile 

acid concentration of each sample was calculated using the manufacturer’s formula. 

2.2.19    Statistical analysis  

Unless otherwise stated, all experimental data were expressed as mean, with the 

standard error of the mean used to indicate experimental variability. The statistical 

analysis was designed to compare the differences between treatments at various 

test drug concentrations relative to the control treatment (no drug). The mean ± SEM 

of response at each test drug concentration was used for linear regression. A four-

parameter logistic equation was used to fit the graphs with 0% and 100% as the 
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lowest and highest responses exhibited by the cells in media and the test drugs, 

respectively. The half-maximal (50%) inhibitory concentration (IC50) and half-maximal 

effective concentration (EC50) values and the 95% confidence limits were calculated 

from the fitted curves. An F test was used to calculate the significance of differences 

between the IC50 values. GraphPad Prism v7 was used to perform these analyses. 

 Analysis of variance (ANOVA) was used for the MTT and the Caspase Assays 

based on the assumption that: 

(i) The population of the sample data are normally distributed  

Dunnett’s multiple comparisons test was used to compare: 

The difference between each test drug concentration and the control treatment (with 

no drug) at 24 hrs drug exposure.  

▪ The differences between each treatment at 0 hour and each time interval of 

exposure. 

The level of statistical significance was set a priori at p<0.05. 
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Chapter 3 In vitro assesement of TGZ-induced Toxicity  

3.1 The Effects TGZ  in Huh7 cells viability 

Cytotoxicity is initiated by the adverse actions of compounds as well as physical 

agents on cells. Currently, various methods are used to determine cellular activity 

and cell integrity in control cells or cells exposed to a toxicant, stress, or pathology 

(Cummings et al., 2012). The measurement of cellular activity relies on a cell type, 

the kind of toxicant used, and the type of cell death being investigated. The 

classification and description of modes of cell death are essential in toxicology 

research. Cell death in every cell type is mediated by multiple signalling pathways, 

which serve as potential cell cytotoxicity targets. Awareness of how toxicants or 

physical agents trigger the different trails of cell death is critical for determining the 

acute, subacute, or chronic effects of drugs and chemical agents. Cummings et al. 

have reported that systemic evaluation of the initiation of cell death allows the design 

and testing of nontoxic and more effective drugs. 

Although TGZ improved high blood glucose levels through the attenuation of 

peripheral insulin in non-insulin diabetic subjects, reported cases of liver injury 

contributed to the removal of TGZ from the market (Jaeschke, 2007; Yamamoto et 

al., 2001). Yamamoto et al. have reported that the liver toxicity caused by TGZ was 

reversible; however, few incidents of liver injury causing death have been recorded. 

The data on TGZ-induced liver injury is limited and, as such, the mechanism of TGZ-

induced liver toxicity is poorly understood. It is, therefore, imperative to expound on 

the mechanism of TGZ toxicity in animal hepatic cells. There have been suggestions 

that PPARу activation by TGZ reduces cell growth and provokes cell death in human 

gastric cancer cells (Nagamine et al., 2003; Yamamoto et al., 2001). 

The means by which TGZ-induced hepatotoxicity may conceivably be due to the 

initiation of cell death. This study, therefore, explored whether TGZ would cause 

toxicity in Huh7 cells. The stability between cell proliferation as well as cell death is 

firmly regulated to sustain the cell population in a tissue. Various human diseases, 

such as cancer, have been linked to impairment of programmed cell death (Fulda, 

2009; Liu, 2004). Apoptosis is a vital physiological mechanism that selectively 

removes cells that are involved in various biological processes. The Bcl-2 family, 
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which consists of ant-apoptotic and pro-apoptotic proteins, has been reported to a 

play critical role in the regulation of apoptosis. Bcl-2 and Bcl-XL, for example, inhibit 

apoptosis through direct binding and sequestering of pro-apoptotic BH3-only proteins 

that can directly or indirectly activate Bax or Bak, or by preventing the release of 

mitochondrial apoptogenic elements into the cytoplasm, such as cytochrome c and 

apoptosis-inducing factor. However, the overexpression of Bcl-2 anti-apoptotic 

proteins inhibits cytochrome c discharge, disrupting apoptosis, and this mechanism 

may be linked with various types of tumours (Ding & Yin, 2009; Edlich, 2018; Guo et 

al., 2009). 

Apoptosis is characterised by intrinsic and extrinsic pathways described in the 

previous section 1.4.6.6 of this thesis. The extrinsic trail is controlled by the induction 

of death receptors such as FAS. They recruit the death domain, creating a death-

inducing signalling complex that is when they bind to their ligands. This complex 

further activates the cell death protease caspase 8 and results in apoptotic cell death 

(Fulda & Debatin, 2006; López-Hernández et al., 2006). 

In contrast, the death signals regulate the Bcl-2 family of proteins and disrupt the 

mitochondrial potential. The release of pro-apoptotic Bcl-2 family members promotes 

the opening of mitochondrial pores, causing the discharge of cytochrome c as well 

as caspase-9. Caspase-9, together with apaf-1 and cytochrome c, recruits the 

executioner caspase cascade, leading to programmed cell death (Kumar, 2006; 

Nancy & Troy, 2013). 

3.1.1 In vitro models to study the effects of liver toxicity  

Isolated organs, liver slices, and cells are the three major in vitro models for current 

toxicity research. Among them, the isolated perfused liver is closest to the in vivo 

system, maintaining the 3-dimensional organ structure as well as cell-to-cell 

communications. For this reason, isolated liver cells are most often employed to 

study the effects of drugs on the cellular level in comparison to other in vitro models 

(Dias-da-Silva et al., 2015). However, the lack of organ-specific cell-to-cell 

interactions may be one of the setbacks of employing isolated liver cells. Still, 3D-

liver culture models have become accessible to represent the in vivo system 

(Pridgeon et al., 2017). Also, the use of stem cells in toxicity studies has gained 
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popularity among researchers due to their undifferentiated features that can develop 

into more specialised cells (Hu & Li, 2015; Kegel et al., 2016; Pridgeon et al., 2017). 

Primary human liver cells are the gold standard of cultured hepatocytes. 

They keep most of the metabolic competence of the liver, which is crucial for toxicity 

research. In spite of this, it should be defined that the activity of specific systems 

such as cytochrome P450 is usually minimal compared to the in vivo approach. As 

mentioned in the previous section, a more restraining issue is that healthy primary 

liver cells are scarce and not accessible to all researchers (Crespi et al., 2017). Also, 

samples from different volunteers exhibit vast disparities in expression and functions 

of drug-metabolising enzymes, which is based on the reason that different volunteers 

may possess different genetic makeup, which can make data evaluation very difficult 

(Crespi et al., 2017; Gomez-Lechon et al., 2008; Stampella et al., 2017). Primary 

liver cell culture exhibits a short lifecycle, lasting only about a week in culture. But 

immortalised liver cell lines exhibit undefined proliferative competence and can be 

cultured easily in vitro. Even though these cells typically demonstrate substantially 

decreased liver cell activities, for example, low levels of liver-specific drug-

metabolising enzymes as well as transcription factors, they could, notwithstanding, in 

theory, serve as the source of a more practical alternate investigational method 

(Crespi et al., 2017; Gomez-Lechon et al., 2008; Stampella et al., 2017). 

Hepatocellular carcinoma cell lines such as HepG2 and Hep3B have been widely 

used in the study of liver physiology (Donato et al., 2013). Because it can take 

several cell passages before the limit of toxic effect is attained, HepG2 and Hep3B 

cell lines are primarily useful for studying the toxicity of chemicals that impact DNA 

replication and cell cycling (Donato et al., 2013). However, in comparison to Huh7, 

the expression levels of various liver-specific drug-metabolising enzymes, such as 

CYP450 enzyme expression in HepG2 and Hep3B cells, are significantly lower. 

Their basal CYP3A4 levels are lower than Huh7, and transcription factors are also 

low (Donato et al., 2013). Previous research has reported that Huh7 cells express 

Phase I and II enzymes at levels like human hepatocytes (Donato et al., 2013). Huh7 

was identified as a potential alternative hepatocyte model for drug metabolism 

studies (Donato et al., 2013). For this current study, Huh7 cells as a model system 



 

126 

 

were used to study the mechanism of TGZ-induced liver toxicity for the reasons 

mentioned in the previous section. 

TGZ was selected for this study based on the reasons given in the introduction 

section that it is more toxic than the other thiazolidinediones and that it can be 

repurposed or prevent similar compounds from causing toxicity in potential drug 

developments. Therefore, the following objectives were set to determine the effects 

of TGZ on Huh7 cells:  

• Determine the effect of TGZ on cell (Huh7) viability under two different time 

points 

• Determine the IC50 values of TGZ by the MTT method 

• Determine the doubling time of Huh7 under different condition media 

• Determine the lethal doses of TGZ by the MTT method 

• Determine the lower and higher doses of TGZ on Huh7 cell viability 

• Determine the effect of TGZ on apoptosis in Huh7 through caspase activation 

 

3.2 Results 

3.2.1 The effects of TGZ on cell viability at different time points 

The effect of TGZ on cell viability was determined using Huh7 cells. The MTT assay, 

which measures cellular metabolic activity, was used as a predictor of cell viability. 

To determine the effect of TGZ on cell viability, Hu7 cells were seeded in a 96-well 

plate and treated with varying concentrations of TGZ ranging from (0–50 µM). Cell 

viability was assessed at 24 and 48 hrs using the MTT assay and expressed as the 

percentage of the control (cells in a culture medium). The Huh7 cells treated with 

TGZ show a dose-dependent decrease in cell viability with significant cell toxicity at 

50 µM when compared to the control. The results show that incubation time is 

important; after 48 hours, there was a significant decrease in cell viability when 

compared to a 24-hr exposure time. Therefore, 24 hrs incubation time was chosen 

for toxicity assessment. 
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Figure 3-1 The effects of TGZ on Huh7 viability at both 24 and 48 hrs 
exposure 
Huh7 cells were incubated with media (cells + cells). The cells were treated with 
TGZ (5 to 50 µM) for 24 hrs. Three independent repeats (n = 9) were carried out 
using six replicate wells in each treatment. The mean values were determined and 
plotted as a percentage of the viability of the control (defined as 100%). Error bars 
represent the mean ± SEM of six replicates. Data were analysed using two-way 
ANOVA, followed by Dunnett's multiple comparisons test, and P values are shown 
where the difference between responses of different treatments was shown to be 
statistically significant (P 0.0001) for both time sets (24 and 48 hrs). 

 

3.2.2 The effects of TGZ on Huh7 cell viability by MTT method 

Huh7 cells were seeded in 96 well plates and treated with varying concentrations of 

TGZ, ranging from (2-50 µM). Cell viability was assessed at 24 hrs and expressed as 

the percentage of the control (cells in a culture medium without TGZ). The dose-

relationship between TGZ and Huh7 cells after 24 hrs of exposure was determined. 

Huh7 cells treated with TGZ showed dose-dependent cell death (Figure 3-1). Based 

on the dose-response curve, the IC50 value of TGZ was determined by non-linear 

regression and calculated as 15 µM. The Huh7 cells treated with TGZ showed a 
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significant dose-dependent decrease in cell viability compared to the control. The 

TGZ concentration at 50 µM was the most toxic (killed about 90% of the cells). The 

lethal doses (LD10, LD25, LD50, LD75, and LD90) of TGZ were determined from (Figure 

3-2) as 3.7 µM and 6.7, 12.2 µM, 22.3 µM and 40 µM, respectively. 

  

               

Figure 3-2 The effects of TGZ on Huh7 viability at 24 hrs exposure 
Huh7 cells were exposed to media alone (cells + media) as a control. The cells 
were exposed to TGZ (2 to 50 µM) (treated samples) for 24 hrs. Three 
independent repeats were carried out using six replicate wells in each treatment. 
The mean values were determined and plotted as the percentage viability of the 
control (defined as 100%). Non-linear regression was used to fit the data. The data 
is presented as the mean SEM. of viability was determined relative to the 
untreated cells (control). A Two-way Analysis of Variance (ANOVA) was used to 
analyse the data. Dunnett’s multiple comparisons test and P values showed that 2 
µM treatment was statistically insignificant. However, cells treated with 10 to 50 µM 
TGZ were determined to be statistically significant (ns = not significant), *** P< 
0.0002 **** P< 0.0001. 

 

3.2.3 Determination of doubling time in Huh7 cell growth 

In order to maintain viability, genetic stability, and phenotypic stability, cell lines need 

to be cultured when confluent. In this case, they need to be subcultured regularly 
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before they enter the stationary phase and until a monolayer becomes over 90% 

confluent. Producing a growth curve for a cell line is useful for determining the cell 

line's growth characteristics under different conditions. Therefore, the effects of other 

environmental conditions on the growth rate of Huh7 cells were determined. Three 

different conditions that, in theory, may influence the growth rate of cell lines were 

used. Huh7 cells were incubated in complete media (containing 10% foetal bovine 

serum (FBS), serum-free media (media without FBS) and 15 µM (IC50) of TGZ 

obtained from section (3.2.1), in either complete media or serum-free media. Cell 

counting of each treated condition was carried out every four hrs up to 60 hrs. The 

rate of cell growth and the doubling time were calculated using GraphPad Prism. 

Cells exposed to complete media had a doubling time of 21 hrs, followed by cells 

incubated in serum-free media at 28 hrs, and cells treated with 15 µM TGZ in 

complete media and serum-free media had 49 and 50 hrs, respectively. The 15 µM 

treatment data between 49 and 60 hrs was excluded because the cell number 

declined (cell death). The doubling time for Huh7 cells incubated in complete media, 

serum-free media, and TGZ 15 µM in complete and serum-free media was 

determined to be 21, 28, 48, and 49 hrs, respectively. The growth of Huh7 cells in 

complete media, serum-free media, TGZ treatment in complete media and serum-

free media were also determined to be 0.03, 0.02, 0.1441 and 0.040, respectively 

(Figure 3-3). The data was analysed using two-way ANOVA, followed by Dunnett's 

multiple comparison test. P values are shown where the differences between the 

responses of different conditions were determined to be statistically significant. P< 

0.0001. However, the differences in the responses of the different conditions 

between 0 and 6 hrs were determined to be statistically insignificant. P< 0.8265. 

Between 6 to 60 hrs and 12 to 60 hrs, the difference between the complete media 

and serum free media responses was determined to be statistically significant. P< 

0.0001. The 15 µM TGZ treatments were shown to be statistically insignificant 

between 0 and 18 hrs. P< 0.99, but a significant difference between 18 to 48 hrs at 

15 µM TGZ was recorded. 
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Figure 3-3 Exponential growth curve of Huh7 cell line between 0-60 hrs 
Huh7 cells were incubated with media containing 10% FBS (complete media) and 
media without FBS (serum-free media). The cells were then treated with 15 µM 
TGZ (IC50) value of TGZ determined from figure 3-2 in either complete or serum 
free media for 60 hrs. Three independent repeats (n = 9) were carried out using 
four replicate wells for each condition. The mean values were determined and 
plotted as a log (log number of cells). Error bars represent the mean ± SEM of six 
replicates.  

 

3.2.4  Effect of low doses of TGZ on Huh7 cell viability 

Toxicological hormesis describes a biphasic dose-response to xenobiotics or 

environmental agents, illustrated by a low dose stimulation or beneficial effect and an 

inhibitory or toxic effect of the high dose of chemicals. Hormesis can also be 

described as an adaptive response to moderate stimulation of cells and organisms 

(Calabrese, 2009; Jagota et al., 2019). Huh7 cells were exposed to low doses and 

high doses of TGZ to determine the impact of these doses on Huh7 cell viability. The 

MTT assay described in section 2.2.4 was followed to complete the task in this 

section. Cells exposed to low doses of TGZ (0.1 µM and 0.3 µM) did not exhibit a 

decline in viability compared to the control (untreated cells); however, cells treated 

with 50 µM TGZ significantly decreased Huh7 cell viability. Also, a significant 
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difference in cell viability between cells treated with the lower doses of TGZ and 

those exposed to 50 µM was recorded. Cells exposed to the lower doses did not 

show a reduction in cell viability, but cells exposed to 50 µM TGZ showed a 

significant decrease in cell viability (Figure 3-4). 

              

Figure 3-4 The effect of low doses of TGZ on Huh7 cell viability 
Huh7 cells were exposed to a serum-free medium (control). Cells were treated 
with various concentrations of TGZ (0.1, 0.3, 0.5, 0.9, 1.2, 2, and 50 µM (positive 
control) for 24 hrs. Three independent repeats were carried out (n = 9) with six 
replicate wells for each experiment. The mean values were calculated and plotted. 
The error bars represent the standard error of the mean (SEM). One-way analysis 
of variance (ANOVA) was used to analyse the data, followed by Dunnett's multiple 
comparison test. The P values are shown where the difference between 0.1 to 2 
µM TGZ treatment and the control (untreated cells) is shown to be statistically 
insignificant. In contrast, cells treated with 50 µM TGZ showed statistically 
significant cell death compared with the control (untreated cells). **** P< 
0.0001.               

 

3.2.5 Effects of TGZ on caspase activities in Huh7 cells 

Apoptosis is a physiological, highly organised and genetically programmed cell death 

that plays a critical role in removing damaged or aged cells. Besides, it serves as the 
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core defence machinery against some damaging factors such as carcinogens or viral 

infections (Daisy & Saipriya, 2012; Díaz et al., 2005; Ding & Yin, 2009; Hotchkiss et 

al., 2009; Jorgensen et al., 2017). Apoptosis is characterised by distinct cellular 

architecture changes, which leads to self-execution (Diaz et al., 2005). Apoptosis is, 

therefore, an integral part of normal tissue homeostasis that regulates cell 

populations in an organ. The inception of apoptosis is exemplified by a sequence of 

morphological changes, including chromatin condensation and nuclear 

fragmentation, plasma membrane blebbing, cell and nucleus shrinkage. Eventually, 

the cells break up into small membrane-surrounded fragments, which results in the 

formation of apoptotic bodies that are taken up and degraded by neighbouring 

phagocytic cells without stimulating an inflammatory reaction (McIlwain et al., 2013; 

Taylor et al., 2008). Therefore, apoptosis happens due to the cascade of caspase 

activation (McIlwain et al., 2013; Taylor et al., 2008). Previous studies have identified 

two apoptotic signalling pathways that can trigger activation of caspases: the first is 

receptor-mediated death signalling pathways stimulated by extrinsic signals such as 

the attachment of Fas to its receptors. The second signalling pathway is activated by 

the intrinsic stress signals and is described by apoptotic events in mitochondria 

(Parrish et al., 2013). A previous study on substrate specificity and biological activity 

has also demonstrated that in the event of apoptosis, caspases are activated by a 

self-augmenting cascade (Julien & Wells, 2017). Activation of the upstream 

caspases (caspase-2, -8, -9, and -10) by pro-apoptotic signals leads to proteolytic 

activation of the downstream or effector caspases (-3, -6, and-7) (McIlwain et al., 

2013). The effector caspases cleave a set of vital proteins, initiating and executing 

the apoptotic degradation phase, including DNA degradation and production of the 

typical morphologic features (McIlwain et al., 2013). 

Apoptosis not only plays a critical function in maintaining tissue homoeostasis; the 

regulation of apoptosis also plays a crucial role in pathological development. For 

instance, changes in normal levels of apoptosis or unprogrammed (necrotic) cell 

death are critical mechanisms that may contribute to the progression of several liver 

diseases (Krstic et al., 2018; Donato et al., 2010). On the other hand, the failure of 

apoptosis has been considered a key determinant in the development of 
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hepatocellular carcinoma (Kim & Kim, 2012). Feldstein et al. have suggested that 

hepatocyte apoptosis may play a key role in liver injury.  

Previous studies have reported that apoptosis is the fate of cell death or necrosis 

(Iorga & Dara, 2019; Wang & Yang, 2018). Therefore, this chapter aims to determine 

the effect of TGZ-induced apoptosis through the activation of caspases. This was 

achieved by treating Huh7 cells with TGZ and measuring apoptosis via Caspase-3/7, 

-8, and-9. TGZ downregulates anti-apoptotic proteins of the Bcl-2 family and the Bcl-

xL and upregulates pro-apoptotic proteins such as Bax and Bad.  

This section aimed to investigate the effects of TGZ on the activation of the apoptotic 

trails in Huh7 cells through the activation of caspases. Huh7 cells were exposed to 

the various doses of TGZ, and apoptosis was determined through caspase-3/7, 

caspase-8, and caspase-9. Staurosporine was used as a positive control because 

previous research has shown that it induces apoptosis in Huh7 cells (Belmokhtar et 

al., 2001; Malsy et al., 2019).                                                             

3.2.5.1 Results 

3.2.5.2 The effect of TGZ on caspase 3/7 activity in Huh7 cells 

Caspases are the basic executioners or apoptotic cell death (McIlwain et al., 2013). 

Therefore, the activation of the effector caspase-3/7 was determined by using the 

luminescence-based Caspase-Glo 3/7 assay (section 2.2.8). Huh7 cells were treated 

with TGZ concentrations of 5 µM to 50 µM for 24 hrs, and 1 µM staurosporine was 

used as a positive control. A dose-dependent activation of caspase 3/7 activity was 

significantly (P < 0.0001) recorded in this study (Figure 3-5). 
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Figure 3-5 The effects of TGZ on caspase 3/7 activity in Huh7 cell 
Huh7 cells were incubated in a serum-free medium (cells) as a negative control. 
Cells were then treated with 1µM Staurosporine (positive control). Cells were 
treated with TGZ (5 to 50 µM) for 24 hrs. Caspase-3/7 activity was determined 
using a luminescent Caspase-Glo 3/7 assay. Luminescence was determined using 
a BMG LABTECH Omega FLUOstar Omega plate reader. Three independent 
repeats were carried out (n = 9). The mean values were calculated and plotted. 
The error bars represent the standard error of the mean (SEM). One-way analysis 
of variance (ANOVA) was used to analyse the data, followed by Dunnett's multiple 
comparison tests. The P values were shown where the difference between 
different treatments' responses was shown to be statistically significant, with **P< 
0.0024 **** P< 0.0001 for all three sets of tests. TGZ dose-dependently induced 
caspase-3/7 activation in Huh7 cells. 

                                                      

3.2.5.3 The effect of TGZ on initiator caspase-9 activity in Huh7 cells 

Of the caspases implicated in apoptosis signal transduction, the initiator caspases-8 

and caspase-9 are activated at multiple-protein activation platforms, and activation is 

thought to involve homo-dimerisation of the monomeric zymogens. Caspase-9, 

which is a crucial initiator caspase that requires apoptosis signalling through the 
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mitochondrial pathways, is activated in the apoptosome complex and failure to 

activate caspase-9 has extreme pathophysiological effects (Li et al., 2017). To 

determine the effect of TGZ activation of the above cysteine proteases of the 

caspase family, Huh7 cells were exposed to various concentrations of TGZ (5 µM to 

50 µM) for 24 hrs. Caspase-9 activity was measured using luminescence-based 

Caspase-Glo 9 assays. Luminescence was determined using a BMG LABTECH 

FLUOstar Omega plate reader. Our results show a dose-dependent induction of 

caspase-9 (Figure 3-6). 

                 

Figure 3-6 TGZ activation of caspase-9 activities in Huh7 cells 
Huh7 cells were incubated in a serum-free medium (cells+media) as a control. 
Cells were then treated with 1µM Staurosporine and used as a positive control. 
Cells were treated with TGZ (5 to 50 µM) for 24 hrs. Caspase-9 was determined 
using the luminescence Caspase-Glo 9 assay. Luminescence was determined 
using a BMG LABTECH Omega FLUOstar plate reader. Three independent 
repeats were carried out (n = 9) with three wells for each experiment. The mean 
values were calculated and plotted. The error bars represent the standard error of 
the mean (SEM). One-way analysis of variance (ANOVA) was used to analyse the 
data, followed by Dunnett's multiple comparison test. The P values are shown 
where the difference between the responses of different treatments was 
statistically significant. *P< 0.0402, ***P< 0.0008, ****P< 0.0001.  
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3.2.5.4 The effect of TGZ on initiator caspase-8 activity in Huh7 cells 

Caspase-8, a part of the cysteine proteases, is involved in apoptosis as well as 

cytokine handling (Fritsch et al., 2019). Caspase-8 is delivered as an inert 

polypeptide chain zymogen procaspase and is invigorated through proteolytic 

cleavage by either autoactivation after enlistment into a multimeric complex or trans-

cleavage by other caspases (Fritsch et al., 2019). In this way, ligand binding-induced 

trimerization of death receptors leads to the recruitment of the receptor-specific 

adaptor protein Fas-associated death domain, which at that point, initiates caspase-8 

(Fritsch et al., 2019). Activated caspase has been reported to propagate signal by 

directly cleaving and activating downstream caspases or cleaving the BH3 Bcl2-

interacting protein and eventually results in cytochrome c discharge from the 

mitochondria, triggering activation of caspase-9 in a complex with dATP as well as 

Apaf-1. Activated caspase-9 then stimulates further downstream caspases (Fritsch 

et al., 2019). The effect of TGZ on caspase-8 activation in Huh7 cells using the 

luminescence-based caspase-Glo 8 assay by following the procedure in section 

2.2.8 was determined. Huh7 cells were exposed to various concentrations of TGZ (5 

µM to 50 µM) for 24 hrs. 1 µM staurosporine was used as a positive control. This 

study did not record caspase-8 activation in Huh7 cells, compared to the control 

(cells+media); cells treated with 1 µM staurosporine did not induce caspase-8 

activation. In contrast, Huh7 cells treated with 10 µM Fas ligand significantly induced 

caspase-8 activation in Huh7 cells (Figure 3-7). 
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Figure 3-7 TGZ activation of caspase-8 activities in Huh7 cells 
Huh7 cells were incubated in serum-free medium (cells+media) as a control. Cells 
were then treated with 10 µM Fas Ligand as a positive control. Cells were treated 
with TGZ (5 to 50 µM) for 24 hrs. Caspase-8 activation was determined using the 
luminescent Caspase-Glo 8 assay. Luminescence was determined using a BMG 
LABTECH FLUOstar Omega plate reader. Three independent repeats were 
carried out (n = 9). The mean values were calculated and plotted. The error bars 
represent the standard error of the mean (SEM). Data were analysed by one-way 
analysis of variance (ANOVA) followed by Dunnett’s multiple comparisons test, 
and the P values are shown where the difference between TGZ concentration of 5 
to 50 µM and 1 µM Staurosporine treatments were shown to be statistically 
insignificant; however, cells incubated with 10 µM Fas Ligand were determined to 
be statistically significant between the control (cells), NS (not significant) and 
****P< 0.0001 
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3.3 Discussion  

Cell viability or proliferation rates of cells are good indicators of cell health. 

Environmental chemicals such as xenobiotics can affect cell quality and morphology 

(Domura et al., 2017; Miller & Zachary, 2017). For example, TGZ can cause cellular 

toxicity through various means, such as cell membrane destruction, protein synthesis 

prevention, irreversible receptor activation, or enzymatic reactions (Domura et al., 

2017; Miller & Zachary, 2017). And to assess cell death induced by these processes, 

simple, consistent, and replicable short-term cellular toxicity and viability assays are 

needed. Viability and cytotoxicity assays using cultured cells are commonly used for 

chemical cytotoxicity studies or drug toxicity evaluation. Cell viability and cytotoxicity 

assays focus on various cell functions, including cell membrane permeability, 

enzyme activity, cell adherence, ATP production, or co-enzyme development 

(Domura et al., 2017). In vitro cytotoxicity or cell viability assays have positives, such 

as efficiency, relatively low cost, and optimisation capacity. However, they have 

some drawbacks because they are not technically developed enough, and for these 

reasons, they cannot replace animal experiments entirely (Aslantürk, 2018; Méry et 

al., 2017). 

The fundamental aim of this chapter is to determine the toxicity of TGZ using cell-

based assays. As a result, the IC50 value of TGZ after a 24-hour treatment period 

was determined to be 15 µM. This value was similar to the previous report by 

Yamamoto et al., who recorded an IC50 value of 16 µM TGZ in Huh7 cells after 24 hr 

exposure. However, an earlier study by Tettey et al. demonstrated that 24 hrs of 

treatment with TGZ in rat liver cells produced 35 µM and 20 µM in HepG2 cells that 

share similar characteristics with the Huh7 cells. Other researchers using different 

cell lines and various treatment time points have reported IC50 values of between 10 

and 50 µM (Fujita et al., 2017; (Sliwka et al., 2016; Yamamoto et al., 2002). 

Having determined the IC50 value of TGZ, the various concentrations of TGZ were 

explored to determine the doses that would kill 10, and 90% of the cell population. 

Huh7 cells were exposed to various concentrations of TGZ, and it was recorded that 

3.7 µM TGZ would kill 10% of the Huh7 cell population. However, a TGZ 

concentration of 40 µM would be required to kill approximately 90% of the cells. 
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In the past decades, acute toxicity testing methods have been programmed to 

provide a robust dose-response curve characterisation with multiple animals at 3-5 

doses to evaluate the tolerance to potentially lethal chemical doses in the laboratory 

animal study population. A group of animals received single dosing with doses 

chosen to support the anticipated LD50 dose, at which 50% of the animals or a 

population are expected to die (Rang et al., 2012). Animals were observed for over 

10 days following the early stages, nature, magnitude, and reversibility of toxic 

effects and the duration of lethality following acute exposure to chemical substances 

(Rang et al., 2012). To ensure the best data, doses close to the LD10 and LD25 would 

have been included in the study. The increasing concentration would at least have 

been seen to have a declining proportion of survivors and two or more doses would 

have provided partial responses (Rang et al., 2012). 

After determining the IC50 value of TGZ, the effect of different conditions on the 

growth (doubling time) of the Huh7 cell was determined. As described in the method 

section, Huh7 cells were exposed to serum-free medium, complete medium, and a 

15 µM TGZ concentration. A slower growth rate of cells exposed to serum-free and 

TGZ-containing media was recorded. However, at 60 hrs, the maximum number of 

cells exposed to complete media was about half of the cell population in caparison 

with other condition media. The recordings are similar to previous studies that 

reported that the various concentrations of TGZ inhibited cell proliferation (Zhou et 

al., 2008). 

Cellular growth curves begin with a lag phase ranging from a few hrs to about 48 hrs, 

dependent on the particular cell line (Assanga, 2013; Vermeulen et al., 2003). The 

lag phase, also called the recovery stage, is the period needed for the cell to 

recuperate from trypnisation to restore its cytoskeleton. At this point, the cell 

releases an external matrix that aids the linkage between the cell and its 

proliferation, along with the compounds or chemicals on the cell, which could be 

elucidated at the log phase (Assanga, 2013), substrate. The cell may then enter the 

log phase, where the cell number doubles (DT), as in the case of Huh7 cells 

exposed to complete media (Figure 3-3). Huh7 cells exposed to 15 µM TGZ showed 

a slower growth rate as well as a decrease in cell population between 50 and 60 

hours, indicating cell death. In this case, it could be suggested that TGZ inhibited cell 
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growth and caused cell death after 50 hrs. This also confirms the cell growth 

inhibition reported in this study. Previous studies that exposed cells to the various 

concentrations of TGZ have also reported inhibition of cell proliferation even in cells 

exposed to 5 µM TGZ in either serum-free or complete media (Akinyeke & Stewart, 

2011; Zhou et al., 2008). The cell population and growth rate of cells treated with 

complete media were about half the numbers of cells treated with serum-free media. 

However, cells treated with TGZ in serum-free media exhibited a slower growth rate 

and the least number of cells. An explanation of our observation, in this case, could 

be attributed to the fact that the cells lacked the necessary growth factors to 

proliferate. Cells may grow at a steady rate while remodelling their metabolites as 

well as gene expression. DT is a useful approach for other experiments to model the 

population level of TGZ on cell viability. 

As per the findings, it can be deduced that the Huh7 cell could be cultivated within 

four days in complete media for any experimental procedure. Cell cycle or doubling 

time, as denoted by growth curves, are useful tools for defining the characteristics, 

growth rate, and optimal development of a specific cell line. Cellular culture doubling 

time may allow researchers to predict the best time range for evaluating the effects 

of either biological or chemical products in in vitro experiments (Assanga, 2013). 

Liver cells have a range of drug-metabolising enzymes. This is because the liver is 

the critical site of drug detoxification and receives blood directly from the gut after 

ingestion. Thus, the liver acts as the primary barrier. This subsequently means that 

liver cells are more susceptible to the by-products or reactive intermediates of drug 

biotransformation. Comparing our data to previous reports (Rachek et al., 2009; 

Yang et al., 2014), it can be argued that TGZ-induced cytotoxicity is cell type-

dependent. Thus, researchers can also suggest that exposure to the parent drug 

itself is not predictive of an adverse event on its own; however, it might be 

dependent upon other latent factors, such as a change in the metabolic profile of the 

cells. While it is unclear whether cytotoxicity is caused by TGZ or a metabolite, the 

data presented here suggest that a combination of effects may be at work, as toxicity 

was observed in Huh7 cells with a maximum loss of viable population of 

approximately 80% at 50 M TGZ concentration. 
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Although it remains controversial, Funk et al. have suggested that TGZ-sulphate 

might be a contributor. In line with in vitro studies, Narayanan et al. who treated cells 

with TGZ also reported biotransformation of TGZ to a quinone by-product. Quinone 

is implicated in redox cycling leading to ROS production. Furthermore, inhibition of 

sulphation by 2,6-dichloro-nitrophenol, a major biotransformation pathway of TGZ, 

increased the levels of unmetabolised TGZ but did not induce any significant 

increase in the production of TGZ-quinone. The inhibition of sulphation produced 

cytotoxicity, indicating that the toxicity may result from the accumulation of the parent 

drug, TGZ, and not the formation of a reactive metabolite (Wang & Lin, 2013; 

Yamamoto et al., 2002). Based on our data recorded in cytotoxicity, it could be 

suggested that the enhanced cytotoxicity observed after TGZ-treated Huh7 cells may 

be due to activation of other apoptotic pathways, therefore producing apoptosis-

dependent cell death. Thus, one of the objectives of this chapter was to evaluate the 

mode of cell death in Huh7 cells exposed to TGZ and determine the impact of TGZ 

on apoptosis through caspase activation. Recent studies have reported that TGZ 

inhibited growth in colon cancer, breast cancer, and prostate cancer (Youn et al., 

2008). However, Toyoda et al. investigated the effect of TGZ on the growth and 

apoptosis of liver cancer cells in vitro. They reported that TGZ dose-dependently 

inhibited the growth of the liver cancer cell line, Huh7. In this current study, Huh7 

cells were chosen to assess TGZ for almost all our experiments because a previous 

report by Toyoda et al. demonstrated that HepG2, which expressed the same 

PPARγ mRNA level as Huh7, was relatively insensitive to the growth inhibitory effect 

of TGZ. Consistent with previous studies (Hashimoto et al., 2007), a TGZ dose-

dependent inhibition of the growth of the Huh7 cell has been recorded in this study. 

As a result, these findings support the use of Huh7 cells as an excellent model for an 

in vitro system to investigate TGZ-induced hepatotoxicity. 

To determine the underlying mechanisms of the inhibition of cell viability by TGZ, 

they investigated whether TGZ acts by inducing apoptosis in liver cancer cells 

(Hashimoto et al., 2007). The researchers performed a DNA fragmentation assay 

and Hoechst staining. And in both studies, TGZ induced apoptosis in a dose-

dependent manner. This agrees with findings by Chinetti et al., who have also 

reported TGZ-induced apoptosis in human monocyte-derived macrophages. 
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However, other reports have shown that apoptosis was not an essential mechanism 

by which TGZ induced cell growth inhibition (Hashimoto et al., 2007; Nagamine et 

al., 2003). An in vitro study by Akasaki et al., reported that exposure of human 

glioma cells to TGZ decreased Bcl-2 protein to nearly untraceable concentrations. 

Other past studies have also examined the relationship between activation of PPARγ 

and nuclear factor kappa B (NFκB). NFκB, a DNA binding protein that enhances the 

expression of several genes implicated in cell proliferation and plays an essential 

role in cell development, survival, and oncogenesis, and it was suggested that 

PPARγ induced cellular apoptosis by inhibiting the antiapoptotic NFκB signalling 

pathway (Elrod & Sun, 2008; Toyoda, 2002). 

In this current study, it is noted that Huh7 cells exposed to the various concentrations 

of TGZ dose-dependently activated the executioner caspases-3/7 and the initiator 

caspase-9 effectively. However, TGZ did not induce the activation of caspase-8. 

Caspases-3 or caspase-7 play a crucial role in executing cellular apoptosis 

(McDonnell et al., 2003; Walsh et al., 2008). Caspase-3 activation is considered vital. 

The executioner caspase-3 has been shown to play a role in cleaving a wide range 

of cellular substrates and promoting DNA fragmentation, both of which lead to cell 

death. This is consistent with a previous study by Toyoda (2002), who reported that 

TGZ inhibited cellular growth activities and subsequent cell death through caspase-3 

activation. Toyoda (2002) further noted that there were no observable effects on 

caspase-8 activation by TGZ, consistent with our findings in (Figure 3-7), where the 

impact on caspase-8 activity was only recorded in cells exposed to Fas Ligand. 

Activation of caspase-9 was also observed in this study, with activity increasing in a 

concentration-dependent manner. Because caspase-8 activation indicates an 

extrinsic apoptotic cascade and caspase-9 activation indicates an intrinsic apoptotic 

cascade, the data presented here are consistent with the activation of intrinsic 

apoptosis. Apoptosis can also happen when cells receive an apoptotic signal and the 

mitochondria release cytochrome c, which binds to Apaf-1 and Ced-4 and forms a 

complex with dATP. This complex formation may trigger the recruitment of caspase- 

9, causing its stimulation (McDonnell et al., 2003). The stimulated caspase-9 may 

cleave downstream caspases, for instance, caspase- 3/7, initiating the caspase 

cascade. It was unclear whether the TGZ-induced cytotoxicity observed in this 



 

143 

 

current study was due to expression levels of Bcl-2 or the other apoptotic repressor 

genes; for instance, Bcl-xL resulted in TGZ-induced cell death. Furthermore, 

activation of caspase-3 via multiple pathways may cause apoptosis in a time and 

dose-dependent manner, as reported in this and previous studies (Vermeulen et al., 

2003). Therefore, it is possible to propose that blocking apoptosis through caspase 

activation would allow researchers to better understand TGZ-induced liver toxicity. 

The results in this chapter indicate that TGZ-causes apoptosis through various 

mechanisms, for instance, activation of caspase-3/7 that can trigger cell death 

(Vermeulen et al., 2003; Walsh et al., 2008). Also, apoptotic signalling by way of the 

intrinsic pathways mainly includes activation of the proapoptotic Bcl-2 family 

members Bax and Bak, which aids the discharge of cytochrome c from the 

mitochondria, caspase-9 cleavage, or activation (Trécherel et al., 2012; Zhang et al., 

2004). The stimulated caspase-9 will, in the end, cleave or activate the downstream 

effector caspases such as caspase-3 and -7, resulting in apoptosis (Chai et al., 

2001; Chao et al., 2005). This pathway is negatively controlled by quite a few 

antiapoptotic Bcl-2 family members, such as Bcl-2 and Bcl-β (Tsujimoto, 2003). 

Apoptotic signalling via the extrinsic pathway involves ligand binding to death 

receptors or the induction of trimerisation of death receptors. The death receptors 

are members of the tumour necrosis factor receptor superfamily, such as Fas 

(Franco & Cidlowski, 2006). Upon activation and trimerisation of death receptors, the 

intracellular death domain of the death receptors recruits adapter proteins such as 

the Fas-associated death domain, forming a death-inducing signalling complex 

(DISC), which promotes the recruitment of procaspase-8 to the DISC (Kim et al., 

2000). Caspase-8 is then stimulated, causing the triggering of the downstream 

effector caspases, for instance, caspase-3 and -7. The effector caspases can also 

be stimulated by death receptors, consequentially through caspase-8-mediated 

cleavage of Bid, which eases Bax stimulation and successive release of cytochrome 

c from the mitochondria (Westphal et al., 2013). As a result, the Bid cleavage links 

up both apoptotic pathways. Cellular FLICE inhibitory protein (c-FLIP), an inactive 

homolog of caspase-8, functions as an inhibitor of the extrinsic apoptotic pathway by 

blocking caspase-8 activation (Chao et al., 2005). 
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Also, the effect of low and higher concentrations of TGZ was assessed, and it was 

observed that cells treated with low doses (1 to 3µM) of TGZ showed an increase in 

cell growth and declined after 3 µM to 50 µM TGZ concentration. Cells treated with a 

high dose of TGZ at 50 µM inhibited cell growth by 80%. It can be argued, therefore, 

that TGZ can act as both an antioxidant and induce oxidative stress. However, TGZ 

has been reported to exhibit antioxidant activity. A possible explanation might be due 

to hormesis, which is a mechanism by which a lower dose of a drug or an agent 

causes beneficial effects through cellular adaptation. In contrast, at higher 

concentrations, toxic effects are produced. Hormesis appears to be influenced by a 

variety of physiological cellular means that congregate on increased stress 

endurance as well as prolonged existence (Sarup et al., 2014); for example, mild 

heat stress in flies results in increased levels of stress response proteins (Demirovic 

et al., 2014). 

There is currently no dose-response modification that has a substantial inference for 

toxicity evaluation related to dose-response relationships and adaptive responses. 

The theory of hormesis can also be considered within a preventive context; for 

instance, other studies have linked beneficial responses from low to moderate 

activity levels with hermetic mechanisms (Abete et al., 2008). And in line with our 

finding, a lower dose of TGZ promoted cell viability. Hormesis could play a key role 

in pharmacological interventions; for example, the concept of hermetic-biphasic 

dose-response is already an essential feature in pharmacology, especially in drug 

discovery. The hormesis concept is also important in clinical pharmacology areas in 

which high doses are integral to killing harmful organisms or tumour cells. The 

hormesis concept is additionally critical in clinical pharmacology, in which high 

concentrations are critical for destroying tumour cells. The minimal dosage 

stimulatory reaction has not been suggested as a hormetic dose-response. However, 

it is debatable whether such cases demonstrate the hormetic dose-response, 

reflecting its significance in biomedical research. It can be used in a variety of 

biological models, gender and age groups, endpoints, chemical classes, and the 

constraints it imposes on the quantitative highlights of the dose-response as a 

marker of biological plasticity. Hormetic dose-response may be integrated into 

current biological studies to enhance drug design as well as discovery (Abete et al., 
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2008; Calabrese et al., 2007). To the best of our knowledge, data on effect of the low 

doses of TGZ on cell proliferation is minimal. Our study adds volume to the very few 

studies on the low doses of TGZ on cell proliferation. 

3.4 Other probable factors that might contribute to TGZ-induced liver 

hepatotoxicity 

The liver is responsible for total body cholesterol excretion via biliary excretion of bile 

acids and free cholesterol. Hepatic cholesterol production, controlled by a type of 

homeostatic control, is affected by the hepatic level of free cholesterol or glycogen, 

or both. Here it was assumed that besides statin, TGZ is one of the pharmacological 

agents that affect cholesterol's hepatic biosynthesis. The main metabolic end 

products in cholesterol degradation are bile acids (Chiang, 2017), although 

cholesterol may also be transformed into sex hormones and adrenocortical 

hormones. Since cholesterol degradation relies on the concentrations of bile salts in 

the liver, any factor that will increase bile acid output will also stimulate the synthesis 

of cholesterol and may, subsequently, lower the serum cholesterol content (Chiang, 

2017). 

Also, Glutamate dehydrogenase (GDH) is a metabolic enzyme that facilitates the 

reversible reaction of L-glutamate to α-ketoglutarate with concomitant reduction of 

NAD(P)+ to NAD(P) H or inversely (Grimaldi et al., 2017; Plaitakis et al., 2017; 

Takeuchi et al., 2018). GDH is mainly expressed in the mitochondria, although 

recently, it was shown that GDH is present in the cytoplasm, endoplasmic reticulum, 

and nucleus (Grimaldi et al., 2017). However, its activities outside the mitochondria 

are poorly understood. GDH is a critical enzyme in mitochondrial carbohydrate 

biotransformation and facilitates the final stage in glutaminoysis after the conversion 

of glutamine to glutamate through phosphate-activated glutamine (Grimaldi et al., 

2017). In this pathway, α-ketoglutarate can be transported into the tricarboxylic acid 

(TCA) cycle, a process (anaplerosis) that can produce ATP via oxidation of α-

ketoglutarate and increase the ATP: ADP ratio to trigger insulin discharge (Grimaldi 

et al., 2017; Plaitakis et al., 2017). Glutamate can also be altered into malate by the 

TCA cycle or into pyruvate via malic enzyme to generate NADPH, needed for cellular 

stress protection as well as for lipid and cholesterol biotransformation (Grimaldi et 
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al., 2017). Sanki et al. have reported that GDH was engaged with ureagenesis as the 

change of glutamate into α-ketoglutarate likewise delivers NH3+, which can be 

utilised to make carbamoyl phosphate for the urea cycle. Cell growth, as well as 

proliferation, is highly dependent on nutrient availability. Nitrogen is an essential 

element for protein and nucleotide synthesis. 

Although the liver can convert ammonia to nontoxic urea in the urea cycle, the urea 

synthesis capacity is reduced in subjects with liver impairment, resulting in a reduced 

capacity to detoxify ammonia in the liver (Adeva et al., 2012). Besides, high 

production of ammonia is also produced in urea cycle disorders and other conditions 

that lead to either defective ammonia removal or overproduction of ammonia beyond 

liver clearance capacity (Adeva et al., 2012). Therefore, it was suggested that high 

levels of ammonia might cause liver injury through another process. 

The urea cycle begins in the mitochondria of liver cells and ends in the cytoplasm. 

The urea cycle converts excess ammonia into urea in the mitochondria of liver cells, 

as ammonia originates from protein catabolism. Glutamine is then exported from 

muscles and the peripheral tissues and utilised by the liver. Glutaminase converts 

glutamine to glutamate and ammonia. Glutamate also yields additional urea via the 

enzyme glutaminase hydrogenase (Adeva et al., 2012; Sokal et al., 2013; Watford, 

2018). From here, ammonia is primarily integrated into mitochondria and eventually 

leads to urea production. Urea then exits the hepatocyte cytoplasm and is ultimately 

expelled in urine. Urea is the primary circulating pool of nitrogen, and its generation 

changes are similar to the degradation of dietary and endogenous proteins (Adeva et 

al., 2012; Sokal et al., 2013). This is an energy-driven process that happens only 

within the liver’s mitochondria and cytoplasm. When this process is not functioning 

efficiently, toxic ammonia builds up within the body and, in turn, causes hepatoxicity 

(Adeva et al., 2012; Jia et al., 2013; Koppe et al., 2016; Sokal et al., 2013). 

Therefore, the following objectives were set in this chapter to determine the possible 

TGZ toxicity pathways: 

• Determine the effect of TGZ on glutamate dehydrogenase activity in Huh7 

cells 
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• Determine the effect of TGZ on ammonia and urea production in Huh7 cells 

• Determine the effect of TGZ on Cholesterol homeostasis 

• Determine the effect of TGZ on extracellular bile acid concentration   

3.4.1 The effect of TGZ on glutamate dehydrogenase activity in Huh7 cells 

GDH activity in serum can be used to distinguish between inflammation of the liver, 

which does not exhibit increased serum GDH activity, and diseases that lead to 

hepatocyte necrosis, which develops in raised serum GDH. This is because its 

presence in the liver is much greater than in other organs (Plaitakis et al., 2017). 

Besides, GDH overactivity in pancreatic β-cells also leads to high insulin secretion 

via steadily increasing ATP synthesis (Li et al., 2013). 

ATP quantification assays were undertaken to determine the impact of TGZ on GDH 

activity in Huh7 cells. As demonstrated (Figure3-8), cells treated with TGZ showed a 

dose-dependent increase in GDH activity within the TGZ-treated cells. TGZ 

concentrations of 5 to 20 µM did not cause an increase in GDH activity. However, a 

significant rise in GDH was recorded in cells treated with TGZ concentrations of 30 

to 50 µM relative to the control cells (untreated cells) (Figure 3-8). 
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Figure 3-8 Effect of TGZ on GDH activity in Huh7 cells 
Cells were exposed to TGZ (5 to 50 µM) for 48 hrs. Treated samples and control 
samples were collected and put in a 96-well plate. Absorbance was measured at 
450 nm using a BMG LABTECH Omega FLUOstar plate reader. Three 
independent repeats were carried out (n = 9). The mean values were calculated 
and plotted. The error bars represent the standard error of the mean (SEM). One-
way analysis of variance (ANOVA) was used to analyse the data, followed by 
Dunnett's multiple comparison test. The P values are shown where the difference 
between responses of 5 µM to 20 µM treatments and the control (Cells) were 
shown to be statistically insignificant, whereas 30 µM to 50 µM were determined to 
be significant relative to the control, ns (not significant). * P< 0.0284, ** P< 0.0086, 
*** P< 0.0003. 

 

3.4.2 The effect of TGZ on ammonia production and urea formation in Huh7 

cells 

Ammonia is a key source of nitrogen for living systems. It is synthesised via amino 

acid biotransformation, and it is toxic when present at a high level (Chastre et al., 

2010). To determine if TGZ has any effect on ammonia production in cells, Huh7 
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cells were exposed to the various concentrations of TGZ and ammonia concentration 

directly by using NH3 and NH4+. In this assay, NADH is converted to NAD+ in NH3, 

ketoglutarate, and glutamate dehydrogenase, and the decrease in optical density is 

proportional to the NH3 levels in the samples. The readings for each standard and 

sample were averaged. The mean value at 450 nm absorbance value of the blank 

was subtracted from all standard and sample readings (Appendix B). As 

demonstrated (Figure 3-9A), cells treated with TGZ showed a dose-dependent 

increase in ammonia levels in Huh7 cells in a significant manner when compared to 

the control cells. 

Having determined that TGZ causes elevation of ammonia in hepatocytes and that 

ammonia is a by-product of protein nitrogen biotransformation, which then serves as 

the essential vehicle for ammonia excretion from the body, The impact of TGZ on 

urea production in Huh7 was determined by treating Huh7 cells with various 

concentrations of TGZ. The urea levels in both the treated and control samples were 

determined. For 10 minutes, samples and standards were exposed to urease, an 

enzyme that hydrolysis urea to ammonia and CO2.The ammonia reacts further with 

a chromogen in an alkali solution to form a blue-green coloured product. After 30 

minutes, the plate was read in a standard 96-well spectrophotometric microplate 

reader at an optical density of 450 nm. The readings for each standard and sample 

were averaged. The mean value absorbance value of the blank was subtracted from 

all standard and sample readings (Appendix C). Urea concentrations in both the 

TGZ-treated and control groups were determined by comparing them with urea 

known standards. A dose-dependent increase in urea production from TGZ 

concentrations from 10 to 50 µM in a significant manner. However, urea production 

in Huh7 cells treated with 5 µM TGZ was very low (Figure 3-9B). In this study, TGZ 

was seen to increase urea production in Huh7 cells. The loss of viable cells would be 

expected to decrease the overall urea production, and therefore, care must be taken 

to avoid exaggerated interpretations. Based on the MTT assay, cells exposed to 5 

µM of TGZ were still 90% viable, and thus, the increase in urea at low concentrations 

of TGZ treatment can be considered independent of cell death. Similarly, the 

changes in other metabolite levels must also be interpreted in the same manner, in 

which the decreased levels observed could be attributed to a smaller number of 
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viable cells. But this is not the case in urea production in TGZ-treated cells. The urea 

production time course assay in TGZ-treated Huh7 cells would have helped to 

explain whether TGZ stimulated urea production before cell death in this current 

study. 
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                             A                                                                    B 

Figure 3-9 A-B The effect of TGZ on ammonia and urea production in Huh7 
cells 
Cells were treated with TGZ (5 to 50 µM) for 48 hrs to determine the effects of 
TGZ on ammonia (A) and urea (B) in Huh7 cells. Both the treated samples and the 
control samples were collected and put in a 96 well plate. Absorbance was 
measured at 450 nm using a BMG LABTECH Omega FLUOstar plate reader. The 
triplicate readings for each standard and samples were averaged. Three 
independent repeats were carried out (n = 9). The mean values were calculated 
and plotted. The error bars represent the standard error of the mean (SEM). The 
data were analysed using one-way ANOVA, followed by Dunnett's multiple 
comparisons tests, and the P values are shown where the differences between 
TGZ (10 to 50 µM) treatments and the control (cells) on urea (B) were shown to be 
statistically significant, whereas all three sets of tests were negative. TGZ dose-
dependently increased ammonia production (A). * P< 0.05, ** P< 0.0090 *** P< 
0.0002 **** P< 0.0001 
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3.4.3 The effect of TGZ on cholesterol homeostasis 

Cholesterol is a lipid sterol generated and transported throughout the cell's plasma 

membrane, regulating fluidity and concentrating in specialised sphingolipid-rich 

domains (rafts and caveolae). Cholesterol plays a critical physiological function in the 

human body through more than a few structural and metabolic functions (Schindler & 

Pasqualini, 2005). Cholesterol is a precursor for steroid hormones, sex hormones, 

estrogens, testosterone, vitamin D, as well as bile acids (Schindler & Pasqualini, 

2005). However, too much cholesterol can lead to pathological conditions such as 

atherosclerosis. Cholesterol homeostasis relies on intricate cellular processes whose 

deregulation can lead to several life-threatening diseases, such as familial and age-

related hypercholesterolemia. Cholesterol is transported throughout the human body 

within the lipoproteins, which have cell-specific signals that direct the lipids they 

transport to certain tissues. Therefore, lipoproteins are in different forms in the blood 

depending on their density (low-density lipoproteins and high-density lipoproteins). 

Cholesterol remains within a lipoprotein as free cholesterol and a free fatty 

cholesterol ester, which is the primary form of cholesterol transport and storage 

(Yuan & Hegele, 2007). However, higher cellular levels of cholesterol can lead to 

disease conditions like cells of the artery wall, where the build-up of cholesterol 

triggers atherosclerosis. However, lower levels (hypocholesterolaemia) may be 

linked to cancer or respiratory diseases (Yuan & Hegele, 2007). The liver plays an 

essential role in lipid metabolism, serving as the centre for lipoprotein uptake, 

formation, and export to the circulation. Alterations in liver lipid metabolism can 

contribute to the development of chronic liver diseases such as nonalcoholic fatty 

liver disease and add to other chronic liver diseases (Adams, 2005). 

Moreover, chronic liver disease can impact hepatic lipid metabolism, leading to 

alterations in circulating lipid concentrations, contributing to dyslipidaemia. 

Therefore, determining the circulatory concentration of lipoprotein is essential to the 

diagnosis of lipid transport disorders. An effort was made to assess the impact of 

TGZ on cholesterol levels in Huh7 cells. Therefore, a commercially available 

cholesterol quantitation kit from Sigma-Aldrich was used to quantify the total 

cholesterol in Huh7 cells exposed to TGZ. The kit is used to determine the levels of 

free cholesterol, cholesteryl esters, or both present in a sample. Total cholesterol 
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was determined by a coupled enzyme assay, which results in a colourimetric (570 

nm) product proportional to the cholesterol present in a sample. Huh7 cells were 

treated with various concentrations of TGZ (5 µM to 50 µM), 10 µM simvastatin 

(negative control) and 20 µg of cholesterol (positive control). Untreated cells (cells + 

medium only) were included as a control. Cells were exposed to the above 

conditions for 48 hrs, as outlined in section 2.2.18. Therefore, the total cholesterol in 

the various samples was determined. Absorbance was read at 570 nm using a BMG 

FLUOstar Omega plate reader. Blank standard readings were subtracted from all 

readings (corrected absorbance readings). The cholesterol standard curve was 

plotted (Appendix E), and the corrected absorbance of the sample was applied to the 

cholesterol standard curve to determine the cholesterol content in the sample well. 

Total cholesterol was calculated according to the manufacturer’s instructions. A 

significant reduction in cholesterol concentration was observed in cells treated with 

TGZ and Simvastatin, whereas cholesterol concentration increased in cells treated 

with 10 µg of cholesterol (Figure 3-10). 
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Figure 3-10 The effect of TGZ on cholesterol levels in Huh7 cells 
Huh7 cells were incubated with media (cells + media). The cells were treated with 
TGZ (5 to 50 µM),10 µM and 5 µg cholesterol for 48 hrs. Three independent 
repetitions (n = 9) were performed. The mean values were determined and plotted. 
Error bars represent the mean ± SEM of three replicates. The data was analysed 
using one-way ANOVA, followed by Dunnett's multiple comparison test. P values 
are shown where the various treatments are determined to be statistically 
significant. **** P< 0.000. 

 

3.4.4 TGZ-induced cholestasis as a contributing factor to liver toxicity 

Bile acids are produced in the hepatocyte by cholesterol oxidation and 

biotransformed via glycine or taurine conjugation and then secreted into bile. Bile 

acids are further biotransformed by bacterial enzymes in the intestine and undergo 

enterohepatic circulation (Chiang, 2009; Hofmann & Hagey, 2008). As a detergent 

molecule, bile acids play essential roles in cholesterol homeostasis as well as the 

absorption of vitamins and lipids. Bile acids form about 67% of the total composition 

of bile. The average composition in healthy individuals is the conjugates of cholic, 

chenodeoxycholic, and lithocholic acids (Chiang, 2009). Bile acids are essential for 
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lipid solubilisation as they form micelles with cholesterol as well as fatty acids. Bile 

acid synthesis is crucial for the removal of cholesterol from the body and the uptake 

of dietary lipids into the small intestine. BSEP is located on the liver cells' canalicular 

plasma membrane and plays a critical role in the biliary clearance of bile acids. 

Therefore, any drug or agent that blocks BSEP can cause cholestasis and possibly 

hepatic injury. TGZ and its sulphate metabolite are potent blockers of bile (BSEP). 

TGZ-induced bile acid retention has been theorised to be one of the underlying 

mechanisms of liver injury. Thus, it was proposed that inhibition of BSEP by TGZ 

may cause cholestasis (accumulation of bile acids) and therefore, it was exposed to 

HEK293 cells (overexpressing human organic anion-transporting polypeptides 

(OATP) 1B1 and OATP1B3), which contribute to hepatic uptake of bile acids such as 

taurocholic acid (Cui et al., 2000) to the various concentrations of TGZ for 48 hrs, 

and, using a commercially available kit from Sigma Aldrich, extracellular (the level of 

bile acids released into the culture media) was determined. 

The kit used for this assay provides a convenient fluorometric means to determine 

extracellular bile acid in a sample. The assay is based on the principle that 3α-

hydroxysteroid dehydrogenase acts in response to bile acids and alters NAD to 

NADH, which decreases the probe to a highly fluorescent artefact. The subsequent 

fluorescence intensity represents the bile acid level in the sample. A dose-dependent 

decrease in extracellular bile acids in TGZ-treated cells in a significant manner was 

recorded (Figure 3-11). 
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Figure 3-11 The effect of TGZ on extracellular bile acid concentration in 
HEK293 cells. 
HEK293 cells were incubated in a serum-free medium (cells+media). Cells were 
treated with TGZ (5 to 50 µM) for 48 hrs. Cells were lysed, the supernatant was 
collected, and absorbance was measured at 570 nm using a BMG LABTECH 
Omega FLUOstar plate reader. Three independent repeats were carried out (n = 
9). The mean values were determined and plotted. The error bars represent the 
standard error of the mean (SEM). One-way analysis of variance (ANOVA) was 
used to analyse the data, followed by Dunnett's multiple comparison test. The P 
values show the difference between the responses of different treatments and the 
control (cells) were statistically significant, ** P< 0.0026, **** P< 0.0001. 

 

3.5 Discussion 

In this study, the effect of TGZ on GDH activity in Huh7 cells was evaluated. A dose-

dependent increase in GDH activity in the cells exposed to the various 

concentrations of TGZ was recorded. Although Botman et al. have previously 

reported that the liver expresses high levels of GDH, an indication of NAD+ 

dependence, our results indicate that the rise in GDH activity was because of the 

influence of TGZ. GDH, as a hexameric enzyme in mitochondrial carbohydrate 

metabolism, facilitates the reversible conversion of glutamate to α-ketoglutarate as 
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well as ammonia while reducing NAD(P)+ to NAD(P)H (Botman et al., 2014). 

Consistent with a previous study by Friday et al., TGZ did induce an accelerated flux 

of GDH as well as ammonia production in cancer cells. However, they did note that 

TGZ inhibited transport into the TCA cycle, decreasing α-ketoglutarate and 

stimulating GDH flux through a pull mechanism. Also, they reported a simultaneous 

inhibition of the sodium-proton exchanger by TGZ and driving GDH through the push 

mechanism. However, the glutaminase flux remained unchanged while the ammonia 

production increased due to the increase in deamination flux. Friday et al. further co-

treated cancer cells with TGZ and pioglitazone and recorded an additive effect on 

GDH flux. Also, they reported a simultaneous inhibition of the sodium-proton 

exchanger by TGZ and driving GDH through the push mechanism. However, the 

glutaminase flux remained unchanged while the ammonia production increased due 

to the increase in deamination flux. Friday et al. further co-treated cancer cells with 

TGZ and pioglitazone and recorded an additive effect on GDH flux. They, therefore, 

suggested that it might be due to PPARy-mediated downregulation of NHE gene 

expression. Inhibition of GDH may be most effective in causing drastic cell death. A 

dose-dependent increase in ammonia production in Huh7 cells was recorded in this 

study. However, the increase in ammonia production by TGZ might not be 

associated with an increase in GDH activity, which indicates that intracellular pH may 

be reduced (Welbourne et al., 2001). One potential pathway for TGZ to reduce the 

intracellular pH would be to decrease protein kinase C activity, which subsequently 

represses the action of sodium/hydrogen ion exchange (Isshiki et al., 2000; 

Welbourne et al., 2001). 

Despite extensive study of GDH over the past decades, its role in cell biology has 

still not been adequately explained. Extensive kinetic research has demonstrated 

many aspects of GDH catalysis, but unanswered questions remain (Engel, 2013). It 

is understood that mammalian GDH's thermodynamic equilibrium promotes 

glutamate synthesis, but it is currently unclear whether the enzyme functions in vivo 

via reductive amination or an oxidation-deamination route. As the GDH-catalysed 

reaction is reversible, its pathway is predicted to rely on substrate concentration and 

enzyme specificity (Km value) for such substrates (Masclaux-Daubresse et al., 2006; 

Plaitakis et al., 2013). Furthermore, substrate concentrations, pH, ionic strength, and 
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buffer composition all have an impact on GDH catalysis (Engel, 2013; Zaganas & 

Plaitakis, 2002). A study on GDH, isolated from mammalian tissue or recombinant 

hGDH1, has shown that the enzyme functions optimally at a basic pH (7.75 to 8.00). 

ADP stimulation decreases significantly at lower pH (Kanavouras et al., 2007). On 

the other hand, the maximum pH for hGDH2 is 7.50, allowing the enzyme to operate 

efficiently at even lower pH levels (7.25-7.0). In triethanolamine buffer pH 8.0 at 1.0 

mM ADP, HGDH1 and hGDH2 have similar catalytic properties (maximum rate of 

reaction (Vmax) and Michaelis-Menten constant (Km) for α-ketoglutarate, ammonia, 

and glutamate) (Kanavouras et al., 2007). GDH might operate in an oxidative 

deamination direction due to the relatively high Km for ammonia, particularly in 

tissues with typically reduced ammonia concentrations. There is evidence that 

ammonia km is influenced by cellular pH. Previous research that used hGDH1 has 

reported a reduction of buffer pH from 8.00 to 7.5 or 7.0 elevated ammonia km from 

12.8 mM to 35.0 mM and 57.5 mM, respectively (Zaganas et al., 2013). The 

corresponding ammonia km for recombinant hGDH2 ranged from 14.7 mM to 33.0 

mM and 62.2 mM (Zaganas et al., 2013). They proposed that intracellular 

acidification might have developed in astrocytes preceding glutamate absorption or 

in epithelial cells of the kidney's proximal convoluted tubules during systemic 

acidosis, eventually impeding α-ketoglutarate reduction amination (Azarias et al., 

2011; Van de Poll, 2004; Dimovasili, 2015). 

In mammalian tissues, GDH contributes to Krebs cycle anaplerosis as well as energy 

generation. GDH in the liver cells contributes to ammonia production, with NH3 being 

removed through the urea cycle. Although GDH represents about 1% of total 

proteins, its enzymatic activity is approximately five-fold higher than in other tissues 

(Botman et al., 2014; Spanaki et al., 2014). 

Nonetheless, previous studies have recorded a substantial increase in ammonium 

production at a 5 μM TGZ concentration, which approximately estimates the 

decrease in alanine formation. According to the researchers, this was a 

representation of an accelerated flow of glutamate through the deamination pathway 

(Botman et al., 2014; Spanaki et al., 2014). Research by Welbourne et al. also 

showed higher levels of glutamate; TGZ prevented the use of glutamine but not the 

production of ammonium. They subsequently indicated that the flow via GDH was 
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retained, given the decreased total usage of glutamine. They also reported that TGZ 

increases glutamate flow through the GDH pathway and increases ammonium 

production (Welbourne et al., 2001). 

Ammonia derived from the diet or produced by the skeletal muscles, the kidney, and 

the brain is mostly detoxified in the liver cells (Spanaki & Plaitakis, 2011). The amino 

acid may be discharged from the muscles through the blood in the form of alanine 

and glutamine and taken up by the liver for neoglucogenesis. This pathway produces 

ammonia via glutamine deamination. By glutamate deamination, the later reaction 

being facilitated by GDH generates α-ketoglutarate, a Krebs cycle intermediate and 

ammonia, consequently providing the total body ammonia pool. 

Having determined the impact of GDH activity in Huh7 cells, the effect of TGZ on 

ammonia production in Huh7 cells was also determined. Then the effect of TGZ on 

ammonia production was estimated to ascertain whether the significant GDH activity 

observed in Huh7 cells treated with TGZ would impact ammonia production. 

Interestingly, there was a dose-dependent increase in ammonia levels in Huh7 cells. 

Metabolic mechanisms generate ammonia in cells, and it is a substance in all 

phylogenetic concentrations. Despite its continuous existence in living organisms, 

ammonia can cause toxicity. These harmful effects may arise from the action of 

ammonia at intracellular sites and may also manifest as a result of an impairment in 

ammonia detoxification processes (Lange et al., 2009; Taub, 2004). 

Relatively few articles have been published about the exact mechanism of the toxic 

or inhibitory action of ammonia on cells, and the exact mechanism remains unclear. 

Ammonia can perturb the intracellular pH as well as electrochemical gradients. In 

aqueous solution, ammonia and ammonium are linked in pH-dependent equilibrium. 

At physiological pH of 7.1-7.5, which is also the pH at which most of the mammalian 

cell cultures are carried out, only about 1% of the total ammonia levels are present 

as NH3, with the rest being NH4+. Ammonia is a small, uncharged, lipophilic 

molecule that readily diffuses across cellular membranes. The diffusion will follow the 

gradient of the chemical potential of ammonia, which can be approximated by the 

gradient of the partial pressure of NH3 (Guha et al., 2019). The small amount of NH3 
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in the extracellular and intracellular aqueous phases will diffuse across the 

membranes, quickly equilibrating any transmembrane gradient (Guha et al., 2019). 

As protonation is extremely fast, the pH equilibrium will be rebuilt instantaneously. In 

a compartment with a low pH, the partial pressure of NH3 is more moderate, leading 

to a constant flow of NH3 across the membrane into this compartment until 

equilibrium is attained, that is, the pH increases (Chaudhry, 2001; Guha et al., 2019). 

In this way, ammonia can negatively affect the activities of the organelles with low 

pH, such as the lysosomes. In contrast, the diffusion of NH4+ across cellular 

membranes is extremely slow. However, it can be transported actively across the 

cell membrane via specific transport proteins such as the Na+ K+-ATPase, by 

facilitated diffusion through the Na+ K+ 2CL-cotransporter, or via the NA+/H+-

exchanger. NH4+ may interact with the binding site for K+ due to hydrated NH4+ 

possessing the same ionic radius as K+, which can perturb the transmembrane 

transport of the Na+/H+-exchanger (Chaudhry, 2001). 

This may further lead to critical constraints on ion gradients across the cell 

membrane. Previous research discovered that when cells were cultured in 10 mM 

glucose and 2 mM glutamine, the maximum capacity for inward K+ transport was 

significantly higher than when cells were cultured in glutamine alone, with metabolic 

energy derived from glutamine oxidation (Tildón et al., 2018; Zaganas et al., 2013). 

Ammonia production increased due to increased glutamine turnover in the 

glutamine-containing medium, and ammonium will compete with K+. Active transport 

through the Na+/K+-ATPase can occur against the concentration gradient. And this 

will cause high energy demand since the K+ gradients have to be maintained. 

The diffusion of ammonia into mitochondria as well as other organelles will cause an 

increase in the pH within these compartments. Under a physiological condition 

where extracellular ammonia becomes higher, it induces an expansion of the 

mitochondrial matrix. In contrast, higher intracellular ammonia levels will result in a 

drop in the pH of the mitochondrial matrix. The primary source of the ammonia 

accumulated in cell cultures is glutamine, which plays an essential role in the 

metabolism of rapidly growing cells. Gras et al. also documented TGZ glutamine 

metabolism inhibition, while its un-insulin-like improvement in blood glucose 
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utilisation in vitro has been reported. Because glucose utilisation may be linked to 

increased glutamine use, glucose absorption can primarily inhibit glutamine use and, 

as a result, reduce transamination pathway flux (Tildón et al., 2018). However, toxic 

ammonia accumulation could be overcome by substituting glutamine with glutamate 

or other amino acids for nutrient control. That is, the addition of glutamine at low 

concentrations or the removal of ammonia or ammonium from the culture medium 

through ion-exchange resins or ion exchange membranes (Zaganas et al., 2013). 

In summary, based on the liver cell damage model resulting from ammonia, the 

present study has revealed that increased ammonia production in Huh7 cells by TGZ 

might be one of the mechanisms of TGZ-induced liver toxicity. This may involve 

mitochondrial damage by activating an intrinsic Ca2+-independent apoptosis 

pathway (Kim et al., 2006). It appears that therapeutic approaches to inhibit the 

absorption of ammonia and rebalance apoptosis might be efficient in preventing 

TGZ-induced liver damage. 

Having demonstrated the impact of TGZ on ammonia production, the assessment of 

TGZ on urea production in Huh7cells was conducted. The results recorded in the 

present study show a dose-dependent increase in urea production. Urea exerts its 

toxic action through ROS production (D'Apolito et al., 2015). High levels of urea have 

been defined to elevate intracellular ROS production in various cells, such as 

vascular endothelial cells. Moderate levels of urea have been shown to control the 

phenotype of aortic smooth muscle cells (Madsen et al., 2017). Also, Trecherel et al. 

showed that urea was able to induce the expression of a pro-apoptotic member of 

the Bcl2 family, the Bcl-xL/Bcl-2 protein, in VSMC, urea-provoked Bad 

overexpression may be responsible for the increased apoptosis recorded in the 

arterial wall of patients with uraemia. Bad can stimulate the cells to the pro-apoptotic 

effect of oxidative stress, therefore, suggesting high levels of urea production might 

be one of the contributing factors in TGZ-induced hepatotoxicity. 

The liver, as well as the small intestine, are the significant organs implicated in 

cholesterol synthesis in humans. This chapter aimed to determine whether TGZ 

influences cholesterol synthesis in Huh7 cells. Even at 5 µM TGZ, a significant dose-

dependent decrease in cholesterol level was observed; however, Huh7 cells 
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exposed to 50 M TGZ concentration reduced total cholesterol by approximately 90%. 

It can be argued that a substantial decrease in cell viability at 50 µM TGZ (Figure 3-

2) might have contributed to the drastic reduction of cholesterol concentration in cells 

exposed to 50 µM recorded in section 3.4.3 (Figure 3-10). However, previous studies 

treated HepG2 cells with lower TGZ concentrations using slightly reduced cell 

viability to determine whether the TGZ-induced cholesterol reduction was not entirely 

due to the cell population (Klopotek et al., 2006). They reported that cells treated 

with low doses of TGZ still recorded lower protein levels of SREP-2 in the nucleus 

and a subsequent decrease in mRNA levels of its target genes, HMG-CoA 

reductase, as well as low-density lipoprotein (Klopotek et al., 2006). Therefore, it was 

presumed that downregulation of HMG-CoA reductase expression was linked to a 

reduced protein concentration of the enzyme. As such, a subsequent reduction in 

cholesterol synthesis was recorded in Huh7 cells treated with TGZ. Also, the 

reduced levels of the mature SREBP-2 within the nucleus of the cells exposed to 

TGZ could have two distinct explanations. TGZ might either inhibit the processing of 

the mature SREBP-2 in the Golgi or inhibit gene expression of SREBP and thus 

biosynthesis of the immature SREBP-2. Insig-1 and -2 play a crucial role in the 

proteolytic procession of the immature SREBP-2 (Janowski, 2002; Klopotek et al., 

2006). Both Insig-1 and -2 can inhibit the translocation of the SREBP-SCAP complex 

from the endoplasmic reticulum. Other studies by Kast-Woelbern et al. using 

rosiglitazone also recorded a reduction of mature SREBP in white adipose tissue 

through Insig-1 upregulation. Although previous studies did not detect Insig-1 mRNA 

and did not record but observe an increase in Insig-2 expression in TGZ treated 

cells, they did not demonstrate whether the increase in expression levels of Insig-1 

or -2 (Janowski, 2002; Klopotek et al., 2006). 

The researchers suggested that because they only determined the mRNA levels of 

Insigs after 4 hrs of exposure, Insigs might have been expressed previously, which 

could have inhibited the proteolytic process of the immature SREBP-2. However, 

they recorded a reduced effect of TGZ on the gene expression of SREBP-2. They 

suggested that the decreased nuclear levels of the mature SREBP-2 might be due to 

the reduced formation of the immature SREBP-2. A reduction in extracellular 

cholesterol levels in cells is a marker of decreased cholesterol synthesis (Klopotek et 
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al., 2006). HepG2 cells exposed to low TGZ concentrations for 24 hrs increased 

gene expression activity as well as low-density lipoprotein receptor activity. Their 

findings could be explained by the longer exposure time of cells to TGZ in that 

exposure of cells to TGZ initially produced cellular cholesterol depletion (Klopotek et 

al., 2006). Depletion of intracellular cholesterol might cause an upregulation of 

SREBP-2 processing as well as LDL receptor expression via downregulation of 

Insig-1. However, other studies have reported that the activation of PPARy in THP-1 

macrophages exposed to TGZ as well as caused an upregulation of HMG-CoA 

reductase mRNA expression (Iida et al., 2002; Schmitz & Torzewski, 2002). The 

difference between these studies might also be due to the different cell types 

employed, as macrophages can excrete cholesterol through ABC1 onto apoA1 and 

the efflux is triggered by PPARy (Chawla et al., 2001). 

Our data suggest that TGZ decreases cholesterol levels in Huh7 cells and that this 

might result from TGZ's down-regulation of cholesterol synthesis in the cells through 

a reduced level of nuclear SREBP-2 or dose-dependent cell death. Physiologically, 

cholesterol biosynthesis in the hepatic and the intestine is vital. It is closely related to 

the cholesterol levels in plasma and the low-density lipoprotein, which might strongly 

be linked to the risk of heart disease. Also, earlier research that used tumour cells of 

MA-10 Leydig reported a reduction in cholesterol esters and a rise in free 

cholesterol, which restored the plasma membrane cholesterol pool impervious to 

cholesterol oxidase. The authors argued that their results were the consequence of 

PPARy induction as well as the retention or repression of cholesterol transfer into the 

cell and are attributable to TGZ on cholesterol ester (Freeman & Romero, 2003). Any 

effects on homeostasis, either through the inhibition of cholesterol synthesis or 

overproduction of cholesterol, can cause a deleterious effect when not controlled to 

maintain normal physiological levels (Begriche et al., 2011; Luo et al., 2019; Wong et 

al., 2018). Again, it could be stated that TGZ might cause liver toxicity through 

cholesterol imbalances tilting to the lowest physiological levels. 

Bile acid (BA) disruption has been implicated in liver and DILI diseases. Therefore, 

BA is becoming a more and more popular screening tool in DILI evaluation. This 

study also aimed to assess the impact of TGZ-induced BA accumulation in liver 

cells. This current study shows a dose-dependent reduction of extracellular bile acid 
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in HEK293 cells exposed to TGZ. And an explanation for our recordings might be 

due to TGZ ‘s ability to inhibit BSEP in that BSEP inhibition might lead to a build-up 

of BAs in the cells. It could be argued that under a condition where there was no 

inhibition of BSEP, the levels of extracellular discharge of bile acids would not be 

affected. 

Previous work by other researchers has focused on the connection between BSEP 

inhibition and cholestasis (Garzel et al., 2013; Jackson et al., 2018; Rodrigues et al., 

2013). However, in vitro BSEP inhibition studies do not accurately predict in vivo DILI 

incidence (Garzel et al., 2013; Jackson et al., 2018; Rodrigues et al., 2013). BAs 

function as signalling molecules to inhibit hepatic insult by stimulating the 

compensatory process, for example, FXR. The significant difference in clinical liver 

injury occurrence between these two potent BSEP inhibitors shows that other 

mechanisms might be involved in BSEP inhibition. FXR stimulation will also improve 

the expression of BSEP, but it does not matter if there is an inhibitor of BSEP. 

Previous studies have also demonstrated BSEP inhibition in sandwich-cultivated 

cells and they concluded that all the toxicity recorded was due to BSEP inhibition 

(Ogimura et al., 2011; Rodrigues et al., 2013; Susukida et al., 2015). Besides, FFAs 

have been reported to sensitise liver cells to cytotoxicity (Pusl et al., 2008). 

Accumulation of lipids or retention of hepatic bile acids has been reported to cause 

similar cytotoxicity pathways (Perez & Briz, 2009; Pusl et al., 2008). BA toxicity 

capacity was significantly increased more than 20 times in both donors after TGZ 

exposure. However, CsA treatment in the absence and presence of FFAs was 

affected and only marginally decreased. They suggested that TGZ but not CsA 

caused cell death in a BA-dependent manner, and FFAs increased the hepatocyte 

susceptibility to TGZ-induced BA-dependent toxicity (Pusl et al., 2008). 

Again, ER stress resulting in cell death has been reported to be a possible 

mechanism for BA-induced cholestatic hepatotoxicity (Perez & Briz, 2009; Tamaki et 

al., 2008). Blocking the BA homeostatic mechanism through inhibition of BSEP and 

FXR antagonism could increase ER stress, initiating the apoptotic cascades. Still, 

CsA treatment significantly induced C/EBP homologous protein mRNA content, a 

key marker of ER stress and the initial architect of cell death (Perez & Briz, 2009; 

Tamaki et al., 2008). A blockade of the BA homeostatic mechanism would eventually 
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cause an increase in BA and later cell death (Perez & Briz, 2009). These findings 

may add to the weight of evidence that TGZ is a potent BSEP inhibitor. 
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Chapter 4 Effects of TGZ on mitochondrial impairment  

4.1 Introduction 

Organisms may be exposed to free radicals, or ROS (Balaban et al., 2005; Nogueira 

& Hay, 2013). ROS is generated continuously by an aerobic organism during cellular 

metabolism or in response to different environmental stimuli, mainly in the 

mitochondria (Balaban et al., 2005; Nogueira & Hay, 2013). 

Mitochondria are a vital source of ROS within mammalian cells as a by-product of 

respiration. However, exposure to exogenous drugs can trigger ROS production 

either directly or via metabolism. Generally, ROS has been classified as a toxic 

product that must be neutralised to prevent cell death (Nogueira & Hay, 2013). 

However, a recent study has shown that low levels of ROS generation are implicated 

in cell signalling, cell fate, and cell proliferation (Nogueira & Hay, 2013). Therefore, 

understanding the mechanism of ROS generation in normal as well as in 

pathological conditions could lead to successful treatment of various diseases that 

have been speculated to occur because of ROS production. 

Mitochondrial ROS generation has been explained in several cell signalling 

pathways (Murphy, 2008; Nogueira & Hay, 2013; Turrens, 2007). Cellular respiration 

is diminished in a situation where the tissue becomes deficient in oxygen. It results in 

hypoxia and mitochondrial ROS generation can trigger signalling pathways that 

decrease cellular oxygen utilisation and decrease cellular oxygen consumption 

(Krause, 2018; Murphy, 2008; Nogueira & Hay, 2013). 

Poor coupling of the cytochrome P450 catalytic cycle will cause ROS generation to 

metabolise both endogenous and exogenous biotransformation. P450 enzymes are 

heme thiazole enzymes involved in the monooxygenation of lipophilic compounds in 

the preparation of phase II biotransformation and elimination. In monooxygenation 

reactions, two electrons are transferred to the P450 enzyme, facilitated by NADPH 

P450 reductase. The input of electrons is a requisite to trigger oxygen and introduce 

an oxygen atom into the substrate molecule (Hata et al., 2001). On the other hand, 

the pairing efficiency of electron transfer diverges based on the P450 isoform; on the 

other hand, it is not more than 50%. At a critical point, the inept pairing can result in 
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high ROS levels enough to instigate oxidative stress (Samoilova et al., 2011; 

Schieber & Chandel, 2014). TGZ is an excellent example of the means through 

which an exogenous compound can produce ROS via different routes. In the 

presence of the electron carrier, NADH, TGZ can undergo a similar quinone cycling 

to that previously stated (He et al., 2001). 

While there is an entire scope of ROS that can instigate harm and induce oxidative 

stress, there have been reports that have implicated oxidative stress in drug-induced 

liver injury. Drug-induced oxidative stress is regarded as a mechanism of toxicity in 

various tissues or organs, most commonly the liver (Narayanan et al., 2003; 

Samoilova et al., 2011). Based on the data recorded in the previous chapter and in 

perspective on contemplations, raised ROS levels have been linked with several of 

the drug-induced injuries. With TGZ, this presented itself as a possible means by 

which apoptosis might be stimulated. It was postulated that treatment of cells with 

TGZ induces oxidative stress that ultimately activates apoptotic cellular death. 

However, oxidative stress could be blocked within the liver by creating a continuous 

balance between the intrahepatic antioxidants (glutathione, vitamin E, β- carotene, 

and vitamin C) as well as ROS. Therefore, this study aimed to determine whether 

treatment of Huh7 cells with various concentrations of TGZ would cause ROS 

production.  

In addition, Huh7 cells were co-treated with TGZ and vitamin C to see if vitamin C 

could help reduce ROS production. Also, an essential role of the mitochondria within 

the cell is to produce energy in response to demand, in ATP. The role of 

mitochondrial has been explored in other study settings in previous years (Hu & Ren, 

2016; Manivannan et al., 2017; Shehu et al., 2017; Starkov, 2008). Currently, there 

are in vitro studies that could be utilised to uncover mitochondrial DILI in a pre-

clinical setting, including but not limited to: oxygen consumption rates during 

mitochondrial respiration, ETC complex activity, mitochondrial transmembrane 

potential, as well as the assessment of mtDNA integrity. Mitochondrial impairment is 

often latent until the number of mitochondria affected reaches a maximum, beyond 

which damage can diversely reveal itself. Slight disruptions in respiration can cause 

cell dysfunction, but severe damage can result in cell necrosis and, in theory, fibrosis 

(Wasmuth et al., 2010). β-oxidation occurs when fatty acid molecules are broken 
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down and produce acetyl CoA for the Krebs cycle. However, if this is inhibited, fatty 

acids may accumulate, become esterified, and converted to triglycerides, eventually 

accumulating and eventually leading to steatosis. Drugs can either directly inhibit β-

oxidation through interaction with FAO enzymes or indirectly by inhibiting β-oxidation 

impairing the ETC (Poirier et al., 2006). 

TGZ has been shown to inhibit acyl-CoA synthase, preventing long-chain acyl-CoA 

formation (Jove et al., 2003; Tirmenstein, 2002). Severe inhibition of mitochondrial β-

oxidation causes an increase in free fatty acids in the cytoplasm. In a situation 

whereby the fatty acids cannot be wholly oxidised, they become esterified into 

triglycerides. Triglycerides accumulated in the cells can form a fatty deposit in the 

cells (steatosis). In acute and severe liver toxicity, lipid deposits in the form of small 

vesicles accumulate in the liver cells (micro steatosis), and the lesion is linked with 

succeeding hepatic failure (Ong et al., 2007). 

Cells deprived of ATP experience reduced gluconeogenesis, which can cause 

hypoglycaemia (Cui et al., 2017). Furthermore, obstructed energy generation in the 

cell can trigger hepatic cytolysis (large scale cell death in the form of apoptosis or 

necrosis) depending on the severity of ATP depletion (Cui et al., 2017). Apoptotic 

cells are eliminated by macrophage-based phagocytosis. However, when apoptosis 

is sustained over a prolonged period, inflammatory cells can experience the knock-

on effect of producing a state of cytolytic liver inflammation, which in its mildest early 

phases can lead to higher levels of hepatic enzymes AST and ALT (Massart et al., 

2018). In more severe cases, it can result in liver failure, which would require a liver 

transplant as the only clinical intervention (Massart et al., 2018; Schmeding et al., 

2010). The presence of lactate may also be used to uncover impaired mitochondrial 

activity in cells. When ETC is damaged and the flow of electrons is inhibited, it can 

result in an accumulation of electrons in the chain, which can cause oxidative stress 

because of the generation of peroxide from the damaged chain (Sousa et al., 2018). 

Also, there is a secondary result of inhibited electron flow that leads to a switch in 

energy generation from oxidative phosphorylation to glycolysis. Reduction in electron 

flow decreases the level of re-oxidation of the electron carrier NADH to NAD+ 

(Phypers & Pierce, 2006). Under normal physiological aerobic conditions, pyruvate is 

oxidised to acetyl CoA for the Krebs’ cycle using NAD+ and producing NADH 
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(Phypers & Pierce, 2006). NADH is then transported within the mitochondrial 

membrane to maintain low levels; in the mitochondrial inner membrane, it can 

donate electrons to oxidative phosphorylation (Phypers & Pierce, 2006). NADH 

levels in mitochondrial dysfunction remain low. Due to a high NADH/NAD+ ratio, the 

oxidation of pyruvate dehydrogenase decreases and instead becomes reduced to 

lactate. This may accumulate to cause lactic acidosis (Pessayre et al., 2012; 

Phypers & Pierce, 2006). 

Therefore, the following objectives were set in this chapter to determine the possible 

TGZ toxicity pathways: 

• Determine the effect of TGZ on ROS production in Huh7 cells 

• Determine the effect of co-treatment of TGZ and vitamin C on ROS levels in 

Huh7 

• Determine the effect of TGZ on H2O2 levels in Huh7 cells  

• Determine the effect of TGZ on glutathione homeostasis in Huh7 cells 

• Determine the effect of TGZ on cellular ATP levels in Huh7 cells 

• Determine the effects of TGZ on intracellular pyruvate levels in Huh7 cells 

• Determine the effect of TGZ on Glutamate dehydrogenase activity in Huh7 

cells  

4.2 Results 

4.2.1 Quantification of ROS levels in Huh7 cells treated with TGZ 

To determine mitochondrial related pathways in apoptosis induced by TGZ and ROS 

production after exposure to TGZ, Huh7 cells were treated with various 

concentrations of TGZ for 48 hrs. Using DCFH-DA as a fluorescent probe and 

following the method described in section 2.2.10, the results show a dose-dependent 

increase in ROS production in TGZ-treated cells, with higher ROS levels observed 

between 20 µM and 50 µM. However, the most increased ROS production was 

recorded in Huh7 cells treated with 1 mM H2O2 (a positive control). However, a 

significant increase in ROS production in cells exposed to TGZ concentrations of 20 

µM, 30 µM, 40 µM, and 50 µM was recorded in this study (Figure 4-1). However, 

H2O2, in theory, can be broken down by Fenton’s reaction to produce a hydroxyl free 
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radical (OH), which is very toxic and generally reactive (Enami et al., 2013). The 

results were further confirmed in the next section (section 4.2.2) by using the ROS-

GloTM H2O2. The kit is designed for a luminescent assay that determines the levels of 

H2O2 directly in cell culture. It is convenient to assay because it has a longer half-life 

than all ROS in cultured cells; various ROS are also converted to H2O2 within cells 

(Johnson, 2016; Santo et al., 2016). 

 

Figure 4-1 ROS production by TGZ in Huh7 cells 
Huh7 cells were incubated in a serum-free medium (control). Cells were then 
treated with TGZ (5 to 50 µM) for 48 hrs. Three independent repeats were carried 
out (n = 9). The mean values were calculated and plotted. The error bars represent 
the standard error of the mean (SEM). One-way analysis of variance (ANOVA) 
was used to analyse the data, followed by Dunnett's multiple comparison test. The 
P values are shown where the difference between 5-10 µM TGZ was shown to be 
satanically insignificant. Whereas the differences between TGZ (20 to 50 µM) 
treatments and the control (cells) were shown to be statistically significant, ns (not 
significant) *P< 0.05, ** P< 0.009 **** P< 0.0001 for all the three sets of tests. 

 

4.2.2 Quantification of hydrogen peroxide levels in Huh7 cells 

As discussed in the preceding section, hydrogen peroxide (H2O2) is a reactive 

metabolic derivative that functions as a key regulator of a few oxidative stress-

related conditions. To determine the levels of H2O2 in Huh7 cells treated with various 
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concentrations of TGZ, Huh7 cells were treated with the different concentrations of 

TGZ for 48 hrs. A fluorometric hydrogen peroxide assay kit to quantify the levels of 

hydrogen peroxide in Huh7 cells was used. The kit detects H2O2 discharged from the 

cells. In the presence of horseradish peroxidase (HRP), the oxiRed probe reacts with 

H2O2 to generate a colour, which was measured at a wavelength of 570 nm. A 

standard curve (Appendix D) was created, and each standard, control, and sample 

were averaged. The mean value of the blank (standard) was subtracted from all 

standards, controls, and sample readings (corrected absorbance). The corrected 

values for each standard as a function of the final concentration of H2O2. A dose-

dependent increase in H2O2 production in Huh7 cells in a significant manner was 

recorded (Figure 4-2). 

                

Figure 4-2 The effects of TGZ on H2O2 production in Huh7 cells 
The effects of TGZ on H2O2 production in Huh7 viability. Huh7 cells were 
incubated with media (cells + cells). The cells were treated with TGZ (5 to 50 µM) 
for 48 hrs. Three independent repeats (n = 9) were carried out. The mean values 
were determined and plotted. Error bars represent the mean ± SEM of three 
replicates. The data was analysed using one-way ANOVA, followed by Dunnett's 
multiple comparison test. P values are shown where the various treatments were 
determined to be statistically significant compared with the control. However, we 
recorded no significant difference between cells treated with 5 µM and the control, 
ns (not significant), * P< 0.0335. ** P< 0.0048 *** P< 0.0002 **** P< 0.0001. 
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4.2.3 Effects of ascorbic acid on Huh7 cells viability 

Ascorbic acid (vitamin C) is a commonly used dietary antioxidant (Herbert et al., 

2005). Its antioxidant properties are well-established in vitro since it can be readily 

demonstrated to prevent oxidation of lipids, DNA, and other biological molecules. 

However, vitamin C is also possible to act as a pro-oxidant, thus promoting the 

Fenton reaction, which, acting on peroxides, produces highly reactive hydroxyl 

radicals (Abasht et al., 2016; Herbert et al., 2005). Despite the promotion of vitamin 

C as a treatment for different syndromes in prophylaxis and therapy, most medical 

formulations are poorly supported by evidence with certain inconsistencies (Paulsen 

et al., 2014). The reports that vitamin C supplementation averts liver toxicity, 

however, are still not fully understood. Therefore, the beneficial effects of vitamin C 

in TGZ-induced Huh7 cells were explored. Although vitamin C has been reported to 

be cytoprotective at certain concentrations and deleterious at individual doses, a 

preliminary selection of a dose that might be cytoprotective was selected. Therefore, 

Huh7 cells were treated with various doses of vitamin C (5 µM to 1000 µM) for 24 

hrs, and cell viability was determined by following the MTT assay method in section 

2.2.4. The results showed no significant decrease or increase in cell viability in Huh7 

cells treated with 5 µM to 100 µM. However, the highest viability in Huh7 cells 

treated with 100 µM was recorded. 

Therefore, 100 µM vitamin C as a cytoprotective dose was chosen for our 

subsequent cytoprotective studies by vitamin C. Cell treated with 150 µM to 1000 µM 

showed a significant reduction in cell viability (Figure 4-3). 
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Figure 4-3 The effect of vitamin C in Huh7 cells viability 
Huh7 cells were incubated in a serum-free medium (control) and 1 mM H202 

(positive control). Cells were exposed to vitamin C (5 to 1000 µM) for 24 hrs. Three 
independent repeats were carried out (n = 9). The mean values were calculated 
and plotted. The error bars represent the standard error of the mean (SEM). One-
way analysis of variance (ANOVA) was used to analyse the data, followed by 
Dunnett's multiple comparison test. The P values are shown where the difference 
between 5 to 100 µM, and the control (untreated cells) is shown to be statistically 
insignificant. In contrast, cells treated with 150 µM to 1000 µM as well as the 1 mM 
H2O2 treatment were statistically significant compared with the control (untreated 
cells). **** P< 0.0001. 

 

4.2.4 The effect of co-treatment of vitamin C and TGZ on Huh7 cells viability 

Having determined the cytoprotective concentration of vitamin C, Huh7 cells were 

exposed to co-treatment of vitamin C and TGZ, with 100 µM of vitamin C as a 

positive control. As negative controls, 50 µM TGZ and 1 mM H2O2 were included as 

negative controls. Then cell viability was determined using the MTT assay method 

described in section 2.2.3. Huh7 cells co-treated with vitamin C and TGZ 

concentrations (5 µM to 40 µM) did not reduce cell viability. However, cells co-

treated with vitamin C and 50 µM TGZ did significantly reduce cell viability. Also, the 
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positive controls (50 µM TGZ and 1 mM H2O2) did decrease cell viability relative to 

the control (untreated cells) ** P< 0.0010 **** P< 0.0001 (Figure 4-4). 
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Figure 4-4 Effect of vitamin C and TGZ on Huh7 cell viability 
Huh7 cells were incubated in serum-free medium (control) with 50 µM and 1 mM of 
H202 (negative controls). Cells were co-treated for 24 hours with vitamin C and 
various concentrations of TGZ (5 to 50 M). Three independent repeats were 
carried out (n = 9). The mean values were calculated and plotted. The error bars 
represent the standard error of the mean (SEM). One-way analysis of variance 
(ANOVA) was used to analyse the data, followed by Dunnett's multiple comparison 
test. The P values are shown where the difference between 5 µM to 50 µM (co-
treated) and the control (untreated cells) is shown to be statistically insignificant in 
cell viability. In contrast, cells treated with 50 µMTGZ and 1 mM H2O2 significantly 
decreased cell viability compared to the control (untreated cells and cells treated 
with 100 µM vitamin C). **** P< 0.0010, **** P< 0.0001. 

 

. 
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4.2.5 Quantification of ROS levels in Huh7 cells co-treatment treated with TGZ 

and vitamin C 

We first determined that TGZ causes an increase in ROS levels in Huh7 cells, and 

then we determined whether the rescue effect of vitamin C on TGZ-induced cell 

death (Figure 4-4). This study then explored whether co-treatment with vitamin C 

and TGZ affected ROS production in Huh7 cells. To determine this effect, cells were 

co-treated with various concentrations of TGZ and vitamin C for 48 hrs. Using DCFA-

DA as a fluorescent probe, ROS production was determined. ROS production in cells 

cotreated with vitamin C and the various concentrations of TGZ was negligible 

(Figure 4-5). However, a significant production of ROS was recorded in Huh7 cells 

exposed to 1 mM H2O2 (a positive control). 
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Figure 4-5 Effect of co-treatment of Vitamin C and TGZ on ROS production in 
Huh7 cells. 
Huh7 cells were exposed to serum-free medium (control) and 1 mM H202 (positive 
control). Cells were treated with 100 µM of vitamin C and TGZ (5 to 50 µM) for 48 
hrs. Three independent repeats were carried out (n = 9). The mean values were 
calculated and plotted where the error bars represent the mean (SEM) standard 
error. One-way analysis of variance (ANOVA) was used to determine the data, 
which was then followed by Dunnett's multiple comparison tests. The P values are 
shown where the difference between different treatments and the control (cells) is 
shown to be statistically insignificant, ns (not significant). In contrast, the difference 
between the control and the positive control was shown to be statistically 
significant, **** P< 0.0001. 

      

 

4.2.6 Effect of TGZ on glutathione homeostasis in Huh7 cells 

Glutathione (GSH) is a three-amino-acid peptide found in mammalian cells, acting as 

a significant reducing agent and antioxidant defence through tight regulation of the 

redox status. Redox signalling actions play an important role in monitoring cell death 

pathways (Circu & Aw, 2010). Although oxidative stress as well as ROS formation 

have been implicated in regulating cell death, other redox-dependent signalling 
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mechanisms have also been identified as critical factors in the activation of the cell 

death mechanism. Depletion of GSH is a typical feature of apoptotic cell death 

caused by a wide range of factors, including death receptor activation, stress, 

environmental agents, and cytotoxic drugs (Franco & Cidlowski, 2006; Troyano et 

al., 2003). An alteration in GSH levels is vital for determining toxicological response 

and may cause oxidative stress and subsequently lead to apoptosis (Circu & Aw, 

2010). 

Therefore, the effects of low doses and a higher dose (1 µM 1.5 µM, 3 µM, 5 µM, 6 

µM,7 µM and 50 µM) of TGZ were determined on GSH levels in Huh7 cells. Different 

TGZ doses were used in this experiment because the LD10, LD25, LD50, LD75, and 

LD90 (3.7, 6.7, 12.2, 22.3, and 40 µM, respectively) were calculated in section 3.2.1 

(Figure 3-1). And in section 3.2.3 (Figure3-3), it was recorded that lower doses of 

TGZ did not cause cell death. The above TGZ concentrations were used to 

determine glutathione level in the Huh7 cell population with 10%, 25%, 75%, 90%, 

and 100% viability because this study wanted to elucidate whether the outcome 

would not be false positive or negative. For example, as demonstrated earlier, a 

higher concentration could kill about 90% of the Huh7 cell population and could 

produce a misleading result on the effect of TGZ on GSH levels. Using the GHS-

GLOTM Glutathione Assay kit by Promega, glutathione levels in Huh7 cells were 

determined. The assay is a luminescence-based assay for detecting and quantifying 

GSH levels in mammalian cells. The assay is based on the change of luciferin 

derivative into luciferin in glutathione, which is catalysed by glutathione s-transferase 

(GST). The signal produced in a coupled reaction with firefly luciferase is 

proportional to the amount of glutathione present in the sample. Huh7 cells (Figure 

4-6): 50 µM TGZ caused a significant reduction in GHS levels in Huh7 cells. 
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Figure 4-6 The effect of TGZ on GSH levels in Huh7 cells 
Huh7 cells were incubated in media (control). The cells were treated with 2 µM 
rotenone and TGZ (1 to 50 µM) for 48 hrs. Three independent repeats (n = 9) were 
carried out. The mean values were determined and plotted. Error bars represent 
the mean ± SEM of three replicates. The data was analysed using one-way 
ANOVA, followed by Dunnett's multiple comparison test. P values are shown 
where the cells treated with TGZ concentrations (1 µM to 7 µM) relative to the 
control were determined to be statistically insignificant. However, cells treated with 
50 µM TGZ were shown to be statistically significant * P< 0.0495. 

 

. 

4.2.7 Determination of CYP3A4 induction in TGZ-treated Huh7 cells 

As described in section 1.4 of this thesis, drug metabolism takes place in the liver by 

mainly the Cytochrome P450 enzymes (Fahmi et al., 2008). Several adverse drug 

reactions ensuing from multiple drug treatments have been linked with drug-drug 

interactions, encompassing inhibition and induction of drug-metabolising enzymes 

(Fahmi et al., 2008). Thus, during drug discovery and lead optimisation, it is 
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imperative to assess the potential CYP inducibility of drug candidates, increasing the 

possibility of making drugs that are free of CYP-inducing properties (Fahmi et al., 

2008). Given that CYP3A4 metabolism produces a reactive epoxide that could be 

removed safely through GSH conjugation, CYP3A4 induction using the 

luminescence assay method described in chapter two was determined. This study 

explored the induction of CYP isoenzyme (3A4) by exposing Huh7 cells to various 

concentrations of TGZ, 20 µM rifampicin (positive inducer of CYP3A4), and 20 µM 

clotrimazole (negative control). This was included to confirm whether the induced 

activity was a result of the CYP3A4 enzyme. A dose-dependent induction of CYP3A4 

was recorded. The CYP3A4 activity was 5-fold greater after 50 µM TGZ treatment. A 

6-fold increase was observed in cells exposed to 20 M rifampicin. There was no 

CYP3A4 induction in cells treated with 20 µM clotrimazole was recorded (Figure 4-

7). 



 

180 

 

                      

Figure 4-7 The effect of TGZ on CYP3A4 induction in Huh7 cells 
Huh7 cells were incubated in a serum-free medium (cells+media). Cells were then 
treated with 20 µM Rifampicin (positive control) and 20 µM Clotrimazole as a 
negative control. Cells were treated with TGZ (5 to 50 µM) for 48 hrs. 
Luminescence was measured using the BMG LABTECH Omega FLUOstar plate 
reader. Three independent repeats were carried out (n = 9). The mean values 
were calculated and plotted. The error bars represent the standard error of the 
mean (SEM). Data were analysed using one-way ANOVA, followed by Dunnett's 
multiple comparisons tests, and P values are shown where the difference between 
responses of different treatments and the control (Cells) was shown to be 
statistically significant, * P 0.05, **** P 0.0001. 

 

4.2.8 Effect of TGZ on cellular ATP levels in Huh7 cells 

As discussed in the introduction chapter, TGZ can cause a significant increase in 

mtDNA damage, which causes a subsequent reduction in ATP levels and ultimately 

leads to a loss of cellular viability. Therefore, the effect of TGZ on ATP levels in 

Huh7 cells was evaluated. And to determine the impact of TGZ on cellular ATP 

levels, a commercially available kit was used to quantify ATP levels in TGZ-treated 

Huh7 cells. We also treated cells with 2 µM rotenone, a mitochondrial respiratory 

chain complex I inhibitor (positive control) (Li et al., 2002). The rest of the assay was 
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carried out according to the method described in section (2.2.14). As demonstrated 

(Figure 4-8), cells treated with TGZ showed a dose-dependent reduction of APT 

levels within the TGZ-treated cells. All the TGZ concentrations elicited a decrease in 

ATP levels that was significantly lower than the control cells (untreated cells).  

            

Figure 4-8 The effects of TGZ on ATP levels in Huh7 cell 
Huh7 cells were incubated with media (cells + media). The cells were exposed to 2 
µM rotenone and TGZ (5 to 50 µM) for 48 hrs. Three independent repeats (n = 9) 
were carried out. The mean values were determined and plotted. Error bars 
represent the mean ± SEM of three replicates. The data was analysed using one-
way ANOVA, followed by Dunnett's multiple comparison test. P values are shown 
where the various treatments relative to the control were statistically significant, 
**** P< 0. 0001. 

 

4.2.9  Effects of TGZ on intracellular pyruvate levels in Huh7 cells 

Pyruvate, a product of glycolysis, is an essential cellular component for activities 

such as mitochondrial respiration. It is also necessary for fermentation; for example, 

without fermentation, cells may be unable to regenerate the critical NAD+ supply 

because all NAD+ would be converted to NADH. Essentially, pyruvate enables the 
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cell to regenerate its NAD+ supply to maintain glycolysis (Divakaruni & Murphy, 

2012; Herzig et al., 2012; McCommis & Finck, 2015). 

Increasing levels of data indicate that PPARγ-independent processes, some of which 

are too quick to be attributed to transcriptional activities, may be relevant to effects 

on metabolism (Chen et al., 2012; Choi et al., 2010). Besides, it has been 

demonstrated that TGZ binds to mitochondrial membranes at low micromolar 

sensitivity, indicating the distributing levels in subjects exposed to TGZ suggest that 

some of their metabolic consequences may be generated by completely modifying 

mitochondrial activity (Eckland & Danhof, 2000; Chen et al., 2012; Choi et al., 2010; 

Kirchheimer et al., 2006; Norris et al., 2003). In this current study, the impact of TGZ 

on pyruvate levels in Huh7 cells was assessed by following the methods described in 

section 2.2.15. Media levels of pyruvate were measured using a commercially 

available kit (Sigma-Aldrich, Poole). A dose-dependent decrease in pyruvate levels 

in Huh7 cells was recorded (Figure 4-9). 

 

        

 

 

 

. 
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Figure 4-9 The effects of TGZ on pyruvate levels in Huh7 cells 
Huh7 cells were incubated with media (cells + media). The cells were exposed to 
TGZ concentrations of (5 to 50 µM) for 48 hrs. Three independent repeats (n = 9) 
were carried out. The mean values were determined and plotted. Error bars 
represent the mean ± SEM of three replicates. The data was analysed using one-
way ANOVA, followed by Dunnett's multiple comparison test.TGZ dose-
dependently decreased pyruvate levels in Huh7 cells. The P values are shown 
where the various treatments compared to the control were determined to be 
statistically significant. * P< 0.0407 ** P< 0.0085 *** P< 0.0002 **** P< 0.0001 

 

4.3 Discussion 

There is mounting evidence of mitochondrial impairment in the aetiology of DILI. 

Several drugs that were withdrawn from the market exhibited mitochondrial liabilities 

that provoked toxicities (Aithal, 2015; 2019; Pessayre et al., 2020). Then an 

evaluation of the effects of TGZ on mitochondrial activity was made. Having exposed 

Huh7 cells to the various concentrations of TGZ, a dose-dependent ROS production 

in the Huh7 cells was recorded. ROS production could be attributed to the ability of 

TGZ to inhibit mitochondrial respiratory chain complex I, which will then lead to 

increased ubisemiquinone formation, the primary electron donor in mitochondrial 

superoxide production. Inhibition of complex V by TGZ was predicted by the model, 

but other in vitro studies have demonstrated that TGZ inhibits the mitochondrial 
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respiratory chain complexes (I-V) (Hu et al., 2015; Nadanaciva et al., 2007). Besides, 

all the TGZ concentrations (5 µM to 50 µM) decreased the cellular ATP level 

compared to the control. Rotenone, a complex I inhibitor, caused a significant ATP 

reduction (Verrax et al., 2011). A potential mechanism may be that rotenone inhibits 

the respiratory mitochondrial chain at the complex I site, and this may lead to a 

reduction in the cellular level of ATP. However, the involvement of pyruvate/malate 

supports the speculation that ATP differs in different types of cells (Verrax et al., 

2011). A decreased cellular level of ATP of about 30% has been found to block 

apoptosis (Verrax et al., 2011). This mechanism relies on pyruvate/malate 

stimulated-ATP development, which might alter cell death from apoptotic to necrotic. 

And in this current study, a significant decrease in cellular ATP levels in cells 

exposed to TGZ was recorded. Also, previous studies have reported a disruption of 

mitochondrial activity followed by increased membrane permeability, calcium flux, as 

well as nuclear condensation (Haskin et al., 2001; Liao et al., 2010; Ong et al., 

2007). In line with other studies, 10 µM TGZ caused a rapid reduction in 

mitochondrial membrane potential and Ca+ in CD-1 mice and HepG2 cells (Okuda et 

al., 2010; Ong et al., 2007; Tirmenstein, 2002). 

On the other hand, Porceddu et al. have reported that TGZ-induced mitochondrial 

membrane permeabilisation was not recorded in a mouse hepatocyte deficient in 

calcium pulse. Studies by Lim et al. using the human liver cell line HC-04 treated 

with TGZ (0 to 100 µM) suggested that MPT pore opening was provoked by ROS 

production because of mitochondrial respiratory chain inhibition. Also, previous 

studies have reported that TGZ (12.5, 25 & 50 µM) repressed all the mitochondrial 

respiratory chain complexes, but complex II (succinate dehydrogenase) has been 

reported to be less sensitive (Hu et al., 2015; Nadanaciva et al., 2012). 

The results of this study show that TGZ stimulated ROS production in the Huh7 cell. 

ROS production could be attributed to the ability of TGZ to inhibit mitochondrial 

respiratory chain complex I, which might lead to increased ubisemiquinone 

formation, the primary electron donor in mitochondrial superoxide production. Also, 

TGZ-induced ROS development results in the oxidation within the mitochondria of 

crucial components, such as mtDNA. This DNA is much more susceptible than its 

nuclear equivalent to the damage induced by ROS as it does not have protective 
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histones and is closer to the source of ROS production (Bova et al., 2005). The 

precise location of the initial oxidative stress caused by TGZ is poorly understood. 

ROS development candidates may be assumed to be mitochondria or membrane-

based enzymes, for instance, NADPH oxidase or the TGZ redox itself. The oxidative 

damage of mtDNA increases ROS production (secondary ROS) due to a lack of 

coordination between mtDNA coded electron transport network components and 

nuclear DNA atypical respiratory complex formation. 

ROS can trigger a vicious cycle in which it damages mtDNA to cause further 

impairment of the respiratory complexes. This might induce a further increase in 

ROS output and further damage to mtDNA; when the damage to mtDNA increases, 

ATP production decreases simultaneously due to the deficiency or a reduction of the 

two-electron. A decline in the transport of electrons causes a reduction in 

mitochondrial depolarisation, which has been linked to mtDNA damage and 

mitochondrial permeability (Santos et al., 2005). Previous studies have also reported 

that MtDNA depletion inhibits ATP synthesis and causes disruptions in cellular 

activity (Li et al., 2002; Santos et al., 2005). Additionally, electron transportation 

chain dysfunction may result in excess ROS and secondary ROS generation, 

increasing cellular signals to activate cell death. 

This disparity is attributable to the cell's respiration mechanism to maintain 

intracellular ATP levels. Cells that are more dependent on mitochondria for ATP die 

of necrosis because of insufficient energy. Cells with higher glycolysis die from 

apoptosis due to lower intracellular ATP levels, which are still sufficient for apoptosis. 

Another factor affecting modes of cell death may be the doses of toxic agents; these 

agents may cause apoptosis at lower doses. However, TGZ kills cells at higher 

levels by necrotic cell death at higher doses, mainly due to a collapse of cellular 

integrity, such as the loss of plasma membrane integrity of intracellular ATP 

depletion (Bova et al., 2005). Sudden cell death cannot warn the host or disrupt 

apoptotic pathways. Therefore, as apoptosis is tightly regulated at genetic levels, 

diseases induced by enhanced apoptosis by drug-molecular mechanisms can be 

controlled. However, certain forms of necrosis are rescued by anti-apoptotic agents; 

it might be less critical to comprehend if cells die from apoptosis or necrosis than the 

mechanisms underlying cell death (Bova et al., 2005). 
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Earlier studies using in vivo and in vitro systems have also reported that ROS could 

cause chemical alterations and injury to vital cellular molecules such as lipids, 

carbohydrates, or nucleic acids (Inoue et al., 2003; Santo et al., 2017). As a result, in 

a situation where ROS is being generated at levels enough to offset the normally 

resourceful defence methods, various deleterious effects can occur in both metabolic 

and cellular systems, resulting in hepatic or cellular injury, mutations, or cancer. 

As drugs can cause oxidative stress, the study in this chapter aimed to determine the 

consequences of TGZ on cellular oxidative stress. The findings in this chapter 

focused on the effects of TGZ on ROS production in an in vitro cellular model of 

hepatic liver cells. However, there are many challenges in detecting reactive oxygen 

species because of the rate at which they react, mostly in a whole-cell experiment 

where there is competition with antioxidants. Also, superoxide ions particularity is 

challenging to detect because of the similarity of oxygen species' chemistry. 

However, using two methods to determine ROS generation, TGZ-treated cells were 

found to induce ROS production compared to control significantly. A 

pathophysiological level of TGZ was detected by the DCFH-DA probe and was 

confirmed by the assay that quantifies H2O2. The results from both methods produce 

an increase in H2O2, which indicates that ROS generation might be converted to 

H2O2. As ROS is produced by mitochondria under stressful conditions and can cause 

apoptosis or necrosis, the next step in our study was to determine the ROS 

generation in cells under experimental conditions. TGZ induces the activation of 

intrinsic apoptotic pathways in Huh7 cells. The puzzle is directed towards the exact 

mechanism by which TGZ causes excessive ROS production. 

And as reported by previous studies, ROS has been evaluated in various cells and 

linked to the activation of apoptosis's intrinsic pathways (Dakubo, 2010; Inoue et al., 

2003; Peng & Jou, 2004; Santo et al., 2017). To further identify how TGZ causes 

ROS generation in cells, Huh7 cells were exposed to a cytotoxic effect level of H2O2 

as a positive control (Gülden et al., 2010).1 mM H2O2 elicited the maximum H2O2 

activity in Huh7 cells.TGZ at 50 µM caused increased ROS and H2O2 outputs in 

Huh7 cells. The proposed mechanism of TGZ activity in this chapter was 

mitochondria facilitated parameters such as ROS, ATP levels, and other factors 

mentioned in the previous sections. In general, the mitochondrial transition pore 
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leads to cytochrome c release and activation of the intrinsic apoptotic cascade 

(Bernardi, 2013; Martinou & Youle, 2011; Scorrano, 2014). 

One potential method of determining whether ROS production from TGZ caused 

cytotoxic was antioxidants to TGZ in this study. If viability could be retained in the 

cell population, it would suggest that ROS was the cause of cytotoxicity.TGZ was 

assessed in the presence of an antioxidant (vitamin C). It was found that vitamin C 

maintained cell viability when cells were co-treated with both vitamin C and TGZ. 

Even at the highest concentration of TGZ, which caused about 80% of cell viability, 

the cell viability recorded was statistically insignificant compared to that of cells 

exposed only to the media. If viability could be retained in the cell population, it 

would suggest that ROS was the cause of cytotoxicity. Furthermore, the specific 

tailoring of antioxidants makes it possible to indicate the toxic oxidant species, as 

some antioxidants are radical specific. Exposing Huh7 to both TGZ and vitamin C, 

an antioxidant, inhibited TGZ-induced ROS production. It was observed that vitamin 

C could maintain some cell viability in Huh7 cells treated with TGZ. In humans, 

vitamin C is an essential micronutrient that plays multiple biological roles. It 

possesses double bonds with an associated electron deficiency, making it highly 

reactive to free radicals. Vitamin C can deactivate highly reactive molecules such as 

ROS, generated during various biological processes in cells (Dad et al., 2016). 

Substances that exhibit antioxidant properties emerge as putative preventives and 

co-adjuvants in preventing or rescuing cytotoxicity caused by excessive ROS 

generation. In line with this, a reduction in ROS production in Huh7 cells treated with 

vitamin C was recorded (Figure 4-5). These data are in line with a study by Li et al. 

who reported that Mn-SOD attenuated rotenone-induced apoptosis due to 

mitochondrial ROS production. Mn-SOD is the primary component of the molecular 

defence system against oxidative toxicity. It could react with hydrogen peroxide to 

form hydroxyl radicals, which are more toxic than superoxide and hydrogen peroxide 

(Li et al., 2002).  

Mn-SOD is the main enzyme required to transform superoxide into hydrogen 

peroxide in mitochondria (Li et al., 2002). Also, Rachek et al. determined whether 

TGZ-induced ROS production was the mechanism behind cytotoxicity. Therefore, 
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they conducted a cell viability study by treating human liver cells with an antioxidant 

(NAC), a glutathione precursor that provides intracellular glutathione. They reported 

that NAC significantly reduced TGZ-induced cytotoxicity. Rachek et al. suggested 

that ROS production by TGZ was responsible for cell death. And to clarify this 

assumption, whether co-treatment of a toxicant with an antioxidant could rescue cell 

death, Huh7 cells well co-treated with vitamin C and TGZ. However, the co-treatment 

did not cause any significant death in Huh7 cells. This observation might support the 

argument that ROS production by TGZ is a causative factor in TGZ-induced liver 

injury. TGZ-induced mitochondrial impairment may be highlighted by reducing 

mitochondrial GSH levels, possibly due to lower GSH drift into mitochondria. The 

work described here adds to the weight of evidence that suggests that the non-

receptor induced influences on TGZ function through a mitochondrial interaction 

(Feinstein et al., 2005). When several cells, including hepatocytes, were exposed to 

TGZ, they recorded a rise in cytosolic calcium and mitochondrial swelling. They also 

stated that the loss of membrane potential was associated with a decrease in ATP. 

As a result of mitochondrial dysfunction, ROS production has been increased, with a 

subsequent increase in apoptosis induction (Bova et al., 2005). 

TZDs, in particular TGZ, are immediate and direct antagonists of the mitochondrial 

pyruvate carrier at physiologically relevant concentrations. Besides establishing that 

MPC is a target of TZDs, there is evidence that MPC activity inhibition can control 

cellular glucose metabolism. However, others suggest the involvement of PPARγ in 

the insulin-sensitising impacts of TZDs. A biomass energy test combined with 

genetic depletion of either of the MPC isoforms showed that TZDs directly inhibited 

the uptake of mitochondrial pyruvate. According to the researchers, the impact 

occurred in permeabilised cells for a short period (Phelix et al., 2017; Kirchheimer et 

al., 2006). Although other previous studies have shown inhibition of complex I by 

TGZ, the concentration utilised in this case exceeded its physiological relevance 

(Brunmair et al., 2006; Nadanaciva et al., 2007). In this current study, a dose-

dependent decrease in pyruvate in Huh7 cells exposed to various concentrations of 

TGZ was recorded. Even a 5 µM concentration of TGZ in the treatment group did 

cause about a 34% reduction in pyruvate concentration in the Huh7 cells. And 50 µM 

TGZ generated about a 70% reduction of pyruvate in Huh7 cells (Figure 4-9). 
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Feinstein and his group have reported that TZDs produce substrate-specificity in the 

respiration of isolated brain mitochondria (Feinstein et al., 2005). Still, there is no 

substantial evidence that demonstrates that altered protein expression can modulate 

TGZ potency. A previous study by Brivet (2003) has characterised MPC1 and MPC2 

activities. However, the clarity on whether evidence to date can distinguish between 

a well-defined function for the MPC complex in pyruvate transport as opposed to a 

separate role in overall pyruvate metabolism. While flow through the PDH-complex 

can affect pyruvate transport thresholds, there is evidence that excess methyl 

pyruvate can completely recover respiration from both MPC inhibition (Bricker et al., 

2012). Physiological drug concentrations cannot completely block the transport and 

oxidation of pyruvates, which may have a toxic effect. Although this interaction can 

validate toxicity, the proof that MPC inhibition may significantly increase the intake of 

glucose by TGZ and increased phosphorylation by AMPK shows that partial MPC 

inhibition may enhance the cellular utilisation of glucose. 

The beneficial effects of TGZ on in vivo metabolism can also be due to MPC 

inhibition. Limited mitochondrial pyruvate uptake might block flux by pyruvate 

carboxylase, restricting the energy for hepatic glucose production (Natali & 

Ferrannini, 2006). This mechanism might also help explain why TGZ can decrease 

lipid accumulation in the liver and skeletal muscle (Teranishi et al., 2007). By 

reducing its efflux, MPC inhibition may likely diminish the pool of intramitochondrial 

citrate by reducing its efflux and, in turn, acetyl-CoA to triglyceride for storage in fat 

(lipogenesis). This mechanism may further clarify why TGZ could reduce the 

deposition of lipid in the liver cells as well as the skeletal muscle (Teranishi et al., 

2007). Inhibition of MPC will possibly reduce the supply of intramitochondrial citrate, 

which in theory can reduce its efflux and, in effect, lipogenesis (Bandyopadhyay et 

al., 2006; Teranishi et al., 2007). 

Reduced intramitochondrial pyruvate would probably improve amino acid oxidation 

to retain tricarboxylic acid cycles and the generation of ATP. It can also stimulate the 

mitochondrial malic enzyme, generate pyruvate from malate, and raise NAD(P)H 

levels. As evidenced by the fact that mild MPC inhibition can be insulin-sensitising 
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and would increase glucose uptake, the repression of the MPC might induce 

signalling through protein acetylation on either side of the mitochondrial inner 

membrane. Reduced mitochondrial pyruvate uptake would increase the level of 

pyruvate and therefore acetyl units in the cytoplasm (Bandyopadhyay et al., 2006; 

Teranishi et al., 2007). 

Glutathione reduction is one of the characteristics of apoptosis and cytotoxicity and 

may be reduced by various mechanisms. Apoptosis caused by physiological stimuli 

such as death receptor activation or cytokine removal has been demonstrated to 

trigger GSH loss by activating a GSH plasma membrane efflux transport and not 

oxidising it to GSSG (Franco & Cidlowski, 2006; Lantz, 2001). Various apoptotic 

stimuli (death receptor), stress conditions (osmotic, hypoxic) and cytotoxicity (e.g., 

xenobiotics and pollutants) may generate or optimise ROS output either through 

organelle-mediated damage or simple chemical reactions which could respond to 

GSH reduction by oxidation (GSSG) or conjugation (Circu & Aw, 2010; Troyano et 

al., 2003). The results in section 4.2.6 (Figure 4-6) of this current study indicate that 

lower doses of TGZ were recorded to be cytoprotective. Those low doses of TGZ 

also increase the levels of GSH in Huh7 cells (Figure 4-6). However, TGZ doses 

above 5 µM up to 7 µM did insignificantly decrease the levels of GSH in Huh7 cells. 

However, we recorded a significant decrease in Huh7 cells at 50 µM TGZ 

concentrations. 

GSH depletion and ROS formation can cause an activation cascade using both 

increased ROS and GSH depletion. Besides, the mitochondrial GSH pool was 

shown to be an essential cell death regulator. The corresponding GSSG or GSH 

conjugates must be compressed by efflux pumps and are cytotoxic. This further 

decreases intracellular GSH pools by affecting GSSG GR and NADPH 

transformation into GSH. Finally, GSH depletion and ROS formation can regulate 

apoptosis or cytotoxicity through ROS-mediated signalling, thiol-exchange reactions, 

protein oxidation changes (S-glutathionylation, S-nitrosylation), or GSH (by GST). 

GSH-T, GSH depletion transporter via apoptosis (Circu & Aw, 2010; Franco & 

Cidlowski, 2006). GSH is needed to provide cellular protection against oxidative 

stress and its cellular reduction will make the cell more susceptible to toxic injury. 

The decrease of GSSG by the enzyme glutathione reductase can also generate 
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GSH. However, this mechanism involves reducing the strength of NDPH (Circu & 

Aw; 2010; DeBerardinis et al., 2007; Franco & Cidlowski, 2006). Reduced 

nicotinamide intracellular levels, an NADPH precursor, can also reduce NADPH 

supply and raise GSH levels. Metabolite profiles harmonious with many of these 

effects have been demonstrated, and it could be assumed that TGZ might influence 

cellular and GSH energy production. Changes in metabolite rates may be 

underpinned by the recorded mitochondrial dysfunction and oxidative stress in TGZ-

treated cells (Depeint et al., 2006). 

As discussed in the previous section, TGZ is biotransformed by CYP3A4, the major 

isoform of cytochrome P450 in the liver (Yamamoto et al., 2002). A 5-fold induction 

was recorded when rifampicin was used as a potent inducer of CYP3A4 to induce 

CYP3A4 induction as a positive control compared with CYP3A4 induction by TGZ in 

Huh7 cells, and a 5-fold induction was recorded. In contrast, the positive control was 

about a 6-fold induction of CYP3A4 when compared to untreated cells. The role of 

TGZ metabolites remains unclear. However, Vignati et al. have reported the role of 

TGZ metabolites in toxicity in HepG2 cells. Cells were exposed to microsomes 

containing cDNA expressed CYP3A4 and HepG2 was transiently transfected with 

CYP3A4 expression plasmids. They recorded decreased cell viability relative to the 

control cells, indicating that TGZ metabolism was critical in producing toxicity. They 

also exposed the cells to a combined treatment with ketoconazole (a CYP3A4 

inhibitor) that protected against the decrease in cell viability (Vignati et al., 2005). 

On the other hand, other studies dispute the report by Vignati and his team. For 

instance, the formation of epoxide and quinone-type metabolites of TGZ exhibited a 

less cytotoxic effect on HepG2 cells than the parent drug (Vignati et al., 2005; 

Yamamoto et al., 2002). Also, Tettey et al., having exposed cells to another CYP3A4 

inducer, dexamethasone, reported a minimal sensitivity to TGZ cytotoxicity. In line 

with this finding, Tirmenstein et al. exposed HepG2 to SKF-525AP450 (a non-

selective inhibitor) with ketoconazole, a CYP3A4 inhibitor. They reported that the 

combined exposure did not rescue the cells from TGZ-provoked cell death. 

As discussed in the previous section, TGZ is biotransformed by CYP3A4, the major 

isoform of cytochrome P450 in the liver (Yamamoto et al., 2002). Rifampicin was 
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used as a potent inducer of CYP3A4 to induce CYP3A4 induction as a positive 

control compared with CYP3A4 induction by TGZ in Huh7 cells and a 5-fold 

induction was recorded. In contrast, the positive control was about a 6-fold induction 

of CYP3A4 when compared to untreated cells. The role of TGZ metabolites remains 

unclear. However, Vignati et al. have reported the role of TGZ metabolites in toxicity 

in HepG2 cells. Cells were exposed to microsomes containing cDNA expressed 

CYP3A4 and HepG2 was transiently transfected with CYP3A4 expression plasmids. 

They recorded decreased cell viability relative to the control cells, indicating that TGZ 

metabolism was critical in producing toxicity. They also exposed the cells to a 

combined treatment with ketoconazole (a CYP3A4 inhibitor) that protected against 

the decrease in cell viability (Vignati et al., 2005). 

On the other hand, other studies dispute the report by Vignati and his team. For 

instance, the formation of epoxide and quinone-type metabolites of TGZ exhibited a 

less cytotoxic effect on HepG2 cells than the parent drug (Vignati et al., 2005; 

Yamamoto et al., 2002). Also, Tettey et al., having exposed cells to another CYP3A4 

inducer, dexamethasone, reported a minimal sensitivity to TGZ cytotoxicity. In line 

with this finding, Tirmenstein et al. exposed HepG2 to SKF-525AP450 (a non-

selective inhibitor) with ketoconazole, a CYP3A4 inhibitor. They reported that the 

combined exposure did not rescue the cells from TGZ-provoked cell death. 

 

 

 

 

 

 

 



 

193 

 

Chapter 5 The need for in silico system in drug discovery 

Despite the high expenditure over the last several decades, the development of new 

drugs and corrective approaches for disease improvement remains a highly 

unproductive process (Hay, 2014). Adverse drug reactions (ADRs), or drug-induced 

adverse events, are a common cause of preventable deaths globally. They have 

become a significant motive for the retraction of drugs from the market and the 

cessation of drug candidates in clinical trials (Hay, 2014; Plant, 2015). Currently, 

about 90% of drugs that undergo clinical trials do not get approval by the relevant 

agencies on account of lack of efficacy and/or unpredicted toxicity, even with 

advanced research as well as development costs (Aithal, 2015; 2019; Hay, 2014; 

Plant, 2015). For the above reasons, there is massive pressure on drug developers 

to produce novel, more efficient methods to isolate and remove drug candidates with 

insignificant safety profiles as early in development as practicable. As described in 

the previous section, animal models have failed to predict potential drug or drug 

candidate toxicity because they fail to repeat many aspects of human physiology 

and, thus, demonstrate the weak similarity between species (Driessen et al., 2015). 

In vitro models that accurately replicate physiology have shown the possibility of 

being commercial options for an animal that improves the accuracy of predicting 

drug toxicity early in development. However, simple cellular models cannot 

incorporate all pharmacological contributions to toxicity, including the effects of 

serum binding drug clearance and they are unable to represent effective models for 

chronic toxicity mechanisms or responses that result from the interaction of multiple 

cell types. Therefore, pharmaceutical or toxicological settings need a reliable in silico 

model system to explore in drug development to predict the toxicity of a novel drug 

or a potential drug candidate. This is because they can combine data from various 

assays and predict the emerging behaviour from these interactions. 

5.1 Systems Biology 

Systems biology involves several approaches and models for exploring and 

understanding biological intricacy (Plant, 2015). Therefore, understanding 

physiological diseases from the level of biological pathways, regulatory cells, tissues, 

organs, or the entire organism and adverse effects triggered by xenobiotics forms a 



 

194 

 

critical driving force in modern system biology (Plant, 2015). Most researchers centre 

on building essential computational tools necessary to consolidate metabolomics 

data, gene expression, or metabolic pathways into models of the regulatory network 

and cell behaviour (Figure 5-1) (Kitano, 2002). As biological intricacy is a logarithmic 

function of the number of system units, the associations between them and 

increases at each additional level of configuration, the before-mentioned efforts are 

currently restricted to simple organisms or apparent theoretical pathways in higher 

organisms (Auffray et al., 2011; Hunter & Borg, 2003; Ideker et al., 2001; Kitano, 

2002; Plant, 2015). Researchers can appropriately quantify molecules as well as 

their operational states and interactions. Therefore, approaches that explore data for 

applicability, for instance, biological perspective and, what is more, experimental 

awareness of cellular and complex level system reactions, will be essential to 

robustly distinguish different levels of organisation in systems biology studies (Ideker 

et al., 2001; Noble, 2002; Plant, 2015). As discussed previously, there are several 

approaches to systems biology research. This current study focuses on three of the 

existing criteria: informatic integration of ‘’omics’’ data files, computer modelling of 

pathologies, and organ response level data from the literature. Complex human cell 

systems to deduce and estimate the biological behaviours of xenobiotics, as well as 

gene targets or direct experimental approaches to cataloguing complex disease-

related responses are complementary approaches (Ideker et al., 2001; Plant, 2015). 

These systems must be integrated with the search for a hierarchical-to-systems level 

of knowledge of human pathologies that has a notable influence on drug 

development (Plant, 2015). The full understanding of the responses of a system 

involves understanding its fundamental constituents. Omic systems biology focuses 

on the building blocks of complex systems such as genes, proteins, or metabolites. 

Researchers can employ omic methods to determine what genes or proteins are 

expressed or upregulated in a disease process. For example, a multiparameter gene 

expression test that determines whether patients with breast cancer in the early 

stages are likely to benefit from chemo. This test and others have classified breast 

cancer into subtypes with varying diagnoses and therapeutic strategies (Matthews et 

al., 2016; Weston & Hood, 2004; Ideker & Lauffenburger, 2003). Another example is 

the use of simple organisms and integrating analysis of time-series genome-scale 

mRNA expression data, large-scale perturbation analysis and detection of 
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simultaneously controlled parts, as well as protein-protein interaction for subsequent 

interaction networks. This provides knowledge about how the cell conveys data in 

response to triggers and actively develops the molecular machinery that is needed 

for life (Bar-Joseph et al., 2003; Davidson, 2002). 

          

Figure 5-1 An outline of systems biology 
Research in system biology is based on hypotheses. A research cycle is initiated 
by selecting diverse biological consequences, building a model, and interpreting 
the phenomenon. Models can be made both manually and automatically. The 
model is a defined set of assumptions and hypotheses demanding experimental 
testing or validation. For in vitro or in vivo studies, a few predictions that would 
differentiate a good model from different models are determined. Productive 
simulations are the ones that reduce insufficient models. Experimental data that 
supports the above process would be regarded as accurate if established 
experimental data is used. While this is an individualistic study mechanism into 
systems biology, the promise is whether research in computational science will 
progress (Kitano, 2002). 

 

5.1.1 Model Development 

One of the fundamental goals of molecular biology is to define the biological 

pathways by which data are generated due to environmental signals, resulting in a 

particular phenotype. Mechanistic computational modelling is an essential tool given 

the large number of molecular elements of a cell and the unpredictable non-linear 
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existence of their interactions (Oberhardt et al., 2011; Plant, 2015). The mechanistic 

models, as discussed previously, represent the current understanding of the cellular 

machinery that cells reflect. The molecules and the interactions included in the 

introduction of such models reflect the extent of the accompanying text of the 

genome sequence, with computer simulations used to predict the biology of systems. 

Such a neutral reflection of molecular interactions in mechanistic models is called 

reconstruction (Oberhardt et al., 2009; Oberhardt et al., 2011). Dynamic simulation of 

genome-scale molecular interaction networks will enable mechanistic prediction of 

interactions in both genotype and phenotype. 

Notwithstanding the developments in quantitative biology, it is still not possible to 

pre-process the whole-cell models. Mechanisms of a mathematical model capable of 

using accessible qualitative data are necessary to build dynamic full-cell models 

across an algorithmic modelling system (Fisher et al., 2013; Oberhardt et al., 2011). 

5.1.2 Results of model development and prediction 

The first step of these processes was to identify relevant biological networks from the 

literature. Finally, such biological networks were automatically translated into the 

Petri-net notation. The final step was to fix the start configuration (give tokens to the 

places) and send the Petri-net to the simulation tool. A literature search has revealed 

that TGZ-induced liver toxicity results from a combination of two major pathways:(i) 

metabolic and (ii) non-metabolic (Kassahun et al., 2001). Previous studies have 

reported that TGZ may cause toxicity through various metabolic pathways; for 

instance, the formation of quinone or sulphate metabolites as described in the 

previous section may contribute to TGZ-induced hepatotoxicity. Therefore, model 

objectives were set by reviewing the possible mechanisms that may contribute to 

TGZ-induced liver toxicity and representing these probable pathways 

diagrammatically (Figure 5-2). 
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Figure 5-2 Probable pathways of TGZ-induced liver toxicity for model 
creation 
 TGZ activates PPAR, which in turn alters lipid and glucose metabolism. Alteration 
of lipid and glucose metabolism may lead to high FFA levels and a reduction of 
MPT to induce mitochondrial toxicity. TGZ may inhibit ETC, induction of 
mitochondrial toxicity, the release of cytochrome c and, in turn, caspase activation. 
Caspase activation leads to apoptosis. BSEP inhibition may cause accumulation 
of TGZ-sulphate, the major TGZ metabolite and a potent inhibitor of bile acid 
transport proteins in hepatocytes, which inhibits bile acid excretion, leading to bile 
acid accumulation and hepatotoxicity. Activation of FXR may cause a reduction in 
the synthesis of bile acids and increase expression of bile acid efflux transporters, 
BSEP, organic solute and steroid transporters. Inhibition of PXR by TGZ may 
cause an accumulation of bile acids. TGZ may induce ROS, or oxidative stress. 
ROS may cause lipid peroxidation, damage to the DNA repair process, or damage 
to a specific amino acid residue, which may control kinase signalling pathways. 
These pathways may detect oxidative stress and transduce signals to trigger a 
cellular response. However, if the balance shifts towards an excess of ROS over 
antioxidants, it may lead to oxidative stress and cause disruption of redox 
signalling. TGZ may cause CYP3A4 induction, which is accountable for the 
formation of quinone metabolites in humans. PARP1 uses NAD as an enzymatic 
substrate to produce poly-(ADP-ribose) polymers via PARylation. PARylation 
transfers signals from the nucleus to the mitochondria, releasing apoptosis-
inducing factor that translocates to the nucleus, causes DNA damage, and further 
activates PARP-1. Depletion of NAD and ATP due to PARP-1 activation results in 
bioenergetic collapse and necrosis and the release of HMGB1 (Bae & Song, 2003; 
Funk et al., 2001; Karin & Lin, 2002; Li & Chiang, 2017; Vignati et al., 22005; 
Watkins 2013). 
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5.1.2.1 Petri net creation of TGZ apoptotic pathway   

Different pro-apoptotic signals initially activate separate signalling pathways, which 

eventually converge into a common mechanism driven by a distinctive family of 

cysteine proteases (caspases) (Kluck, 2010; Shi, 2004). TGZ-Bcl-2 interaction on 

apoptosis in a Petri net was represented (Figure 5-3). Many sets of genes negatively 

control this process, with the Bcl2-family as a classic example. The Bcl-2 group is 

made up of members who are anti-apoptotic and pro-apoptotic and form 

heterodimers. The Bcl-2 family is characterised by three subfamilies. It depends 

entirely on the homology and functionalities of each protein (Bcl-2, Bcl-XL, and Bcl-

W), all of which are active against cell death and BH (Bcl-2 homology) 1 through 

BH4. A second subfamily (Bak and Bak) shares series homology at BH1, NH2 and 

BH3 but not at BH4, although significant homology at BH4 is also marked in some 

members. Bcl-2 family proteins can form homodimers and heterodimers (Zhang et 

al., 2004; Zucchini et al., 2005). Heterodimerization between anti-apoptotic and pro-

apoptotic members of this family is deemed to repress the biological activity of their 

partners (Zhang et al., 2004), and this is triggered by the insertion of the BH3 region 

of a pro-apoptotic protein into a hydrophobic pocket composed of BH1, BH2 and 

BH3 from an anti-apoptotic protein (Zhang et al., 2004). Bcl-2 and its closest 

homologs (Bcl-XL and Bcl-w) promote cell survival, but two other sub-groups 

promote apoptosis. The Bax and Bak domains are shared by one of these groups, 

whereas the other group (Bim, Bad, Bid, and so on) shares only the BH3 domains. 

When activated by stress signals, these BH3-only proteins insert an amphipathic 

alpha-helix into a hydrophobic groove on their pro-survival relatives (Hinds & Day, 

2005; Zhang et al., 2004). This coupling primes the cell for apoptosis, but 

commitment requires Bax or Bak activation, which then forms oligomers on 

intracellular membranes, including the mitochondrial outer membrane, thereby 

perturbing their integrity (Zhang et al., 2004; Zong, 2001). The Bcl-2 family of 

proteins is a significant regulator of programmed cell death, or apoptosis. Pro-

survival proteins including Bcl-2, Bcl-xL and the pro-apoptotic groups can be further 

grouped into two groups: the multidomain Bax subfamily (Bax, Bak, and Bok), which 

comprise multiple BH domains; and the BH3-only subfamily (Bad, Bid, Bim, etc.) 

(Zhang et al., 2004). Also, the Bcl-2 proteins function in order, with the BH3-only 
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proteins operating as initiators of apoptosis. Under normal physiological conditions, 

they are kept in a dormant state. 

 

Figure 5-3 Petri net representation of TGZ-Bcl-2 interactions and induction of 
apoptosis.  
 The Bcl-2 family of proteins is a significant regulator of programmed cell death, or 
apoptosis. The pro-survival proteins, including Bcl-2, Bcl-xL and the pro-apoptotic 
groups, can be further divided into two groups: the multidomain Bax subfamily 
(Bax, Bak, and Bok), which comprise multiple BH domains; and the BH3-only 
subfamily (Bad, Bid, Bim, etc.). The Bcl-2 proteins function in order, with the BH3-
only proteins functioning as initiators of apoptosis. Under normal physiological 
conditions, they are kept in a dormant state. Nonetheless, in reaction to a death 
signal, they become stimulated via a range of processes, including 
posttranslational modification or transcriptional activation. Activated BH3-only 
proteins play a crucial role in the activation of multidomain Bax subfamily proteins. 
This leads to an increase in outer mitochondrial membrane permeability and the 
release of cytochrome c and other apoptogenic factors. Anti-apoptotic Bcl-2 
proteins provoke the function of the pro-apoptotic Bcl-2 proteins. The circles 
represent places (molecular species) that describe the system's possible states 
(TGZ-Bcl-2 interaction). The rectangle represents transition (reaction), 
representing the events or actions that alter the state. The arch connects a place 
with a transition and a transition with a place. 
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5.1.2.2 Petri net representation of TGZ-induced PXR activation and its target 

genes  

Although the systems responsible for PXR-mediated liver injury need further 

investigation (Hartley et al., 2006), activation of PXR by agonists can enhance the 

expression of PXR target genes, including those encoding liver enzyme transporters 

and other enzymes involved in biosynthetic pathways. These might lead to the build-

up of toxic metabolites or intermediate endogenous substances in the liver (Hartley 

et al., 2006; Pan et al., 2010). TGZ-induced PXR stimulation might be an underlying 

mechanism for its hepatotoxicity (Hartley et al., 2006; Pan et al., 2010). The 

activation of PXR by TGZ and its target genes is represented by the Petri net (Figure 

5-4). 

Various theoretical systems have obtained significant results in modelling 

mechanistically different cellular organisation levels such as metabolic, signalling, 

and gene regulatory networks. In this current study, the gene regulatory network 

using Petri net was established; for example, the transcription of genes encoding 

TGZ induces CYP3A through the activation of PXR was demonstrated. It forms part 

of PXR's target basal transcription factor (basic set of proteins required to stimulate 

gene transcription). The information in PXR DNA is transferred to a messenger RNA 

(mRNA) molecule by way of the transcription process. The PXR target mRNA is then 

translated. This then induces CYP3A4. Increased CYP3A4 activity is finally 

degraded. 
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Figure 5-4 Petri net representation of TGZ-induced PXR activation 
 TGZ is represented by a place with a logic node (blue), PXR is depicted in a 
'place' (circle), PXR target gene, PXR activation, PXR mRNA and PXR mRNA 
degradation, as well as CYP3A4 induction, are represented in places. TGZ binds 
and activates PXR, which then targets PXR-responsive genes such as CYP3A4. 
The transition (square boxes) represents the inactivation of PXR, PXR target 
transcription basal, PXR target transcription, PXR target mRNA degradation, and 
CYP3A4 degradation. The arc (black) connects TGZ (place) to PXR (transition) to 
activate PXR and is represented by a "place" which is connected with black arcs. 
PXR is deactivated in a transition and connected by black arcs. Read arcs 
(indicated in red) connect the PXR target gene represented in a "place" that 
connects PXR target gene transcription and PXR target transcription basal. PXR 
mRNA and CYP3A4 translation are joined by a "read arc".  

 

5.1.2.3 Petri net representation of TGZ-induced cholesterol signalling 

As discussed in the previous chapter, cholesterol is a vital part of cellular 

membranes and serves in other tissues as a precursor to steroid hormones, bile 

acids or vitamin D3. Yet, excess cholesterol levels can be cytotoxic. Thus, 
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cholesterol synthesis is usually strictly controlled by a feedback mechanism to 

control the physiologically acceptable cholesterol levels (Klopotek et al., 2006). 

A group of microsomal enzymes, such as the HMG-CoA synthase and reductase as 

the rate-limiting enzymes, catalyse cholesterol synthesis (Klopotek et al., 2006). 

Their transcriptional control is regulated primarily by SREBP-2. SREBPs form a 

complex with SREBP-cleavage-activating protein (SCAP) following synthesis in ER 

membranes. SCAP escorts the SREBPs from the ER to the Golgi when cells are 

depleted of sterols (Horton et al., 2002; Klopotek et al., 2006). Within the Golgi, two 

resident proteases, site-1 protease and site-2 protease, sequentially cleave off the 

SREBPs, release the membrane-containing amino-terminal, essential helix-loop-

helix proteins, enabling them to translocate to the nucleus and trigger transcription of 

their target genes. It characterised three SREBP isoforms: SREBP-1a, -1c, and -2. 

While SREBP-1c, the predominant isoform in the adult liver, activates the genes 

necessary for fatty acid synthesis preferentially, SREBP-2 activates the LDL receptor 

gene and various genes implicated in cholesterol synthesis, such as HMG-

Coeducates (Horton et al., 2002; Klopotek et al., 2006). SREBP-1a activates both 

the biosynthetic cholesterol and fatty acid pathways but is found in the liver in far 

lower quantities than the other two types (Horton et al., 2002). Insulin-induced genes 

(Insig)-1 and -2 are membrane proteins located in the ER and play a central role in 

SREBP cleavage control (Yang et al., 2002). When the level of intracellular sterols 

increases, SCAP binds to Insigs, an action that prevents translocation of the 

SREBP-SCAP complex from the ER to the Golgi and proteolytic activation of 

SREBP. As a result, cholesterol synthesis and fatty acids decrease (Yang et al., 

2002). The above mechanism was represented by the Petri net (Figure 5-5). 
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Figure 5-5 Petri net representation of cholesterol signalling 
SREBP precursors are retained in the ER membrane via tight association with SCAP 
and proteins of the INSIG family. Once dissociated from INSIG, SCAP escorts the 
SREBP precursors from the ER to the Golgi apparatus; once in the Golgi apparatus, 
two proteases, S1P and S2P, sequentially cleave the precursor protein, releasing the 
mature form of SREBP into the cytoplasm.  

 

5.1.3 Model simulation and prediction 

A simulation is used to predict functional biological outcomes or to create results that 

can be used to check for reliability with existing data. It uses known inputs to 

generate a unique set of outputs. A simulation was run to explore the behaviour 

(prediction) of our model. And to run a simulation, a control file is required (see 

Appendix A). The control file is a small binary file that documents the physical 

database structure. The database cannot be mounted without the control file, and it 
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is difficult to recover. Care was taken to back up the file any time after a change in 

the database's physical structure was made. Such structural changes include 

adding, deleting, or renaming data files; adding, deleting a tablespace; or changing 

the read-write status of a tablespace, adding, deleting, or deleting redo log files or 

groups. The outcome of interest for this current was the prediction of TGZ-apoptotic 

pathways and the nuclear receptor occupancy by TGZ. Therefore, replication of the 

following was set out: 

• The induction of apoptosis by TGZ through the various apoptotic pathways 

• The effect of TGZ on CYP3A4 induction 

• TGZ- quinone formation 

• TGZ-sulphate formation 

• The effect of TGZ on ATP production 

• The effect of TGZ on mitochondrial respiratory chain complex 

• The effect of TGZ on BSEP activity and bile acid homeostasis  

• The effect of TGZ on PTEN levels 

• Effect of TGZ on cholesterol levels 

• The effect of TGZ on glucose formation 

• TGZ nuclear receptor occupancy 

• The effect of TGZ on cell number 

5.1.4 TGZ receptor occupancy 

The pharmaceutical industry has faced challenges over the past few decades, 

including rising research and development costs, lower approval rates, and improved 

drug safety (Beck et al., 2014; Hrusovsky, 2008). Receptor occupancy experiments 

are used to evaluate the binding of therapeutics to targets on the cell surface. They 

are widely used in non-clinical and clinical trials of biological agents such as drugs to 

produce pharmacodynamic biomarker results. Many studies have shown that TGZ is 

a PPAR ligand, but little is known about its affinity for PXR (Bai et al., 2007; Bailey, 

2018; Baran, 2014; 2018; Bova et al., 2005). TGZ's binding capacity to PPARy and 

PXR were determined through computer simulations over 3500 minutes, and it was 

recorded that at 5 µM TGZ, the receptor occupancy for PPARy and PXR was 92 % 

and 83%, respectively. At 10 µM TGZ, the receptor occupancy for PPARy and PXR 
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increased by 96 % and 91%, respectively. At 20 µM TGZ, the receptor occupancy for 

PPARy and PXR were 98% and 95%, respectively. At TGZ concentrations of 30 µM, 

40 µM and 50 µM TGZ concentrations, there were no significant differences in the 

level of receptor occupancy between PPARy and PXR (98%, 99%, and 99%) and 

96%, 97%, and 99%, respectively (Figure 5-6A). 
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Figure 5-6 Model simulation output comparison with in vitro data on the 
effect of TGZ on Nuclear receptor occupancy 
The effect of TGZ on receptor occupancy was predicted for both PPARy and PXR. 
There is no significant difference in occupancy levels between individual 
concentrations of TGZ on both PPARy and PXR. However, TGZ-induced receptor 
occupancy for both PPARy and PXR, Kd (equilibrium dissociation constant) values 
were calculated as 2.5µM and 3.8 µM for PPARy and PXR, respectively. In 
comparison with in vitro data by Cam et al.(B), TGZ acts as a full agonist of 
PPARy in 3T3-L1 adipocytes. 

 

5.1.5 TGZ apoptotic pathways  

Having set out the above objectives, the model of apoptosis was downloaded from 

Biomodels (https://www.biomodels.net), which was based on a published model of 

apoptosis (Albeck et al., 2008). To ensure that the model had been correctly 

imported into the Petri net formalism, the original SBML code was imported into the 



 

206 

 

Complex Pathway Simulator (COPASI). MuFINS software (QSSPN) was used 

separately and then simulated to see if they produced the same TGZ-JNK activation 

behaviour. 

To check if our model reproduces biology (quality control), the model of apoptosis 

was compared with the above-published data that have been shown to reproduce 

biology (Figures 5-7 A to 5-7 D). Our model in QSSPN (Figures 5-7 A1 to 5-7D1) 

look the same as that of COPASI (Figures 5-7A-D). This is an indication that our 

model reproduces biology. However, the time sets in both COPASI and the QSSPN 

are not the same, for instance, between 0 to 200 minutes (Figure 5-7 A) and 

between 0 to 600 minutes (Figure 5-7 A1) as the level of cPARP stabilises at a 

steady state, so as the activation of PARP. And an explanation to different timing 

responses was due to a control period before any stimulation was added in the 

simulation for QSSPN. 
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Figure 5-7 A- D and A1-D1 Comparison of simulation outputs 
Comparison of the model with Albeck et al. apoptosis model, simulation using (A, 
B, C, and D) COPASI and (A1, B1, C1, and D1) MUFINS software. The molecular 
number over time was predicted for: (A) cleavage of PARP to form cPARP, a 
classical target of caspase-3; (B) production of active caspase-3, -6, and-8; (C) 
cleavage of bid to form tBid, a specific substrate of caspase 8, which may cause 
the release of cytochrome c and (D) release of cytochrome c into the cytoplasm 
and formation of the apoptosome (Apop). 
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5.1.6 Effect of TGZ on Bcl-2/xL expression 

The apoptotic Bcl-2/xL, a transmembrane molecule located in the mitochondria, 

plays a critical function in mitochondrial-dependent extrinsic and intrinsic pathways. 

Overexpression of Bcl-2/xL can inhibit apoptotic cell death. However, in a situation 

where Bcl-2/xL is inhibited, the pores in the cell become permeable to pro-apoptotic 

proteins and subsequent cell death (Cory et al., 2003; Fiebig et al., 2006). 

This pathway is explored in the model to predict the impact of TGZ on Bcl-2/xL. 

Interestingly, similar levels of BCL-2/xL inhibition by the various concentrations of 

TGZ (5 µM to 50 µM) were observed at 57 minutes. The level of Bcl-2/xL was 

recorded at 53% by the various concentrations of TGZ. However, the various 

concentrations of TGZ (5 µM to 50 µM) would cause significant inhibition of Bcl-2/xl 

at 500 minutes; that is, all concentrations were predicted to lead to a near-complete 

(90%) inhibition (Figure 5-8A). Our model prediction is in line with the in vitro 

experiment by Liu et al., who also reported significant inhibition of Bcl-2 by TGZ 

(Figure 5-8B). However, they only exposed the cells to 80 µM TGZ, which was far 

higher than the concentrations of TGZ explored in our model (Liu et al., 2005). 
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Figure 5-8A-B Comparison of model prediction and in vitro assessment of the 
effects of TGZ on Bcl-2/xL expression 
The model prediction of the effect of TGZ on Bcl-2/xL expression was then compared (A) 
to Liu et al. in vitro reverse transcription (RT)–PCR and western blot assessment on the 
outcome of TGZ on Bcl-2/xL expression (B) and a significant inhibition of Bcl-2/xL similar 
to the in vitro recordings by Liu et al. was predicted. 

 

5.1.7  Model simulation on the effect of TGZ on bile acid homeostasis 

A drug's functionality to obstruct the bile salt export pump BSEP/ABCB11 has been 

attributed to drug-induced liver injury (DILI) (Dawson et al., 2011). Also, DILI was 

associated with both the BESP blockers and other bile acid transporters. TGZ was 

associated with liver toxicity and was the reason for its removal from the market 

(Bailey, 2018; Funk et al., 2001; Jaeschke, 2007). Exceptionally, BSEP/ABCB11 
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antagonists have all been repeatedly proposed as other causes of hepatic toxic 

effects, which can undermine our understanding of TGZ-induced DILI more often 

than not (Bova et al., 2005). Awareness of the consequences of BSEP/ABCB11 

blockers on biotransformation of bile acid modification will substantiate a thorough 

understanding of the significance of BSEP/ABCB11 inhibition in DILI. Bile acids are 

molecules that help digest triglycerides and other fat-soluble nutrients. They are 

made in the liver and undergo successful enterohepatic recirculation (Hofmann, 

2009; Pauli-Magnus, 2005). 

Currently, there is no known qualitative data based on bile acid homeostasis. Also, 

there are still several aspects of bile acid transport for which there is inadequate 

scientific data available. Intestinal bacteria generate bile acids like deoxycholic acid 

(DCA) in the gut, but the rate of development and variability of this synthesis has not 

been assessed in any species (Duane, 2009; Hoffman, 2004; Li & Chiang, 2013). 

Although some bile acids such as LCA and CDCA are much more cytotoxic than 

most other bile acids, the effect of these intrahepatic bile acid levels remains to be 

expounded on the liver cells (Hoffman, 2004; Hofmann & Hagey, 2008). The process 

of developing a DILI computer model generated from bile acid could be important for 

determining which data deficiencies should be answered first for maximum effect. 

Whereas any mechanistic model of DILI induced by bile acid will lack predictive 

precision due to large data gaps, computer modelling could be used to empirically 

describe traits of the mechanism that are likely to lead to DILI induced by bile acid. In 

this analysis, an in silico model to predict the effect of TGZ on both BSEP and CDCA 

levels was generated. At all concentrations of TGZ, it was predicted that 100% BSEP 

inhibition would be achieved, consistent with the in vitro data (Figure 5-9C) (Ogimura 

et al., 2017). However, the predicted kinetics of these inhibition curves varied 

considerably. At the highest concentration of TGZ simulated, 98% inhibition is 

predicated upon the addition of TGZ, increasing to 100% inhibition after 900 mins. In 

contrast, simulation of 5uM TGZ predicted an initial 57% inhibition upon exposure, 

reaching 100% inhibition after 1000 minutes. These data are consistent with a 

concentration-dependent effect on BSEP inhibition by TGZ. Also, the accumulation 

of bile acid (CDCA) by TGZ was predicted. At 105 minutes, the model predicted 

13.88 ng/ml for the various concentrations of TGZ (Figure 5-9B). However, at 500 
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minutes, bile acid levels were at 36.43 ng/ml at the lowest TGZ concentration (5 µM) 

and 40.00 ng/ml at the highest TGZ concentration (50 µM). In line with previous in 

vitro studies, TGZ at 50 µM caused a significant accumulation of bile acid (CDCA) 

after 500 minutes (Ogimura et al., 2017) (Figure 5-9D). 
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Figure 5-9A-D Model simulation outputs of the effects of TGZ on BSEP and 
Bile acids compared with in vitro data on TGZ-induced BSEP inhibition 
Using MUFINS software, the effect of TGZ on bile acid homeostasis over time was 
predicted for: (A) BSEP inhibition and (B) the level of bile acids (CDCA). At the 
different time points, the various concentrations of TGZ inhibited BSEP, and bile 
acid (CDCA) level was predicted to increase significantly in both time and dose-
dependent manner in comparison to in vitro data on the effect of TGZ on BSEP 
inhibition by Ogimura et al. TGZ dose-dependently caused BSEP inhibition (C) and 
bile acid accumulation in hepatocytes (D). 
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5.1.8 The effect of TGZ on cholesterol synthesis 

Physiological maintenance of cholesterol levels is important to retain cellular and 

systemic activities. Underlying cardiovascular disease and a growing array of other 

diseases or cancer might be a result of disrupted cholesterol levels (Luo et al., 2019; 

Wong et al., 2018). The cellular cholesterol level represents the complex equilibrium 

between biosynthesis, intake, distribution, and/or cholesterol in lipoprotein 

components converted to neutral cholesterol esters for storage in lipid droplets or 

secretions. Also, the LDL receptor pathway plays a significant role in controlling LDL 

plasma levels in humans (Klopotek et al., 2006; Wong et al., 2018). When clearance 

of LDL particles via the LDL receptor pathway, as in familial hypercholesterolemia, is 

substantially compromised or eliminated, there is a substantial increase in plasma 

LDL. On the other hand, the primary mechanism by which statins decrease plasma 

LDL is the more effective clearance of LDL particles through the LDL receptor 

pathway (Glassberg & Rader, 2008; Wong et al., 2018). These modifications, 

therefore, are triggered by disease or pharmacological interference and do not 

display their physiological role in the LDL receptor pathway function (Glassberg & 

Rader, 2008). The speculation for the receptor pathway for LDL establishes the 

reciprocal relationship between the rate of cholesterol within an LDL particle in the 

cell and the levels of production of both cholesterol and the LDL receptors inside the 

cell (Glassberg & Rader, 2008; Luo et al., 2019). The liver plays a central role in all 

the major cholesterol fluxes within the organism, with multiple lipoprotein receptor-

mediated endocytic pathways that contribute cholesterol to the total hepatocyte 

cholesterol pool (Glassberg & Rader, 2008). There are also multiple outputs of 

cholesterol from the hepatocyte: cholesterol can be metabolised into bile acids, as 

well as dissolved in bile. Cholesterol and cholesterol ester might be synthesised in 

apolipoprotein B (apo B) containing very-low-density lipoprotein (VLDL) particles and 

transported from the liver cells' plasma membranes through the ATP-binding 

cassette transporter A1 as well as the ATP-binding cassette transporter G1 to 

apolipoprotein A-I and high-density lipoprotein (HDL) particles as well as specifically 

secreted with HDL (Makhouri & Ghasemi, 2018). Several in sillico models simulating 

cholesterol metabolism have been generated for both human and animal models 

(Paalvast et al., 2015; Worth, 2019). In silico modelling has proven to be a useful tool 
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in biology because it allows the study of interspecies variation and regulation of 

homeostasis and allows the integration of information from various sources 

(Makhouri & Ghasemi, 2018). In this work, a framework for predicting hepatic 

cholesterol levels was presented. The predictor is based on an algorithm for 

cholesterol metabolism simulation available in the literature. However, there are 

several modelling efforts on cholesterol (Ratushny et al., 2003), an important 

biomarker for the risk of cardiovascular diseases as well as liver injury (Rosamond et 

al., 2008). Most of these cholesterol modelling studies present models that focus on 

LDL cholesterol (LDL-C) metabolism in plasma (Adiels et al., 2004; van Schalkwijk et 

al., 2009) or on cellular cholesterol metabolism (Ratushny et al., 2003). 

In this study, the impact of TGZ on cholesterol concentrations was predicted, and an 

initial level of cholesterol of 0 to 100 minutes at 25 ng/ml was observed with respect 

to all the TGZ concentrations (5 µM to 50 µM). Between 120 and 500 minutes, the 

level of cholesterol decreased to 23.95 ng/ml, 23.42 ng/ml, 22.96 ng/ml, 22.75 ng/ml, 

22.25 ng/ml, and 21.49 ng/ml with respect to TGZ concentrations (5 µM to 50 µM). 

At 1000 minutes, the level of cholesterol relative to TGZ concentrations (5µM to 50 

µM) decreased to 20.19 ng/ml, 17.80 ng/ml, 16.66 ng/ml, 15.19 ng/ml, 14.80 ng/ml, 

and 14.14 ng/m. At 1500 minutes, a further decrease in cholesterol levels with 

respect to the various concentrations of TGZ (5µM to 50 µM) as 16.69 ng/mL, 13.36 

ng/ml, 12.47 ng/ml, 11.59 ng/ml, 11.32 ng/ml, and 11.21 ng/ml was predicted. The 

levels of cholesterol with respect to TGZ concentrations (5µM to 50 µM) at 2000 

minutes were reduced to 14.67 ng/ml, 11.34 ng/ml, 10.27 ng/ml, 9.45 ng/ml, and 

9.29 ng/ml. At 2500 minutes, the levels of cholesterol were reduced to 13.65 ng/ml, 

10.31 ng/ml, 9.15 ng/ml, 8.20 ng/ml, 8.01 ng/ml, and 7.27 ng/ml with respect to TGZ 

concentrations (5µM to 50 µM) (Figure 5-10). 
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Figure 5-10 Model simulation output of the effect of TGZ on cholesterol 
levels at different time points. 
Using MuFINS software, the effect of TGZ on cholesterol homeostasis over time 
was predicted for cholesterol production; however, the level of cholesterol was 
observed to decrease significantly in both a time-dependent and dose-dependent 
manner. 

 

5.1.9 Model simulation on the effect of TGZ on PTEN expression 

PTEN (phosphatase and tensin homologue deleted from chromosome 10) or 

MMAC1, is a tyrosine phosphatase with folded protein and lipid phosphatase activity 

(Leslie & Downes, 2002; Lopez et al., 2020; Wen et al., 2001; Wishart et al., 2002). 

PTEN accepts PIP3 as a substrate and detaches the D3 phosphate from the inositol 

ring. Inhibition of PTEN expression, as reported by Lopez et al. in cancers, might 

result in the build-up of PIP3, causing the constitutive stimulation of the 

phosphatidylinositol 3-kinase/Akt pathway. On the other hand, a surge in PTEN 

levels would be expected to decrease the levels of PIP3 and in turn block receptor-

stimulated Akt activity (Lopez et al., 2020). 

PTEN also has reduced protein phosphatase activity, but the function as a tumour 

suppressor is essential. Cell cycle control might be implicated in PTEN protein 

phosphatase action to prevent cells from growing and dividing too quickly (Salmena 
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et al., 2008). Many PTEN protein substrates have been identified, including IRS1 

(He, 2010; Shnitsar et al., 2015). Therefore, this study explored the effects of TGZ 

on the expression levels of PTEN through computer simulations and found that the 

initial levels of PTEN were recorded at 116 minutes at all the various concentrations 

of TGZ (5 µM to 50 µM). Interestingly, as the time progressed to 240 minutes, the 

level of PTEN at the variable strengths of TGZ (5 µM to 50 µM) dropped to 111. 

However, between 240 minutes and 500 minutes, the level of PTEN increased to 

268 at the various concentrations of TGZ. Between 500 minutes and 1000 minutes, it 

increased to 505, 528, 537, 538, and 538 at the different strengths of TGZ (5 µM to 

50 µM), respectively. Between 1000 and 1500 minutes, the level of PTEN by TGZ 

concentrations increased to 679, 707, 720, 721, and 723, respectively. Between 

1500 and 2000 minutes, the level of PTEN further increased to 820, 830, 843, 850, 

853 and at the various concentrations of TGZ (5 µM to 50 µM), respectively. 

Between 2000 and 2500 minutes, the different concentrations of TGZ (5 µM to 50 

µM) caused an increase in the PTEN levels at 880, 914, 930, 935, 941, and 944, 

respectively. The various concentrations of TGZ. Between 2500 minutes and 3000 

minutes, the levels of PTEN also increased to 938, 972, 990, 996, 1004 and 1006 at 

TGZ concentrations of (5 µM to 50 µM) respectively (Figure 5-11A). 5 µM to 50 µM 

caused a further increase in PTEN levels at 938, 972, 990, 996, 1004 and 1006, 

respectively. Between 3000 minutes and 3500 minutes, the level of PTEN at the 

various concentrations of TGZ (5 µM to 50 µM) was increased to 976, 1012, 1030, 

1037, 1046, and 1049, respectively. However, there was no significant difference 

between the PTEN expression levels induced by the various concentrations of TGZ 

at each simulation period. In line with our model prediction, Yoon et al. have reported 

a dose-dependent increase in PTEN expression by cells exposed to the various 

concentrations of TGZ (Figure 5-11B). 
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                             A                                                                             B 
 

Figure 5-11 A-B Model simulation output and in vitro data on the effect of TGZ on 
PTEN expression levels 
Using MUFINS software, the effect of TGZ on PTEN expression over time was 
predicted (A). The levels of PTEN increased as simulation time increased; however, 
the highest levels of PTEN were observed between 1500 minutes and 3500 minutes 
compared to the in vitro data by Yoon et al. have reported that TGZ dose-dependently 
caused an increase in PTEN expression (B). 

 

5.1.10  Model simulation on the effect of TGZ on glucose homeostasis  

Variable glucose levels in the plasma have damaging effects on the whole organism. 

The primary energy source for the brain is glucose, and lower levels of plasma 

glucose can lead to impaired brain function and death (Alsahli et al., 2017; 

Kruszynska et al., 2004). Glucose homeostasis is regulated by intracellular nutrient 

sensing and hormonal signalling pathways that regulate the use and production of 

glucose. The liver, skeletal and cardiac muscles, and brain are part of the tissue that 

helps maintain normal blood glucose levels. More than 30% of blood glucose is 

absorbed into the liver after carbohydrate intake. 
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In comparison, over 30% is absorbed by adipose tissue and the muscle, whereas 

residual glucose is absorbed by the brain, kidney and red blood cells (Alsahli et al., 

2017; Kruszynska et al., 2004). Insulin and glucagon are two essential counter-

regulative hormones based on glucose that facilitate peripheral tissues' responses to 

regulate levels in the use and synthesis of glucose, whereby glycaemia is retained 

within limited ranges. However, the tissues' resistance to insulin leads significantly to 

the disruption of glucose homeostasis, resulting in hyperglycaemia and the 

progression of type 2 diabetes mellitus (Kruszynska et al., 2004; König et al., 2012). 

In this chapter, the effects of TGZ on hepatic glucose formation were determined and 

recorded. All the various concentrations of TGZ (5 µM to 50 µM) did not cause 

glucose production between 0 and 100 minutes. However, between 100 minutes and 

500 minutes, the various concentrations of TGZ (5 µM to 50 µM) caused hepatic 

glucose production of 0.54 mmol/L, 0.98 mmol/L, 1.56 mmol/L, 2.05 mmol/L, 2.46 

mmol/L, and 2.61 mmol/L, respectively. Between 500 minutes and 1000 minutes, 

TGZ concentrations at (5 µM to 50 µM) did increase glucose formation by 0.80 

mmol/L, 1.56 mmol/L, 2.47 mmol/L, and 3.27 mmol/L, respectively. Between 1000 

minutes and 1500 minutes, the level of hepatic glucose production by the various 

concentrations of TGZ (5 µM to 50 µM) increased to 1.10 mmol/L, 1.81 mmol/L, 2.85 

mmol/L, 3.77 mmol/L, 4.51 mmol/L, and 4.73 mmol/L, respectively. From 1500 

minutes to 2000 minutes, hepatic glucose formation remained at 1.11 mmol/L, at 5 

µM TGZ. However, glucose production at TGZ concentrations (10 µM to 50 µM) 

increased to 1.94 mmol/L, 3.03 mmol/L, 4.02 mmol/L, 4.81 mmol/L, and 5.03 

mmol/L, respectively. The level of glucose formation between 2000 and 2500-

minutes simulation further increased to 1.12 mmol/L, 2.00 mmol/L, 3.12 mmol/L, 4.14 

mmol/L, 4.95 mmol/L, and 5.11 mmol/L at the various concentrations of TGZ (5 µM 

to 50 µM) respectively. Also, between 2500 minutes and 3000 minutes, the levels of 

glucose formation by the various concentrations of TGZ (5 µM to 50 µM) were 1.14 

mmol/L, 2.03 mmol/L, 3.17 mmol/L, 4.20 mmol/L, 5.03 mmol/L, and 5.25 mmol/L, 

respectively. Finally, between 3000 and 3500 minutes, glucose formation levels at 

TGZ concentrations (5 µM to 50 µM) were 1.15 mmol/L, 2.05 mmol/L, and 3.19 

mmol/L, 4.23 mmol/L, 5.06 mmol/L, and 5.29 mmol/L, respectively (Figure 5-12A). A 
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previous in vitro experiment by Asona et al. reported a dose-dependent increase in 

glucose consumption by rat mesangial cells (Figure 5-12B). 

  

                              A                                                                    B 
Figure 5-12 Model simulation output and in vitro data on the effect of TGZ on 
glucose metabolism. 
Using MUFINS software, the effect of TGZ on hepatic glucose formation over time 
was predicted. The levels of glucose formation increased as simulation time and 
TGZ concentrations increased. However, the highest levels of glucose formation 
were observed at 40 to 50 µM TGZ concentrations between 300 and 3500 
minutes. In comparison with in vitro data (B) by Asano et al., TGZ, dose-
dependent increased glucose consumption in rat mesangial cells. 
 

 

5.1.11 TGZ metabolism and reactive metabolites 

One of the possible causative roles is that of biotransformation of TGZ to a reactive 

metabolite. Kassahun et al. have reported that biotransformation of the TZDs ring of 

TGZ is an inducer of the CYP3A4 isoform in human liver cells. Also, He et al. 

reported that the oxidative ring-opening of the TGZ leads to the formation of quinone 

in an NADPH-dependent manner. The researchers also noted that the formation of 

TGZ-quinone was affected by co-treatment with catalase. This was partially blocked 

by superoxide dismutase. They then postulated that CYP3A4 catalysed TGZ-



 

220 

 

quinone formation. The findings that TGZ could form some reactive intermediates led 

us to set our objective functions to predict TGZ on CYP3A4 induction, TGZ-SO4 

formation and TGZ-quinone formation. 

5.1.11.1 The effect of TGZ on CYP3A4 induction 

Having simulated the effects of TGZ on CYP3A4 induction, the level of CYP3A4 

between 0 and 30 minutes at the various concentrations of TGZ was predicted at 

100 and remained constant at 115 till 500 minutes. At 500 minutes, an increase in 

CYP3A4 at 296, 299, 300, 304, 309, and 312 concerning TGZ concentrations (5 µM 

to 50 µM) was predicted. TGZ concentrations (5 µM to 50 µM) at 1000 minutes 

caused a further increase in CYP3A4 levels at 398, 435, 446, 459, and 460, 

respectively. At 1500 minutes, the level of CYP3A4 was elevated to 454,495, 510, 

525,528 and 530, respectively (5 µM to 50 µM). At 2000 minutes, CYPA34 level 

predictions concerning TGZ concentrations increased to 492, 524, 543, 553, 557, 

and 558, respectively. At 2500 minutes, there was an increase in CYP3A4 levels at 

504, 539, 558, 566, 571, and 552 at TGZ concentrations (5 µM to 50 µM). Between 

3000 and 3500 minutes, the levels of CYP3A4 increased to 512, 548, 569, 580, 581, 

and 582 concerning TGZ concentrations (5 µM to 50 µM) (Figure 5-13). 
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Figure 5-13 Model simulation output of the effect of TGZ on CYP3A4 levels 
The effect of TGZ on CYP3A4 induction over time was predicted. The level of 
CYP3A4 was observed to increase significantly in both time and dose-dependent 
manner. 

 

5.1.11.2 Metabolism of TGZ to TGZ-quinone formation 

Between 0 and 500 minutes, a negligible TGZ-quinone formation by the various 

concentrations of TGZ; TGZ-quinone formation at 500 minutes as 1,82, 3.01, 3.59, 

4.47, 5.73, and 6.03 with respect to TGZ concentrations (5 µM to 50 µM) was 

recorded. At 1000 minutes, TGZ-quinone formation levels for TGZ concentrations (5 

µM to 50 µM) were 2.79, 4.65, 6.62, 9.23, 9.47, and 9.52. At 1500 minutes, the 

levels of TGZ-quinone at TGZ concentrations (5 µM to 50 µM) were 3.23, 5.40, 7.68, 

9.58, 10.88, and 10.99. Between 2000 and 2500 minutes, TGZ-quinone formation 

levels at TGZ concentrations (5 µM to 50 µM) were predicted to be 3.58, 5.96, 8.43, 

10.44, 11,60, and 11.90. TGZ-quinone formation was increased significantly in liver 

microsomes from rats pre-exposed to CYP3A inducers (Figure 5-14B). The 

engagement of CYP3A isoforms in TGZ-quinone production explored in vivo in rats 

led to a significant increase in TGZ quinone formation in animals pre exposed to 

DEX, an inducer of CYP3A enzymes (Figure 5-14C) (He et al., 2001). 
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                                         C 

Figure 5-14 Model simulation output of the of TGZ-quinone formation 
compared with in vitro and in vivo data on the effects of TGZ-quinone 
formation 
The effect of TGZ on quinone formation over time was predicted (A). TGZ dose-
dependently increased TGZ-quinone formation. However, the level of TGZ-
quinone formation between 1000 and 3500 minutes did not exhibit any significant 
difference in TGZ-quinone formation. In comparison to studies by He et al., rat liver 
microsomes exposed to CYP inducers caused an increase in TGZ-quinone 
formation (B). Rats exposed to TGZ CYP3A4 inducer DEX in vivo caused TGZ-
quinone formation (C). 
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5.1.11.3 Metabolism of TGZ toTGZ-SO4  

Between 0 and 500 minutes, a negligible TGZ-SO4 formation by the various 

concentrations of TGZ. TGZ-SO4 formation at 500 minutes as 1.82, 3.01, 3.59, 4.47, 

5.73, and 6.03 with respect to TGZ concentrations (5 µM to 50 µM) was recorded. At 

1000 minutes, TGZ-SO4 formation levels at TGZ concentrations (5 µM to 50 µM) 

were 2.79, 4.65, 6.62, 9.23, 9.47, and 9.52, respectively. At 1500 minutes, the levels 

of TGZ-SO4 at TGZ concentrations (5 µM to 50 µM) were 3.23, 5.40, 7.68, 9.58, 

10.88, and 10.99, respectively. Between 2000 and 2500 minutes, TGZ-SO4 

formation levels at TGZ concentrations (5 µM to 50 µM) were 3.58, 5.96, 8.43, 10.44, 

11,60, and 11.90, respectively. Between 3000 and 3500, there was no further 

increase in TGZ-SO4 formation (Figure 5-15A). In line with in vitro studies, the 

researchers recorded TGZ-SO4 formation in rat liver cells exposed to TGZ (Figure 5-

15B) (Meechan et al., 2006). 



 

224 

 

 

                                                    A 

  

                                                      B 

Figure 5-15 A-B Model simulation output of the effect of TGZ-SO4 formation 
The effect of TGZ metabolism on TGZ-SO4 formation over time was predicted. 
TGZ dose-dependently increased TGZ-SO4 formation significantly from 500 
minutes to 3500 minutes (A). In line with in vitro studies between the time courses 
of forming the major metabolite TGZ-SO4 by Meechan et al., TGZ was 
metabolised into TGZ-SO4 (B). 
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5.1.12    Mitochondrial complex inhibition and hepatic injury 

Inhibition of any of the complexes of the mitochondria (I, II, III, IV, or V) could result 

in hepatic injury. For example, inhibiting the mitochondrial complexes that make up 

the OXPHOS will disrupt the OXPHOS (Bergman & Ben-Shachar, 2016). OXPHOS 

disturbance by the mitochondria can befall lower or no generation of ATP. In 

principle, OXPHOS perturbation and complex repression can lead to the 

accumulation of free electrons and, as such, will lead to ROS production, which can 

trigger injury to the mitochondria (Bergman & Ben-Shachar, 2016). When a certain 

level is reached, the mitochondria can no longer deal with stress-induced damage 

and will initiate cell death processes (apoptosis and necrosis depending on ATP 

availability), as described in the introduction chapter. Death gradually progresses to 

necrotic tissue and finally to hepatic damage. Hence, the effects of TGZ on MRCs 

complex V and ATP levels were predicted. Between 0 and 95 minutes, the various 

concentrations of TGZ (5 µM to 50 µM) would cause inhibition of complex V (Figure 

5-16A), and this is in line with previous in vitro studies by Nadanaciva et al. TGZ did 

inhibit complex II-V (Figure 5-16B). However, at 95 minutes, the various 

concentrations (5 µM to 50 µM) of TGZ caused 28%, 44%, 60%, 70%, and 80%, 

respectively. The level of inhibition remained constant between 95 and 3500 

minutes. 

Also, the level of ATP between 115 and 325 at 50 µM TGZ was predicted to be 25%. 

Whereas between 325 and 345 minutes, the level of ATP dropped to 0% at 40 µM 

TGZ. At 40 µM TGZ concentration, the level of ATP between 115 and 325 was 40% 

and dropped to 25% between 325 and 445 minutes. At 500 minutes, the level of ATP 

at 40 µM TGZ dropped to 0%. Both 20 µM and 30 µM TGZ concentrations produced 

similar ATP levels between 0 and 174 minutes, which was 40% and dropped to 25% 

between 500 and 3500 minutes. A 60% ATP level at 10 µM between 0 and 174 

minutes was recorded. Between 445 and 3500 minutes, there was a 44% reduction 

in ATP and a further 25% reduction between 445 and 3500 minutes. However, at 5 

µM TGZ, the level of ATP was 80% between 0 and 174 minutes but dropped to 60% 

between 174 and 445 minutes (Figure 5-16C), as predicted. 
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Figure 5-16 A-C Model simulation output of TGZ on ATP and complex V and 
in vitro assessment on complex I-V 
The effect of TGZ on ATP and complex V over time was predicted for: (A) complex 
V inhibition compared to in vitro data by Nadanaciva et al. (B) and ATP production 
(C). The various concentrations of TGZ decreased ATP production at different time 
points; the level of ATP remained constant at 25% between TGZ concentrations of 
(5 µM to 30 µM); however, the level of ATP decreased drastically between 345 
and 500 minutes at 40µM and 50 µM of TGZ. TGZ dose-dependently inhibited 
complex V (A) and complex I-V (B). 

 

5.1.13    Effect of TGZ on cell number 

Having predicted that TGZ is a specific ligand of PPARy, the nuclear receptor that 

regulates cells' growth and differentiation at the transcriptional level. An effort was 
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made to determine the effect of TGZ on cell number through in sillico approach. Cell 

number or growth at TGZ concentrations of 5 µM 30 µM and 50 µM were explored. 

The initial cell numbers of the control (cells exposed only to the culture media) and 

the various TGZ concentrations were 100 cells. However, at 500 minutes, the cell 

numbers were 118 for both the control and 5 µM TGZ concentrations, whereas the 

number of cells at 30 µM and 50 µM TGZ concentrations was predicted at 114. At 

1000 minutes, the predictions for the number of cells under the control condition and 

5 µM TGZ concentration were 140 and 141, respectively. The number of cells at 

1500 minutes for the control and the 5 µM TGZ were 168 and 143 for the 30 µM TGZ 

and 50 µM TGZ concentrations, respectively. 202 cells at the control condition, 200 

cells under 5 µM TGZ, and 168 cells for both 30 µM TGZ and 50 µM TGZ 

concentrations have been predicted (Figure5-17). 

 

           

Figure 5-17 Model simulation output on the effect of TGZ on cell number 
The effect of TGZ on cell number over time was predicted. Cells under the various 
conditions increased. However, cells under control and the 5 µM TGZ were 
predicted to increase significantly, whereas cells under 30 and 50 increased; 
however, these were 84 % less than the control and the 5 µM TGZ concentration.  
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5.2 Discussion 

In silico models provide a systematic basis for knowing the underlying biological 

means that combine several biological experiments (Sakkalis et al., 2014). New 

experiments can be planned by predicting the system's behaviour. In this way, the 

validation of computational modelling is an iterative process of improvement (Plant, 

2015), which ends when an accurate, biologically feasible, and specific explanation 

of the system is found. 

The TGZ-induced liver toxicity pathways were represented in the Petri net, for 

instance, TGZ-induced apoptosis (Figure5-3), TGZ-induced PXR activation and its 

target genes (Figure 5-4), and TGZ-induced cholesterol signalling (Figure 5-5). As 

the method defines the dynamics of individual reactions and emphasises a discrete 

system-oriented approach, a mode of presentation for modelling metabolic pathways 

has been identified. Petri nets' simulation of biochemical processes is attractive 

because it is simple to execute, visually accessible and manipulative (Genrich et al., 

2001). 

A qualitative study of a Petri net representation of a pathway will include comparing 

Petri net models with the properties identified earlier. This will be formally carried out 

by effectively replicating one Petri net onto another to maintain the maximum number 

of relationships between position and transformation. For instance, each part (a 

biological component of one pathway) corresponds perfectly to one element in the 

other pathway. Through a simple relationship of their architectures, an analysis of 

the differences in the properties of two Petri networks and the connection of these to 

structural differences (i.e., biological components and transformations) of the 

metabolic pathways described by the Petri nets in this study can be determined. In 

principle, the impact it has on the Petri nets' properties, could determine the position 

of each distinction in the biological structure. The properties of a Petri net pathway 

often provide useful information on the appropriate application method; for instance, 

the impact of TGZ-induced apoptosis through the Bcl-2 pathways was presented 

(Figure 5-3). In this study, Bcl-2 proteins provoke the function of the pro-apoptotic 

Bcl-2 proteins in that the circles represent molecular species, each surrounded by a 

circle, representing the possible states of TGZ-Bcl-2 interaction. And the rectangle 
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represents the transition reaction, which also means the events or actions that alter 

the condition. A transition reaction is an activity or event that describes activities or 

events that change the state, and the arch was used to connect a place with a 

transition and vice versa. This means that an investigation of a continuously 

operating Petri net of a metabolic pathway could produce a collection of 

transformations (reactions) and/or markings (essential biological components) that 

eventually result in such behaviour. To either improve or terminate this system's 

behaviour, an acceptable modification of only specific reactions or features is 

required (Sakkalis et al., 2014). 

In this current study, the effect of TGZ-induced apoptosis via the various probable 

pathways discussed in the previous sections has been explored. TGZ-JNK forms 

part of a non-metabolic pathway of TGZ-induced apoptosis. Based on in vitro data 

generated (Figures 3-4, 3-5, and 3-6), the effect of TGZ and apoptosis through other 

pathways such as caspases. Through the simulation of the model, it has been 

demonstrated that TGZ can activate JNK, which in turn may result in apoptosis. 

Consistent with recent work by Albeck et al., JNK activation caused apoptosis 

through the activation of tumour necrosis factor, resulting in Bid's cleavage to 

produce a truncated Bid (tBid) (Figures 5-7A-D and 5-7A1-D1). tBid may translocate 

to the mitochondria and consequently induce the oligomerisation of Bax or Bak 

(apoptotic proteins), causing the release of cytochrome c, which is considered the 

commitment stage of apoptosis in many cells (Chai et al., 2001; Chao, 2015; 

Denecker et al., 2008; Dhanasekaran & Reddy, 2008; Houston, 2004; Riedl et al., 

2001; Uehara et al., 2005). 

As recorded in our in vitro data (Figure 3-2), TGZ decreased Huh7 cell viability, 

which might be due to apoptosis. It was proposed that TGZ-induced apoptosis could 

be activated via two main molecular pathways. For example, procaspase-8 

recruitment promotes the formation of the death-inducing signalling complex (DISC) 

and mediates receptor-induced apoptosis (Lee, 2012). However, caspase-3 is a 

critical protease triggered by death signals to hydrolyse several important specific 

substrates (Almasan & Ashkenazi, 2003; Ghobrial et al., 2005; Tsujimoto, 2003). Bcl-

2, Bcl-xL, and Bcl-W are anti-apoptotic molecules that can be elevated in many 

tumours (Hunter et al., 2007). Bax, Bak, and Bad, known as Bcl-2 family cell-death 
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mediators, promote apoptosis by external stimuli (Hunter et al., 2007). Per our model 

prediction, an anti-apoptotic protein, Bcl-2, was downregulated by TGZ (Figure 5-

8A). In our in vitro data (Figures 3-4 and 3-5), Apaf-1, a cell-death effector, acts as a 

downstream of Bcl-2 but upstream of caspase-3 (Liu, 2004; Ming, 2006) to stimulate 

caspase-3/7, leading to apoptosis as recorded in our in vitro data (Figures 3-4 and 3-

5). A probable mechanism to explain our in vitro prediction might be as a result of 

TGZ-JNK activation. TGZ-JNK forms part of a non-metabolic pathway of TGZ-

induced apoptosis. It has been demonstrated through the simulation of the model 

that TGZ may activate JNK, resulting in cell death or apoptosis. JNK's multiple 

signalling inputs support the extrinsic apoptotic pathway. Letai et al. have reported 

that during UV-induced apoptosis of HEK293 T cells, JNK's Bim and Bmf 

phosphorylation discharged them from the sequestering dynein and myosin V motor 

complexes. When released, Bim and Bmf will activate Bax or Bak to induce 

apoptosis (Donavan et al., 2002; Letai et al., 2002; Puthalakath & Strasser, 2002). 

Also, PPARy activation may lead to transcription factors regulating cell differentiation 

and growth. The PPARy occupancy level predicted for TGZ was high, even at 5 µM 

at 92%, whereas at 50 µM, the occupancy level was predicted at 99%. However, in 

in vitro or in vivo studies, the receptor occupancy studies depend on the 

experimental setting; for instance, TGZ acts as a partial agonist for PPARy in the 

transfected muscle (C2C12) and kidney (HEK 293T) cells, producing a submaximal 

transcriptional response (Gautier et al., 2012; Hanefeld et al., 2011). 

The researchers further reported that TGZ antagonised rosiglitazone stimulated 

PPARy transcriptional activity (Gautier et al., 2012; Hanefeld et al., 2011). The 

researchers also studied the mechanism whereby this induction occurs by 

specifically addressing whether potentiation of the transactivation function of PPARγ 

leads to gene expression. TZDs, had differential effects, with TGZ inducing protein 

levels of PPARγ, while the other TZDs, such as rosiglitazone, englitazone, and 

ciglitazone, produced no effect (Gautier et al., 2012; Hanefeld et al., 2011). They 

also reported that TGZ acted in adipocytes as a full PPARy agonist and 

demonstrated that TGZ and rosiglitazone control different but interacting genes in 

several cell types. Their finding was consistent with this current study's model 

prediction output, where TGZ exhibited high PPARy occupancy levels. However, 
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they stated that TGZ might act as a partial agonist under physiological conditions 

and, in others, as a full agonist. Such disparities can arise from variations in the 

number of cofactors, discrepancies in PPAR response elements, or the existence of 

different PPARy isoforms (Gautier et al., 2012; Hanefeld et al., 2011). However, 

further investigation of these other pathways could not be demonstrated in the 

current in sillico studies. However, further exploration would provide an added 

advantage in understanding TGZ's affinity for the nuclear receptors. 

Also, PPARy ligands can bind to the PPARy transcription factor and, in turn, 

generate a heterodimeric complex with the retinoid X receptor that functions as a 

central regulator of differentiation and modulator of cell growth (Ekins & Erickson, 

2002; Hartley et al., 2006). Other reports present evidence for the anti-tumorigenic 

activity of PPARy ligands (Gautier et al., 2012; Hanefeld et al., 2011; Masamune et 

al., 2002; Wakino et al., 2001; Yin et al., 2001). Among PPARy ligands, the anti-

tumorigenic activity of TGZ has been well established. For example, TGZ 

significantly inhibited the tumour proliferation of colorectal cancer cells (HCT-116), 

breast cancer cells (MCF-7) and prostate cancer cells (PC-3) in immunodeficient 

mice (Masamune et al., 2002; Yin et al., 2001). TGZ has specific functions, also as a 

PPARy agonist. For example, Hattori et al. reported that TGZ; upregulates nitric 

oxide synthesis, whereas Okura et al. reported that TGZ induces the p53 pathway 

and inhibits cholesterol biosynthesis. Takeda et al. have also demonstrated that TGZ 

activates extracellular signal-regulated protein kinase (ERK) in a PPARy-

independent manner. 

For instance, TGZ, has been shown to bind and activate the PPARy receptor 

(Hartley et al., 2006). Therefore, these insulin sensitisers are suggested to exert their 

anti-diabetic effects through PPARy activation (Ekins & Erickson, 2002; Hartley et 

al., 2006). and supports our model’s prediction recorded in this current study (Figure 

5-6). 

Interestingly, TGZ does not only activate PPARy, but it is also a PXR typical agonist 

and can induce CYP3A4 transcription through PXR-mediation (Ekins & Erickson, 

2002; Hartley et al., 2006). In line with the in silico data produced in this current 

study, TGZ-induced PXR activation can, therefore, be an underlying mechanism for 
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its liver toxicity. Our studies did predict that TGZ binds PXR even at 5 µM; prediction 

of PXR occupancy of 84%, whereas the highest dose of 50 µM TGZ caused 

occupancy of PXR by 98%, an indication of TGZ being PXR activator. The activation 

of PXR thus improves the APAP-induced liver injury induction of CYP3A isoforms.  

On the other hand, it also aids in the detoxification of APAP overdose by induction of 

phase II enzymes and transporters (Hinson, 2013). PXR activation can induce DILI 

by increasing the expression of enzymes metabolising drugs such as Phase I and 

Phase II. PXR can, therefore, facilitate drug bioactivation to form reactive 

metabolites. It may also cause a decrease in glucose cell use and an increase in 

lipid production and fatty acid uptake in the liver while decreasing fatty acid -

oxidation, which can lead to lipid build-up and steatosis (He et al., 2013; Hinson et 

al., 2009; Zhang et al., 2001). Based on our model prediction, it can therefore be 

suggested that TGZ might cause liver toxicity through the activation of PXR. 

Also, a dose and time-dependent induction of CYP3A4 by TGZ (5-13), which was 

validated by our in vitro study on CYP3A4 induction by TGZ in Huh7 cells, had been 

predicted (Figure 4-7). In line with these current study results, other studies have 

also reported the fold induction of CYPA34 by TGZ (Fahmi et al., 2008). Consistent 

with in vivo studies, TGZ induced CYP3A4 activity in healthy subjects (Dimaraki & 

Jaffe, 2003). However, after normalisation with the fold-induction values of positive 

control agents, TGZ could be predicted within two limited errors in the induction of 

CYP3A4 in different loads of cryopreserved primary liver cells. Therefore, our model 

could be used to estimate the induction potency of P450 independently of liver cells. 

CYP is a primary source of variability in drug bioavailability and reactions (Zanger & 

Schwab, 2013). Each CYP's expression is affected by endogenous and exogenous 

factors such as diet or drug exposure (Kuramoto et al., 2019; Sahi et al., 2003).  

Although the predictive models for CYP3A4 induction developed in this study fall into 

the category of just a few physiochemical variables established by several 

commercially produced software, our model allows us to predict TGZ as the potent 

inducer of CYP3A4. 

Having predicted high PPARy affinity by TGZ, the effect of TGZ on glucose 

homeostasis by the liver was explored. In this study, glucose formation prediction at 
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the various concentrations of TGZ at 100 minutes was negligible. However, as time 

progressed, a gradual increase in glucose formation owing to the different 

concentrations of TGZ was predicted. Glucose production remained steady from 

3000 minutes to 3500 minutes. However, our observation leads to the suggestion 

that glucose formation and fluxes in the presence of insulin or insulin sensitisers are 

dependent on time. For instance, in this current study, TGZ has been predicted to 

promote hepatic glucose formation, although its main activity is the stimulation of 

peripheral glucose utilisation. The liver plays an essential role in the metabolism of 

whole-body glucose through equilibrium between glucose production and glucose 

conservation in glycogen. About 80% of the output of endogenous glucose is by the 

liver and the rest is by the kidney (Alsahli et al., 2017). In humans, the liver and the 

gut provide 25% of glucose utilisation under fasting conditions and 35% for oral 

glucose ingestion (Coate et al., 2012; Kruszynska et al., 2004). 

Higher insulin levels stimulate insulin signalling cascades in the liver that inhibit 

glycogen breakdown and promote the storage of glycogen and lipogenesis (Coate et 

al., 2012; Kruszynska et al., 2004). However, blood FFA represses glucose 

absorption into the skeletal muscles (glucose fatty-acid cycle) and enhances glucose 

production by the liver (Costa et al., 2010). PPARy is also an essential nuclear factor 

that promotes the differentiation of adipocytes (Downes et al., 2007; Stiles et al., 

2004). TGZ-induced reduction in plasma glucose may affect adipose tissue and 

other tissues, such as the muscle in which PPARy agonists are upregulated (Costa 

et al., 2010). However, in this current study, we only explored the effects of TGZ on 

glucose homoeostasis. A further in silico prediction on this mechanism may improve 

our understanding of TGZ's impact on glucose homeostasis. 

A dose and time-dependent increase in PTEN expression was predicted and is in 

line with in vitro data by Yoon et al. who reported that TGZ dose-dependently caused 

an increase in PTEN expression (Downes et al., 2007; Stiles et al., 2004). 

Interestingly, Chen et al. reported that TNF failed to activate NF-kB in cells exposed 

to ethanol. Still, when they decreased the levels of PTEN, they recorded a restored 

TNF-dependent NF-kB stimulation. They further suggested that the levels of PTEN 

might be an essential mechanism by which ethanol blocks the defensive 

mechanisms in TNF-activated cells. In agreement with previous studies (hepatocytes 
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(Chen et al., 2019; Mayo et al., 2002; Puc et al., 2005; Suzuki et al., 2001; Tafani et 

al., 2002). It could therefore be suggested that TGZ might cause liver toxicity through 

the elevation of PTEN in hepatocytes (Chen et al., 2019; Mayo et al., 2002; Puc et 

al., 2005; Suzuki et al., 2001; Tafani et al., 2002). 

An increase in PTEN levels would reduce PIP3 and inhibit receptor-activated activity 

(Abdulkareem & Blair, 2013; Pastorino et al., 2003; Shi et al., 2014; Worby & Dixon, 

2014). These in vitro findings might also be linked to our model prediction of TGZ-

induced PTEN expression. The model simulation output of TGZ on PTEN was 

increased levels of PTEN in a concentration and time-dependent manner. And to 

confirm if these reports were the result of a direct effect of TGZ on PTEN expression, 

Lee et al. explored the effects of TGZ on casein kinase 2 (CK2), a potent negative 

regulator of PTEN activity, and reported that TGZ dose-dependently repressed 

serum-induced proliferation of HUVEC. 

In contrast, the phosphorylation of PTEN was declined with TGZ pretreatment, and 

this, according to Lee et al., was indirectly related to CK2 activity. Furthermore, when 

they treated cells with a CK2 inhibitor, they recorded effects related to that of TGZ on 

Akt and its downstream signalling molecules. Lee et al. therefore suggested that 

TGZ inhibited the growth of HUVECs through the suppression of CK2 activity, 

making PTEN constantly stimulated. Consistent with other studies, the role of TGZ in 

the control of PTEN expression and cell death of PASMCs under hypoxic conditions 

was conducted by Pi et al., who reported that cells treated with TGZ dose-

dependently affected the growth rate of PASMCs. However, they recorded a 

substantial decrease in cell growth rate at TGZ concentrations above 20 µM under 

hypoxic conditions (Han et al., 2003; Stambolic et al., 2001). Therefore, this might 

lead to suggestions that TGZ causes cell death in hepatocytes by inhibiting the 

protective mechanisms pathways of the liver as a result of generating high levels of 

PTEN, and we can conclude that our model produces the known biology of the 

effects of TGZ on PTEN expression. 

The in silico data on the doubling time of cell number matches that shown in vitro for 

the cells exposed to growth media. On the other hand, cells exposed to xenobiotics 

such as TGZ above 5 µM may decrease cell growth and reduce cell number, as 
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these compounds may kill all or about half of the cell population. and agrees with our 

in vitro studies. 

A critical model in biological studies is the assessment of cells' responses to 

molecular disturbances. All such disturbances commonly control gene disruption or 

drug industry involvement to influence protein abundance or interaction. Reactions to 

such disturbances are also evaluated in cells relating to in vitro conditions on the 

basis that the predicted phenotypes might result in incomparable in vivo phenotypes 

(Maman & Witz, 2018). For instance, matrix structure, expressivity, and rigidity may 

influence cancer development (Paszek et al., 2005). As a result, it is unclear how the 

effects of drug disruption on 2D assays might translate into more refined laboratory 

tests, which should reflect a much more complete in vivo microenvironment. 

Moreover, these sophisticated tests are deemed costly (Santo et al., 2016; Wells, 

2008). Generally, the analysis of parameters validates the significant effect of 

proliferation reported in Huh7 cell doubling time and highlights additional factors that 

could play an essential role in the growth of Huh7 cells.  
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Chapter 6 General discussion 

Improvements in drug discovery over the past few decades have triggered a 

tremendous growth in available experimental data. Generating novel or insightful 

postulations from this enormous data is a significant challenge. The use of reliable 

predictive in sillico models validated with experimental data is a field concerning both 

toxicity researchers and drug developers. To explore the prediction of TGZ-induced 

hepatotoxicity, in vitro data based on a literature review was used to construct the 

model. Computational modelling can be used to meet this challenge by providing a 

deeper understanding of the applicable events based on their fundamental 

mechanisms. Model simulations can help investigate a complete biological 

procedure as a replacement for the use of animals, direct future experiments, and 

predict a system's behaviour under given conditions. For instance, the successful 

creation of a Petri net representation of the possible TGZ-induced hepatotoxicity 

pathways has been demonstrated. In this case, future experiments could be 

efficiently executed by exploring the pathways demonstrated in the in silico data. 

This would also save researchers time and money by merely studying the predictive 

pathways of the model. Previously, a scientist had to conduct "try and error’’ 

experiments to come up with a possible underlying mechanism in a scientific puzzle 

before coming up with a solution to this puzzle. However, systems biology has 

provided a very predictable direction with computational modelling applied to many 

of the most significant biological objectives as it has the potential to scan vast 

databases and easily recommend evaluating molecules. There is a closer interaction 

between computational and in vitro systems. For instance, in this current study, our 

model predictions match our in vitro and other in vitro studies reported by previous 

researchers. Based on these comparisons, it can be stated that our model produces 

the known biology. However, the model could only be compared with in vitro studies 

and not in vivo studies because the basic idea of these studies was to test whether 

computational analyses could be used to predict TGZ-induced liver toxicity and 

validate it with in vitro data, as in the case of other studies that employ basic 

methods to understand a biological question before extrapolating it to in vivo studies. 

Furthermore, biological processes are nonlinear mechanisms that could lead to 

significant changes in system activity. 
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To the best of my knowledge, no computer programme entirely models the dynamics 

of biological systems, so this supports the assertion in the previous chapter that ‘‘we 

model what we can model’’. Finally, computational biology will most probably 

become more complex and will probably demand some level of model integration. To 

have a much larger impact, in silico study methods must be incorporated into 

modern drug discovery studies, although training in modelling and informatics is 

required. 

Current computational models have been developed using two methods. One is a 

related model using statistical algorithms that relate molecular descriptors to 

endpoints of toxicity without providing a mechanistic insight. A mechanistic model is 

a second approach related to our model, explaining the underlying toxicity 

mechanism (Venkatapathy & Wang, 2012). Statistical algorithms can produce 

mechanistic models, or computational biologists can develop them (Venkatapathy & 

Wang, 2012). Yet, models that cannot be interpreted mechanistically are still 

valuable if they make accurate predictions, which generally happens when they are 

correctly constructed from extensive datasets (Devillers, 2012). Models will usually 

justify user standards. If users expect models that provide mechanistic insight into 

toxicity, developers will aim to satisfy these requirements. Systems biology has 

continued to advance with the implementation of new methods and the improvement 

of existing tools. A perfect system for one toxicity endpoint or chemical, on the other 

hand, cannot be useful for another. If properly used, the toxicity of chemical 

substances via the in silico approach can be very efficient. However, it is crucial to 

recognise the strengths, weaknesses, applicability and understanding of the 

methods in silico models. To create a good model, the most appropriate method for 

the given problem must be selected, and the techniques for each condition must be 

adjusted when appropriate (Pletz et al., 2018; Venkatapathy & Wang, 2012). 

One of the leading methods in systems biology is the human hepatocyte model. An 

extended version of our QSSPN framework is used to incorporate a human GSMN, a 

robust kinetic model. However, in vitro laboratories demonstrate how systems 

biologists can use the MUFINS interface in the algorithmic stage of model 

development, making predictions, empirical confirmation, and model refinement. 

These have been shown with the model, which makes it an ideal system for this 
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current study. Also, MUFINS incorporates the constraint-based multi-formalism 

approach under an integrated network visualisation GUI. MUFINS is useful for 

creating and simulating multi-formalism models by a broad range of users, 

particularly systems biologists with limited experience in algorithmic frameworks and 

mathematical modelling settings. 

In this current study, the objective was to determine the usefulness of in silico 

studies to predict potential TGZ toxicity pathways. Petri net, SurreyFBA, and 

MUFINS have been successfully used to model and predict the concurrent metabolic 

and non-metabolic pathways that might contribute to TGZ-induced hepatotoxicity. In 

this study, TGZ-induced BSEP inhibition and bile acid accumulation have been 

predicted, which correlates with other previous in silico studies and has been 

validated by in vitro studies (Notenboom et al., 2016; Toroz et al., 2019). Bile acids 

are essential endogenous molecules involved in the digestion and absorption of fats 

and the regulation of lipid and glucose homeostasis (Hofmann, 2008; Nguyen & 

Bouscarel, 2008). However, bile acids can exert toxic effects at above physiological 

levels through disruption of mitochondrial ATP synthesis, necrosis, and apoptosis. 

Previous in vitro and our in vitro data are correct with the prediction of TGZ-induced 

ATP production by our model. Thus, defects in excretion may lead to hepatic 

accumulation of bile acids and subsequent hepatotoxicity (Maillette de Buy Wenniger 

& Beuers, 2010; Perez & Briz, 2009). It can be concluded that BSEP inhibition, 

reported by other previous studies (Maillette de Buy Wenniger & Beuers, 2010; 

Perez & Briz, 2009), is one of the leading pathways involved in TGZ-induced liver 

tonicity. Based on literature reviews, TGZ causes hepatic injury through various 

pathways, which are in line with our data generated in this current study (Bradley, 

2002; Bova et al., 2005; Chojkier, 2005), and match our in silico predictions. 

Most importantly, TGZ-induced apoptosis has been successfully modelled and 

predicted (i.e., our system works). In this case, the in sillico system used is 

appropriate to explore TGZ-induced hepatotoxicity. Also, TGZ-induced sulphate, 

quinone formation, TGZ-induced PTEN levels predictions have been made, TGZ-

induced glucose formation, prediction of TGZ cell population and cholesterol levels. 
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6.1 Future Work 

The data produced in the current study has demonstrated the metabolic and non-

metabolic effects of TGZ toxicity. These data promote further investigation of the 

mechanistic insights that further explain the results recorded in this study. 

However, drug developers introduced screening mechanisms for chemically reactive 

metabolites at the early stage of drug development after reporting TGZ-induced liver 

toxicity (Ikeda, 2001). They considered the amount of covalent binding to proteins in 

in vitro systems to determine the physiological dose. In this case, an in silico model 

can be used to create many simulations from a "virtual population" where there are 

small modifications to each parameter. This would allow us to predict susceptible 

subjects to DILI. 

By comparing the in vitro experiments with the in silico predictions, it was observed 

that although the proliferation rate is critical, experimental growth curves are not 

adequate to explain it. However, this is just an observation for our in silico studies 

because our modelling procedure does not indicate proliferation depth, which is a 

drawback of our methodology that needs to be addressed in future work. Intrinsically, 

there is no link between the response scale and the output scale. The minor 

differences between provisional settings that easily result in significant performance 

indicators need to be addressed in the future. 

Time course analysis is popular during a triggered biological process, such as a 

cellular response to a stimulus or treatment, because the expression data, which is 

inexpensive to measure, can provide a vivid interpretation of the changes in cellular 

states over time (Duren et al., 2020) In this study, we found that TGZ caused about 

90% of cell death in cells exposed to TGZ concentration at 50 µM for 24 hrs and 

even about 98% of death in cells exposed to TGZ at 50 µM for 48 hrs. Technically, it 

would be expected that a complete cell death in cells exposed to 50 µM TGZ for 48 

hrs would release minimal cellular contents. On the other hand, live cells would 

release their cellular contents in response to stimuli, but this was not the case in 

some of the data recorded in this study (chapter 4). It would be prudent to conduct 

time-course experiments to determine whether cells exposed to TGZ release their 

cellular contents at a certain time before death. 
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The use of the Huh7 cell line is one of the principal limitations of this study. While the 

cell line has similar features to primary hepatocytes (Choi et al., 2009; Krelle et al., 

2013), drug metabolising enzymes are not articulated at the same levels as those 

seen in vivo. They cannot respond to xenobiotics or drugs in a comparable pattern, 

unlike primary cells. Extending this study to primary liver cell models will allow future 

studies to overcome the limitations encountered in this current study. 

Considering that cytoprotective effects and inhibition of ROS production by vitamin C 

have been recorded during the study, it could be postulated that combining 

antioxidants with TGZ would protect against TGZ-induced hepatotoxicity; extending 

this study in vivo would allow future researchers to better understand TGZ-induced 

hepatoxicity. 

Another means by which drugs can induce an adverse reaction is an idiosyncratic 

response to the drug, for instance, TGZ. However, researchers find it challenging to 

study idiosyncratic drug reactions because of the scarcity of suitable animal models 

and erratic quality. Consequently, much of our mechanistic understanding of 

idiosyncratic drug reactions is determined by extrapolations from clinical 

characteristics instead of regulated mechanistic analyses. Therefore, we can extend 

this study by creating TGZ-induced immune responses and adverse outcome 

pathways by in silico studies in the future to overcome the difficulties in animal 

studies. 

6.2 Conclusion 

To the best of my knowledge and the understanding gained through this research, 

the above predictions made by the research model are novel. Therefore, it can be 

concluded that a combination of in vitro and in sillico approaches can be used to 

explore liver cells' complex behaviour in response to TGZ exposure: the emergent 

biological response, identifying which biological processes are causative and which 

are consequential of toxicity. 

. 
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Appendix A.  Control file for simulations 

 

The control file includes the name of the database, the names, and destinations of 
the related data files, the time frame for creating the file, and the checkpoint 
information 
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Appendix B. Standard curves for ammonia assay 
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Appendix C. Standard curves for urea assays 
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Appendix D. Standard curves for H2O2 assay 
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Appendix E. Standard curves for cholesterol assay 
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