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Abstract

Breast cancer is the most prevalent type of cancer worldwide. The correct diagnosis

of Axillary Lymph Nodes (ALNs) is important for an accurate staging of breast cancer.

The performance of current imaging modalities for both breast cancer detection and

staging is still unsatisfactory. Microwave Imaging (MWI) has been studied to aid breast

cancer diagnosis. This thesis addresses several novel aspects of the development of

air-operated MWI systems for both breast cancer detection and staging.

Firstly, refraction effects in air-operated setups are evaluated to understand whether

refraction calculation should be included in image reconstruction algorithms. Then,

the research completed towards the development of a MWI system to detect the ALNs

is presented. Anthropomorphic numerical phantoms of the axillary region are created,

and the dielectric properties of ALNs are estimated from Magnetic Resonance Imaging

exams. The first pre-clinical MWI setup tailored to detect ALNs is numerically and

experimentally tested. To complement MWI results, the feasibility of using machine

learning algorithms to classify healthy and metastasised ALNs using microwave signals

is analysed. Finally, an additional study towards breast cancer detection is presented

by proposing a prototype which uses a focal system to focus the energy into the breast

and decrease the coupling between antennas.

The results show refraction calculation may be neglected in low to moderate per-

mittivity media. Moreover, MWI has the potential as an imaging technique to assess

ALN diagnosis as estimation of dielectric properties indicate there is sufficient con-

trast between healthy and metastasised ALNs, and the imaging results obtained in

this thesis are promising for ALN detection. The performance of classification models

shows these models may potentially give complementary information to imaging re-

sults. The proposed breast imaging prototype also shows promising results for breast

cancer detection.

Keywords: Axillary Region, Breast Cancer, Lymph Nodes, Medical Imaging, Microwave

Imaging
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Resumo

O cancro da mama é o mais comum em todo o mundo e o mais mortal entre as

mulheres. As melhorias dos cuidados de saúde e aumento de campanhas de rastreio

do cancro da mama têm mostrado que um diagnóstico precoce e um correto estadia-

mento são cruciais para reduzir a morbilidade e mortalidade das doentes. Em estadios

mais avançados do cancro da mama, as células cancerígenas podem metastizar para os

gânglios linfáticos vizinhos, nomeadamente os gânglios linfáticos axilares. O número

de gânglios linfáticos afetados pelo cancro da mama é utilizado no estadiamento deste

tipo de cancro. Neste sentido, o seu correto diagnóstico é importante para um estadia-

mento mais exato e para tomadas de decisão de terapêuticas mais ajustadas ao estado

clínico. Atualmente, as modalidades de imagem utilizadas, quer para rastreio e deteção

do cancro da mama, quer para a análise da existência de metástases na zona axilar, têm

algumas limitações. No caso da deteção de metástases nos gânglios linfáticos, o método

mais exato de diagnóstico é a Biópsia do Gânglio Sentinela, que é um procedimento

cirúrgico, invasivo e que pode resultar na remoção desnecessária de gânglios linfáticos.

A Imagem por Micro-ondas (IMO) é uma técnica emergente de imagem que tem sido

estudada nos últimos anos para rastreio e deteção do cancro da mama. É uma técnica

de baixo-custo, não-invasiva e que usa radiação não-ionizante, baseada na diferença de

propriedades dielétricas entre tecidos. A IMO consiste na iluminação de uma região do

corpo com um impulso eletromagnético e a aquisição dos sinais refletidos pelos tecidos

por uma ou mais antenas. Os sinais adquiridos são processados, nomeadamente para

remoção de artefactos, por exemplo a reflexão da pele que tem uma resposta alta que

pode mascarar a resposta dos tecidos de interesse. Grande parte dos protótipos de IMO

da mama requerem a imersão da mama num líquido que funciona como um meio de

acoplamento entre as antenas e o corpo, reduzindo assim a intensidade das reflexões

da pele. No entanto, a utilização deste tipo de líquidos causa atenuação e dificulta a

manutenção dos equipamentos e o seu saneamento. Recentemente, têm sido propostos

novos protótipos com as antenas a operar em ar. Como consequência, a reflexão da

pele tem uma maior amplitude mas estudos recentes mostram que existem algoritmos

capazes da sua remoção com sucesso sem afetar a qualidade das imagens.

Esta tese aborda vários aspetos do desenvolvimento de sistemas de IMO sem meio

de acoplamento para deteção do cancro da mama e o seu estadiamento.
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Num primeiro estudo, é avaliado o efeito da refração em sistemas de IMO onde as

antenas radiam em ar. A maior parte dos autores ignora o cálculo da refração entre o

ar e o corpo na reconstrução das imagens e a consequência desta escolha na qualidade

das imagens não tinha sido ainda quantificada. Neste estudo, o cálculo da refração

é considerado utilizando algoritmos analíticos e de traçado de raios, dependendo da

complexidade do fantoma considerado. Os efeitos de refração são avaliados variando

parâmetros como a forma de propagação das ondas eletromagnéticas (esféricas ou

planas), valores de permitividade relativa, tamanhos dos alvos, número de antenas e

utilizando fantomas com diferentes graus de irregularidade. Os resultados com as ima-

gens reconstruídas, considerando e não considerando refração, mostram que existem

regiões cegas que podem afetar a deteção dos alvos perante ondas planas, ou perante

ondas esféricas e meios com permitividade relativa alta. O tamanho dos alvos e número

de antenas não influenciam o impacto do cálculo da refração na qualidade da imagem.

As diferenças entre as imagens com e sem refração são negligenciáveis para valores

de permitividade relativa do meio mais baixos, o que indica que o cálculo da refração

pode ser ignorado, evitando um aumento do custo computacional desnecessário.

Posteriormente, é apresentado o tópico principal de investigação desta tese que

visa o desenvolvimento de um sistema de IMO para diagnosticar os gânglios linfáticos

axilares. Os estudos incluem a criação de fantomas antropomórficos, o estudo das

propriedades dielétricas, o estudo experimental de imagem com condições realistas

para deteção dos gânglios e a avaliação do potencial de algoritmos de classificação com

o propósito de diagnosticar gânglios linfáticos.

A existência de fantomas antropomórficos com uma representação o mais exata

possível das propriedades dielétricas dos tecidos é importante para a validação dos

sistemas de IMO. Esta informação é ainda limitada na literatura e, nesse sentido, foi

desenvolvida uma metodologia de processamento de exames de Imagem por Resso-

nância Magnética (IRM) com o objetivo de criar fantomas numéricos da região axilar e

de inferir informação sobre as propriedades dielétricas dos gânglios. A estimativa das

propriedades dielétricas baseia-se na hipótese das intensidades mais altas dos voxeis

das imagens utilizadas estarem relacionadas com uma maior quantidade de água e,

consequentemente, propriedades dielétricas mais elevadas. A estimativa das proprie-

dades é efetuada para 100 gânglios linfáticos, tendo como base curvas de propriedades

dielétricas já existentes na literatura e assumindo uma relação linear entre a intensi-

dade dos voxeis e as propriedades dielétricas. A metodologia é validada em IRM com

um fantoma impresso em 3D preenchido com líquidos com propriedades dielétricas

conhecidas. Os resultados mostram um contraste dielétrico de 32% entre gânglios sau-

dáveis e metastizados. Por outro lado, a validação com o fantoma mostra que os valores

de contraste e das propriedades dielétricas podem encontrar-se sub-estimados.

Poucos estudos analisaram a utilização da IMO para fazer imagem da zona axilar,
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focando-se apenas em simulações 2D. Um novo protótipo de IMO é avaliado em simula-

ção 2D e posteriormente experimentalmente, considerando um cenário pré-clínico com

uma configuração 3D. O protótipo é testado com um fantoma da zona axilar impresso

em 3D correspondendo a uma situação em que a doente se encontra deitada de lado,

com o braço estendido, e onde as antenas fazem um varrimento cilíndrico. O presente

estudo apresenta as limitações de posicionamento das antenas, uma vez que não é pos-

sível fazer um varrimento em 360◦, e os efeitos das concavidades e convexidades da

região axilar dificultam a remoção dos artefactos. São apresentados os algoritmos adap-

tados para esta aplicação médica que incluem o algoritmo Decomposição em Valores

Singulares (DVS) como algoritmo de remoção de artefactos (e otimização dos seus parâ-

metros), um filtro espacial que pretende restringir a região de interesse e que pode ser

definido utilizando informação específica da doente e a escolha de antenas para cada

algoritmo. São testadas experimentalmente quatro posições de um gânglio dentro do

fantoma axilar. Os resultados mostram uma boa deteção com um rácio sinal-ruído de

2,77 dB e um erro de localização menor que 14,7 mm. Os resultados são promissores

para a deteção dos gânglios com IMO mas são necessários mais testes para avaliar a

robustez dos métodos apresentados.

As imagens resultantes do IMO podem ser complementadas com informação obje-

tiva retirada dos modelos criados com algoritmos de aprendizagem automática utili-

zando sinais micro-ondas. Neste contexto, é efetuado um estudo de classificação entre

gânglios linfáticos saudáveis e metastizados utilizando vários cenários em simulação.

São considerados sessenta modelos de gânglios tendo em conta características repor-

tadas na literatura, como o tamanho e forma. Quatro cenários são simulados com

crescente nível de complexidade. Nos primeiros três cenários, apenas um gânglio é

considerado dentro de um dielétrico, enquanto que no último cenário dois gânglios

são considerados. São simuladas várias posições de antenas e os sinais gravados são

utilizados para classificação. São testados vários tipos de sinais, extração de caracterís-

ticas e classificadores. O desempenho dos classificadores nos primeiros três cenários é

semelhante, com exatidão superior a 90%, falhando apenas a classificação de 1 gânglio.

Já quando vários gânglios são considerados, a distinção de uma zona axilar saudável

de uma com gânglios metastizados é mais desafiante, falhando a classificação de 1 a

8 casos. Ainda assim, os resultados são promissores e mais níveis de complexidade

devem ser considerados.

Um último estudo apresenta o potencial de um novo protótipo para IMO da mama

que utiliza um sistema de focagem com uma lente dielétrica com o intuito de diminuir

o acoplamento entre antenas e aumentar a energia transmitida para a mama. O pro-

tótipo consiste num emissor e uma lente por baixo da mama, que emitem um pulso

eletromagnético, e uma ou mais antenas colocadas num plano coronal à volta da mama,

que gravam o sinal transmitido. O protótipo proposto é testado com fantomas da mama

com diferentes complexidades em simulação e experimentalmente. O algoritmo DVS é
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também utilizado para remover os artefactos. É testada a possibilidade de focar certas

regiões da mama com o feixe gerado pela lente e é feito um estudo de comparação da

mesma configuração do protótipo com e sem lente. Os resultados são promissores para

ambos fantomas homogéneos e heterogéneos da mama. A deteção de mais do que um

alvo é melhorada quando a zona do alvo é iluminada pelo feixe. No entanto, mais es-

tudos são necessários para encontrar uma evidência clara da vantagem deste protótipo

em relação a outros com o mesmo propósito.

De uma forma geral, o trabalho desenvolvido mostra o potencial do desenvolvi-

mento destes sistemas de IMO para diagnóstico dos gânglios linfáticos e deteção do

cancro da mama.

Palavras-chave: Axila, Cancro da Mama, Gânglios Linfáticos, Imagem Médica, Imagem

por Micro-ondas
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1 Introduction

1.1 Context

Breast cancer is the most common cancer worldwide (Figure 1.1), with approximately

2.26 million new cancer cases in 2020 [1]. It is also the fifth deadliest cancer, with a

position that has been decreasing in the past few years, mainly due to the increased

awareness of early screening and improvement of diagnosis techniques.

(a) New cases (b) Number of deaths

Figure 1.1: Estimated number of cancer cases in 2020, worldwide, all cancers, both sexes, all ages [1]. New cases are
presented on the left and number of deaths on the right.

Both early breast cancer detection and correct breast cancer staging are important

to ensure low mortality and/or morbidity among breast cancer patients and survivors.

The dissemination of breast cancer cells to other parts of the body has a substantial

impact on five-year survival rates. When breast cancer is diagnosed and cancer cells

are still constrained in the breast region, the survival rate is around 95%. However, in

30% of invasive breast cancer cases, the tumour can drain cancer cells to surrounding

lymph nodes, such as the Axillary Lymph Nodes (ALNs) [2]. In those cases, the survival

rate can decrease by about 10%. In more advanced stages, when breast cancer cells

have spread to other parts of the body, patients have a survival rate of approximately

30%. The treatment approaches highly depend on the cancer staging (Figure 1.2). It

can vary from a more conservative approach using Breast-Conserving Surgery (BCS)

and Radiation Therapy (RT), to mastectomy and chemotherapy. An incorrect breast
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cancer staging can jeopardize the adoption of the correct treatment and have an impact

on the patient’s health and an economic impact on the healthcare system. Therefore,

there has been an effort to continuously improve breast cancer detection and staging,

while optimising current diagnosis techniques or developing other techniques based

on emerging technologies.

Figure 1.2: Breast cancer treatment approaches by type of cells dissemination in the United States from 2009 to
2015 [3]. BCS means Breast Conserving Surgery, RT means Radiation Therapy and Chemo stands for chemotherapy,
targeted therapy and immunotherapy.

1.2 Current Screening Assessment

Currently, breast cancer screening is assessed using medical imaging modalities such

as X-Ray mammography, Ultrasound (US), Computed Tomography (CT), Magnetic

Resonance Imaging (MRI) or Positron Emission Tomography (PET). The assessment of

the dissemination of breast cancer cells to lymph nodes is often performed, in a first

stage, during breast cancer screening using imaging modalities. When a breast tumour

is found, more detailed evaluation may be needed. The adopted imaging methods vary

among institutions, their own protocols and available equipment [4].

X-Ray mammography and US are low-cost techniques and are widely used for mass-

screening. X-Ray mammography relies on low-energy X-rays which are transmitted

towards the breast and result in images reconstructed based on the contrast in X-ray

attenuation between tissues. The main disadvantages of using X-Ray mammography is

the required breast compression which causes patient discomfort, and the associated

health risks of using ionising radiation. Also, the sensitivity (rate of tumours correctly

identified) is not satisfactory, mainly for patients with denser breasts where sensitivity

is reported to be around 63.2% [5], [6]. This means the false negative results can delay

the detection of breast cancer and ultimately affect treatment efficiency. The specificity

(rate of healthy tissue correctly identified) has a larger variability, ranging from 57.9%

to 98.8% [5], [6]. X-Ray mammography is very limited in terms of ALNs screening since
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only part of the axillary region is imaged, and its sensitivity ranges from 21% to 38.9%

[7], [8].

US is based on sound waves and is often used to complement and/or confirm the

observations of X-Ray mammography screening and to guide biopsies. Recently, auto-

mated imaging systems have been adopted for mass-screening [9] but the evaluation

of suspicious masses with US is still user-dependent. Both sensitivity and specificity of

US are higher compared to X-Ray mammography but they are still not satisfactory (sen-

sitivity of 75.3% and specificity of 96.8% in denser breasts [5]). US can also be used to

evaluate the whole axillary region and assess suspicious ALNs when a breast tumour is

detected [10], as well as to guide biopsies in a technique called US-Guided Biopsy [11].

Studies report a large range of specificity and sensitivity values of US in the context of

ALNs diagnosis, ranging from 55% to 97%, and from 49% to 87%, respectively [8], [12],

[13]. US-Guided Biopsy has high specificity and could avoid additional procedures in

30% of the cases [14], but sensitivity is not satisfactory.

MRI and PET are imaging modalities with higher costs. MRI uses strong magnetic

fields and radio waves to create high contrast and high spatial resolution images. It is

more sensitive than US, with sensitivity values that can range from 88% to 100% [15],

[16] but specificity has higher variability depending on the used sequences, ranging

from 37% to 97% [15], [16]. MRI is particularly useful to determine the tumour extent

and to evaluate dense breasts. The screening of the axillary region and the internal

mammary lymph nodes with MRI is also addressed [17], [18]. However, the high-cost

of MRI limits its usage by the overall population. It is also a time-consuming image

modality and might be uncomfortable to claustrophobic patients. PET is a functional

imaging technique which requires the use of radioactive agents to increase the contrast

between healthy and diseased tissues. It is mostly used in more advanced breast cancer

stages with suspicious metastases, in cases where the benefit-cost ratio is higher [19].

Recent studies show that these imaging modalities should be complementary for

better assessment of ALN diagnosis [8], [13]. However, ALNs diagnosis using currently

available imaging modalities is still unsatisfactory in terms of sensitivity and specificity,

which can lead to incorrect breast cancer staging and negatively impact therapeutic

decisions. The most accurate procedure to diagnose ALNs is the Sentinel Lymph Node

Biopsy (SLNB). Several clinical trials showed 94% accurate identification rate of the

sentinel node, the first lymph node receiving drainage from the tumour, and sensitivity

around 80% to 90% [20]–[22]. SLNB is a procedure where the sentinel node is surgically

removed to be analysed by pathologists, as exemplified in Figure 1.3. A radioactive

substance and/or a dye are injected in the place where the tumour was excised, and

the chemicals follow the drainage path until reaching the sentinel lymph node. Once

the sentinel node is found, it is excised and sent to pathological analysis. In case of a

positive result, i.e. metastasised ALN, Axillary Lymph Node Dissection (ALND) may

be performed [23], [24]. ALND consists of the partial or complete removal of ALNs.
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Despite the fact that SLNB has high sensitivity, a positive result does not mean that

the remaining nodes are also metastasised, and the removal of more ALNs may be pre-

emptive. The removal of too many lymph nodes can lead to patients’ slower physical

recovery, increase the risk of infection [25], lymphedema [26], and/or paraesthesia

[25]. The reported morbidity associated with ALND is high when compared to SLNB

[27], and ultimately, it is only used as a last resort. In case of negative SLNB, which is

reported to be around 70% of the cases [28], [29], no additional procedure is performed

which means the patient underwent an unnecessary surgical procedure. The False

Negative Rate (FNR) of SLNB is approximately 10% [30], which is still unsatisfactory.

Figure 1.3: Procedure of the Sentinel Lymph Node Biopsy performed during Breast-Conserving Surgery. A radioac-
tive substance or dye is injected in the tumour (first image), a probe is used to identify the sentinel nodes (second
image), the tumour and sentinel nodes are removed for biopsy (third image).

Recent clinical studies [31], [32] have questioned the use of SLNB and mainly,

ALND, and surgical approaches have been changing. Thus, the improvement of cur-

rent modalities and the development of new complementary techniques is focused to

provide minimally-invasive diagnoses. Furthermore, these complementary techniques

are of great of importance to increase the accuracy of breast cancer detection and ALN

diagnosis, leading to more accurate breast cancer staging.

1.3 Research Motivation

Microwave Imaging (MWI) is an emerging technique which has shown potential to

early detect breast cancer [33]–[35], brain strokes [36], and to monitor bone health [37].

It is a low-cost technique which has some advantages when compared to other imaging

modalities, since it uses non-ionising radiation, it does not need compression and it

uses low-power [38], [39]. MWI is based on the differences of dielectric properties of

tissues at microwave frequencies, typically from 500 MHz to 8 GHz. Cancer detection

with MWI relies on the increase of vascularisation of cancerous tissues [40], which

result in higher dielectric properties. MWI techniques can generally be divided in
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three categories: Ultra-Wide Band (UWB) radar, tomography and holography [41]. The

body region of interest is typically illuminated with an electromagnetic pulse and the

resulting backscattered signals are recorded by antennas. In UWB radar, these signals

are used to create an intensity profile with a reconstruction algorithm, allowing to

detect potential tumours which are expected to yield high-intensity regions [42]. Both

microwave tomography and holography involve solving forward and inverse scattering

problems to represent the dielectric properties of tissues.

The main disadvantage of MWI is its limited resolution and low specificity which

often results in many high-intensity regions in the resulting image, which may or may

not correspond to tumours [43], [44]. Nonetheless, MWI is a promising technique, still

under development and in clinical trials phase for breast cancer detection [34], [35],

[45]. Its low-cost and user-independency endorses its implementation within breast

screening protocols, specially in developing countries where access to high quality

healthcare conditions may be limited. In this context, MWI has the potential to replace

more expensive imaging modalities in early stages of diagnosis. In other contexts, it

may be used as a complementary imaging modality.

In more advanced stages of development and validation of breast MWI prototypes,

the breast is immersed in a liquid which serves as a coupling medium between the

breast and the antennas to minimise the skin reflections and enhance the inner tissues

detection. However, this liquid attenuates the transmission signals, imposes sanitation

issues, patient discomfort, and the maintenance of the system is harder [41]. Recently,

several air-operated radar systems with promising results have been presented where

the antennas are in contact or a few centimetres away from the skin. Porter et al.
[46] presented a low-cost wearable device with an antenna array placed in contact

with the skin. Although promising results were showed compared to a conventional

prototype where the patient is lying on the table with the breast immersed, no tumour

detection studies were performed. Recently, Adachi et al. [47] validated a hand-held

portable MWI device without the need of immersion liquid in 10 breast cancer cases.

Additionally, some other authors have presented systems with antennas placed a few

centimetres away from the skin [45], [48]–[51]. Felício et al. [49] showed that the

absence of a coupling liquid can increase skin response up to 8 dB but it does not

substantially affect the image quality.

In addition to the above mentioned limitations of using a coupling liquid, when

imaging a part of the body such as the axillary region, immersing the body in a liquid is

no longer practical. The first study using MWI to aid breast cancer staging through the

detection of ALNs was presented by Eleutério et al. [52], [53]. The authors performed a

2D feasibility study using a planar antenna array with 17 elements placed over the skin.

Several scenarios with 2D ALN numerical phantoms embedded in a uniform layer of

adipose tissue were simulated. The results showed a good detection of isolated lymph

nodes and a good distinction between healthy and metastasised ALNs. When a muscle
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tissue was added, the detection was more challenging, due to the similar dielectric

properties between ALNs and muscle. Liu et al. [54] also addressed the relevance of

axillary MWI imaging and proposed using a planar configuration in future work, but

they did not provide too much detail. Recently, Savazzi et al. [55], [56] presented a 2D

numerical study with an anthropomorphic phantom corroborating the observations of

Eleutério et al. [52], [53] regarding the challenges of detecting ALNs in the presence

of muscle. Although these authors showed promising results, these were based on

simulations in a 2D-geometry. Also, information regarding dielectric properties con-

trast between healthy and metastasised ALNs is still limited and inconclusive [55], [57],

[58]. Therefore, a more detailed study with 3D configurations and anthropomorphic

phantoms, and real measurement setups have yet to be completed.

Although all these authors proved the feasibility of air-operated systems with promis-

ing results for breast cancer detection and staging, there are some points which need to

be addressed. The work developed in this thesis aims to contribute to the development

of air-operated MWI radar systems to aid breast cancer staging through ALNs detection

and also to breast cancer detection with a novel antenna configuration.

Firstly, this thesis addresses a gap in the literature regarding air-operated MWI

systems, with relevance to different microwave medical applications:

• Evaluation of refraction effects at the air-body interface in MWI air-operated

systems, since refraction calculation is computationally heavy and might hinder

real-time image reconstruction.

The main topic of this thesis is the development of a MWI radar system to image the

axillary region and detect and diagnose level I ALNs, the first nodes receiving drainage

from the tumour, and comprises the following sub-topics:

• Creation of 3-D anatomically realistic phantoms of the axillary region, which

were not available in the literature, with a real representation of ALN shapes,

sizes and positioning;

• Estimation of dielectric properties of ALNs to improve the current knowledge

on contrast between healthy and metastasised lymph nodes and to assess the

feasibility of MWI for ALNs diagnosis;

• Experimental evaluation of the MWI prototype, which includes the definition of

a valid examination positioning of the patient, antenna positioning and handling

the inherent constraints of a real measurement setup;

• Development of dedicated algorithms for the axillary region application, both for

artefact removal and image reconstruction;

• Evaluation of the feasibility of machine learning algorithms to inform and/or

complement the information given by traditional microwave images.
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Finally, one preliminary study of a new antenna configuration for breast cancer

detection is presented, assessing relevant topics in the development of air-operated

MWI systems:

• Minimisation of coupling between antennas in multistatic systems (systems with

more than one radiating antenna), which can decrease the energy coupling to the

breast and hamper the correct target detection;

• Maximisation of energy coupling to the breast by reshaping the antenna beam for

enhanced illumination of the breast, in order to improve the detection;

• Increase spatial cross-range resolution with minimal increase of number of anten-

nas.

1.4 Thesis Structure

The work included in this thesis was developed in Instituto de Biofísica e Engenharia

Biomédica/Institute of Biophysics and Biomedical Engineering (IBEB) and Instituto de

Telecomunicações Lisboa/Institute of Telecommunications Lisbon (IT) - Lisbon, with

clinical collaborations with Fundação Champalimaud and Hospital da Luz Lisbon. The

remainder of this document is organised as follows:

Chapter 2 presents a detailed review of the background of the work developed

during this thesis, covering several distinct topics. Firstly, the anatomy of the breast

and the differentiation between types of breast cancer are described. Secondly, the

chapter presents the ALNs anatomy and the imaging features of ALNs described in the

literature using current imaging modalities. Then, the concepts regarding the MWI

technologies are described, highlighting some state-of-the-art MWI systems, how an

electromagnetic exposure safety evaluation can be performed, artefact removal and

image reconstruction algorithms. Then, the development of realistic phantoms for

MWI validation is reviewed, including the different types of anatomically realistic

phantoms, the state-of-the-art of both breast and ALNs dielectric properties, as well

as the main concepts of MRI and the image processing algorithms which can be used

to create anatomical phantoms from Magnetic Resonance (MR) images. Finally, the

chapter describes the state-of-the-art of work regarding the classification of targets

using MWI signals, and the commonly used feature extraction methods and classifiers.

Chapter 3 includes a study with relevance for several MWI applications. The re-

fraction effects in MWI reconstructed images are analysed in order to evaluate when

refraction computation can be avoided in air-operated MWI systems. To this end, re-

fracted ray paths are calculated in spherical and more realistic shapes using different

algorithms. The spherical phantom is used to test several combinations of parameters:
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average relative permittivity, targets size and number of antennas. The realistic shapes

are used to validate the conclusions drawn when using the spherical phantom.

The following three chapters comprise essential studies for the development of the

MWI system to image the axillary region. Chapter 4 proposes an imaging processing

pipeline to create anatomically realistic phantoms of the axillary region and extract

approximate dielectric properties of ALNs from MR images. The used MRI dataset is

detailed and the step-by-step methodology and corresponding results are presented.

An analysis of the estimated dielectric properties of ALNs is presented, considering

100 ALNs from 50 female patients. The resulting repository of axillary region phan-

toms is also described. The chapter finishes by presenting the validation of proposed

methodology with a physical phantom with known dielectric properties in an MRI

scanner.

Chapter 5 firstly presents a simulation-based study with 2D different shapes to

mimic the axillary region, showing the challenges of artefact removal algorithms. Then,

the first experimental prototype developed for imaging the axillary region using MWI

technology is presented. The 3D-printed axillary region phantom used for the per-

formed tests is detailed regarding the used tissue mimicking materials, the antenna

and the measurement setup. The algorithms adopted for imaging the axillary region

and detecting ALNs are detailed and the results are presented and discussed. Lastly,

one of the proposed algorithms is tailored using patient-specific information collected

from MRI exams, which is meant to improve the imaging results in a clinical scenario.

Chapter 6 proposes a complementary methodology based on machine learning

algorithms to assess the diagnosis of ALNs with an MWI system. It describes how the

ALN phantoms were created and simulated in several scenarios. These scenarios are

presented with increased complexity, starting from a simplified case with homogeneous

medium until an approximate realistic axillary region phantom with multiple ALNs.

The classification pipeline is described. Lastly, classification results are presented and

discussed.

Then, as a contribution to breast cancer detection, Chapter 7 presents a preliminary

study of a new breast MWI setup which uses a dielectric lens to focus the energy on the

breast. Firstly, this setup is validated using simulations with a spherical and a realistic-

shaped breast phantom, testing the system with one or two targets. In this simulated

environment, the capability of selecting targets with the lens is evaluated. A safety

evaluation is also performed. Finally, the first experimental tests with the dielectric

lens are presented. A homogeneous and heterogeneous breast phantom are used and

the setup with and without the lens are compared.

Finally, in Chapter 8, a summary of the work and general conclusions of this thesis

are presented, as well as future work.
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1.5 Thesis Contributions

The work developed during my PhD resulted in contributions in different areas of

development of MWI systems aiding breast cancer and ALN diagnosis, as detailed

below. These multidisciplinary studies provide an overview of the main challenges

regarding the development of MWI systems.

• Study of refraction effects on imaging results using air-operated systems. This

study is applied to regular and irregular-shaped phantoms with variable permit-

tivity values of the phantom media, targets size and number of antennas.

• Creation of a methodology to estimate dielectric properties of biological tissues

with limited dielectric property information from MRI scans. Specifically, dielec-

tric properties are estimated from 100 ALNs and a comparison study is performed

with healthy and metastasised ALNs.

• Creation of an open-access repository of 10 anatomically realistic phantoms of

the axillary region with variable numbers of ALNs and Body Mass Index (BMI).

• Validation of the developed methodology for estimation of dielectric properties

with the MRI evaluation of a physical phantom with known dielectric properties.

• Preliminary study of radar MWI system applied to the axillary region, using

simulated 2D planes of anthropomorphic phantoms.

• Feasibility study of an experimental prototype to detect ALNs, which comprises

developing and optimising signal processing algorithms specifically tailored to

ALN detection, and testing an anatomically realistic phantom with ALNs placed

in several positions in a setup mimicking a clinical scenario.

• Electromagnetic exposure risk evaluation of the axillary MWI prototype.

• Study of the performance of classification algorithms to classify between healthy

and metastasised ALNs based on shape and size, using monostatic microwave

signals.

• Preliminary feasibility study of a bistatic MWI radar system for breast cancer

detection using a dielectric lens in a simulated environment. This study evalu-

ates the possibility of using a dielectric lens to focus the energy radiated by the

antenna in specific regions of the breast. A safety evaluation is also performed.

• Experimental evaluation of the proposed bistatic MWI prototype for breast cancer

detection.
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The publications and dissemination activities conducted related to my PhD work

are listed below. They include 3 published journal papers, 1 journal paper under review,

5 published conference papers, and 3 awards.

Journal publications:

1. D. M. Godinho, C. Silva, C. Baleia, J. M. Felício, T. Castela, N. A. Silva, M. L. Or-

valho, C. A. Fernandes, and R. C. Conceição, “Modelling Level I Axillary Lymph

Nodes Location for Microwave Imaging”, (under review in Physica Medica)

2. D. M. Godinho, J. M. Felício, C. A. Fernandes, and R. C. Conceição, “Experimen-

tal Evaluation of an Axillary Microwave Imaging System to Aid Breast Cancer

Staging”, IEEE Journal of Electromagnetics, RF and Microwaves in Medicine and
Biology, vol. 6, no. 1, pp. 68-76, 2022, doi: 10.1109/JERM.2021.3097877

3. D. M. Godinho, J. M. Felício, T. Castela, N. A. Silva, M. L. Orvalho, C. A.

Fernandes, and R. C. Conceição, “Development of MRI-based Axillary Numer-

ical Models and Estimation of Axillary Lymph Node Dielectric Properties for

Microwave Imaging”, Medical Physics, vol. 48, no. 10, pp. 5974-5990, 2021, doi:

10.1002/mp.15143

4. D. M. Godinho, J. M. Felício, C. A. Fernandes, and R. C. Conceição, “Evaluation

of Refraction Effects in Dry Medical Microwave Imaging Setups”, IEEE Antennas
and Wireless Propagation Letters, vol. 20, no. 4, pp. 617-621, 2021, doi: 10.1109/

LAWP.2021.3059162

Conference publications:

1. D. M. Godinho, J. M. Felício, C. A. Fernandes, and R. C. Conceição, “Target

Selection in Multistatic Microwave Breast Imaging Setup using Dielectric Lens”,

16th European Conference on Antennas and Propagation (EuCAP), Madrid, Spain,

2022, doi: 10.23919/EuCAP53622.2022.9768984 (oral presentation)

2. D. M. Godinho, J. M. Felício, C. A. Fernandes, and R. C. Conceição, “Opti-

misation of Artefact Removal Algorithm for Microwave Imaging of the Axillary

Region Using Experimental Prototype Signals”, 15th European Conference on

Antennas and Propagation (EuCAP), Düsseldorf, Germany, 2021, doi: 10.23919/

EuCAP51087.2021.9411134 (oral presentation)

3. D. M. Godinho, J. M. Felício, C. A. Fernandes, and R. C. Conceição, “Study of the

Refraction Effects in Microwave Breast Imaging Using a Dry Setup”, 42nd Annual

International Conferences of the IEEE Engineering in Medicine and Biology So-

ciety (EMBC), Montreal, Canada, 2020, doi: 10.1109/EMBC44109.2020.9176439

(oral presentation)
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4. D. M. Godinho, J. M. Felício, T. Castela, N. A. Silva, M. L. Orvalho, C. A.

Fernandes, and R. C. Conceição, “Extracting Dielectric Properties for MRI-based
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presentation)
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1. D. M. Godinho, J. M. Felício, T. Castela, N. A. Silva, M. L. Orvalho, C. A.

Fernandes, and R. C. Conceição, “Estimating Dielectric Properties of the Axillary

Region from Magnetic Resonance Imaging”, 13th International Congress of Hy-

perthermic Oncology (ICHO), Rotherdam, The Netherlands, 6th to 8th of October

of 2021 (oral presentation)

2. D. M. Godinho, J. M. Felício, C. A. Fernandes, and R. C. Conceição, “Classifi-

cation of Axillary Lymph Nodes Metastasised by Breast Cancer using Microwave

Imaging Signals”, Encontro Ciência, Lisbon, Portugal, 28th to 30th of July of 2021

(poster)

3. D. M. Godinho, J. M. Felício, C. A. Fernandes, and R. C. Conceição, “Optimiza-

ção do algoritmo de remoção de artefactos em imagem por micro-ondas da região

axilar”, 14.º Congresso do Comité Português da URSI, Online Event, Portugal,

2020 (oral presentation and winner of 2nd place of Best Student Paper Award)

4. D. M. Godinho, J. M. Felício, C. A. Fernandes, and R. C. Conceição, “Experimen-
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Microwave Imaging System”, in mini-symposium “MICROWAVES in BIOMEDI-

CAL APPLICATIONS – PART I: Breast Cancer Detection and Monitoring”, 42nd

Annual International Conferences of the IEEE Engineering in Medicine and Biol-

ogy Society (EMBC), Montreal, Canada, 20th to 24th of July of 2020 (oral presen-
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6. D. M. Godinho, J. M. Felício, T. Castela, N. A. Silva, M. L. Orvalho, C. A.

Fernandes, and R. C. Conceição, “Extracção de Propriedades Dieléctricas para
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validação de Protótipo de Imagem por Microondas da Axila”, 13.º Congresso do
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8. D. M. Godinho, “A New Technique to Aid Breast Cancer Diagnosis”, PhD Trans-
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presentation and selected as one of the 26 finalists)

9. D. M. Godinho, J. M. Felício, N. A. Silva, M. Lurdes Orvalho, C. A. Fernan-
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cal Applications of Electromagnetic Fields, Split, Croatia, 2018 (oral presentation

in a Convened Session)
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2 Background

This chapter reviews some important concepts to understand the work developed in

this thesis. Understanding the breast anatomy and breast cancer is essential for the

development of a Microwave Imaging (MWI) system to aid breast cancer diagnosis. In

Section 2.1, the breast anatomy and the types of breast cancer are briefly reviewed. The

anatomy and positioning of Axillary Lymph Nodes (ALNs) are also described.

The fundamentals regarding MWI are reviewed in Section 2.2, from the state-of-the-

art of current imaging prototypes to the dielectric properties and imaging algorithms.

Then, in Section 2.3, the state-of-the-art literature regarding phantom development for

MWI validation is reviewed. In the same section, the main concepts of the generation

of Magnetic Resonance (MR) images and state-of-the-art image processing methods are

explained to understand how one can create Magnetic Resonance Imaging (MRI)-based

phantoms and estimate approximate dielectric properties from this type of images.

Finally, in Section 2.4, a review of the use of machine learning algorithms to classify

targets in MWI is presented, including the commonly used feature extraction methods

and classifiers.

2.1 Physiological Background

The following sections present the physiological background of the breast and ALNs.

2.1.1 Anatomy of the Breast

The breast is a modified skin gland which lies on the chest wall between the clavicle and

sixth to eighth ribs [59] and anterior to the pectoralis major muscle. The female breast

is responsible for producing milk ensuring the nutrition of neonates. It is surrounded

by a skin layer, which is rich in melanocytes in the region of the nipple giving it a

darker colour [60] (Figure 2.1). The composition of the interior of the breast can be

summarised as follows: 1) glandular tissue which includes 15 to 20 lobes (which are

subdivided into lobules) and breast (milk) ducts radiating from the nipple; 2) fibrous

tissue, also called Cooper’s ligament, which surrounds the glandular components and

sustains all breast tissues; and 3) adipose tissue.
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The shape and size of the breast depend on several factors such as genetics, race,

diet, and age. The American College of Radiology defined Breast Imaging-Reporting

and Data System (BI-RADS), an atlas used to classify breast observations in medical

imaging reports [61]. One of its notations used for X-Ray Mammography aims to

classify the breast composition into four categories (a, b, c and d):

a. The breasts are almost entirely composed by adipose tissue;

b. The breasts show areas with fibroglandular density;

c. The breasts present a heterogeneous density;

d. The breasts are extremely dense.

The evaluation of breast density is important mainly for two reasons. Firstly because

breast density affects the performance of imaging modalities (e.g. the sensitivity of X-

Ray Mammography) [5] and imaging results need to be careful analysed, and also

because breast density is a risk factor to develop breast cancer [62].

(a) (b)

Figure 2.1: Healthy breast composition in: (a) coronal and (b) sagittal planes [63].

2.1.2 Breast Cancer

The human body have several mechanisms to control the normal cell functioning. Cells

may divide themselves in several situations replicating their genetic code (i.e. Deoxyri-

boNucleic Acid (DNA)). Mutations are likely to occur in the replication process and the
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immune system is often capable of destroying these cells in a process called apoptosis.

Tumour cells result from the failure of regulatory mechanisms which control how often

and how much cells divide and die. If a mutation occurs when these mechanisms fail,

the immune system response may fail to destroy all the mutated cells, resulting in a

malignant tumour [64].

Benign tumours are an abnormal growth of non-cancerous cells which are limited to

the tissue where they grow. Breast benign tumours include the Lobular Carcinoma In-
Situ and other non-cancerous conditions such as simple cysts and fibroadenomas [65],

[66]. Breast cancer (i.e. malignant tumours) can be classified in two main types: in-situ
and invasive. The in-situ carcinomas are non-invasive cancers, limited to the ducts

(Ductal Carcinoma In-Situ) or to the nipple (Paget’s disease). When cancer cells spread

into the surrounding breast tissues, the cancer is classified as an invasive carcinoma

[65]. If the cancer starts to develop in the ducts it is called Invasive Ductal Carcinoma, if

it starts in the lobules it is called Invasive Lobular Carcinoma. The invasive carcinoma

can be metastatic when it spreads to the blood or lymphatic vessels and distant organs.

Figure 2.2 exemplifies the behaviour of cancer cells in each type of cancer. Cancer cells

proliferation is also characterised by an abnormal increase of vascularisation [67].

(a) (b) (c) (d)

Figure 2.2: Evolution of cancer cells inside a breast duct: (a) Normal duct cells, (b) Ductal Carcinoma In-Situ, (c)
invasive ductal carcinoma and (d) metastatic invasive ductal carcinoma. In (b), the cancer cells (in purple) are
contained within the duct, in (c) those cells have spread through the duct wall into surrounding tissues, and in (d)
the cancer cells have spread to the blood or lymphatic system. Adapted from [68].

One of the most widely used staging protocol is the TNM staging, proposed by the

American Joint Committee on Cancer (AJCC) [65]. In the TNM acronym, T refers to the

size and extent of the tumour, N to the presence of nearby metastasised lymph nodes

and M to the metastases in other parts of the body [65]. The N category is divided in

two subcategories, clinical and pathological staging. The categories vary from 0 to 3

and comprise the level of the metastasised lymph nodes, their mobility, the size of the

metastases and the number of affected lymph nodes. The lymph nodes included in this

staging are the ALNs and the internal mammary lymph nodes. In 2018, the 8th Edition

of the AJCC Cancer Staging Manual added three new criteria to the staging protocol

based on biomarkers [65]. These new criteria include the tumour grade, the expression

of hormone receptors and the presence of oncogene HER2.
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By combining these criteria, breast cancer can be categorised in five stages. Stages 0

to IV can be subdivided in A, B and C categories and result from several combinations

of the TNM information and the new criteria. Figure 2.3 shows a general representation

of four of the breast cancer stages. Stage 0 (not represented in the figure) comprises

non-invasive tumours. Stage I is usually defined by the presence of a small tumour

with no metastases or micro-metastases. Stage II includes tumours with more than

2 cm and/or metastases in lymph nodes. Stage III usually corresponds to situations

where the tumour is larger or there are more metastases. Stage IV is metastatic due to

the presence of metastases in distant organs, and does not depend on the size of the

tumour or number of affected lymph nodes. ALNs metastases occur in some types of

breast cancer in stage II, in most of the types in stage III and always in stage IV [65].

Figure 2.3: Main stages of breast cancer. Adapted from [69].

2.1.3 Axillary Lymph Nodes

Lymph nodes are small organs which are part of the lymphatic system. The lymphatic

system is responsible for transporting lymphocytes and collecting excess interstitial

fluid from the spaces between cells and conduct them as lymph through lymphatic

vessels. Lymph nodes filter particles from the lymph and are a centre of activation,

differentiation and proliferation of lymphocytes [70].

More than 75% of the lymph from the breast is drained to ALNs [60]. ALNs can

be located in three levels, as shown in Figure 2.4(a), based on their relative anatomical

location. Level I ALNs are the first to receive drainage from the breast and are lateral

to the lateral border of the pectoralis minor muscle. They are also surrounded by other

muscles such as the latissimus dorsi in the lateral side, the serratus anterior in the poste-

rior side, and the pectoralis major muscle in the anterior side, as shown in Figure 2.4(b).

Level II are located between the medial and lateral borders of the muscle, and level
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III are medial to the medial margin of the muscle and inferior to the clavicle. Level I

ALNs are usually the first nodes affected by breast cancer metastases, in around 97%

of the cases [71], [72]. Level II and III nodes can have metastases in 22% and 10% of

the cases, respectively. Cases where metastases skip level I nodes are rare and are often

associated with more advanced stages of cancer [73]. The depth of ALNs was reported

to vary from 1 to 12 cm [74], [75].

(a) (b)

Figure 2.4: Anatomical organisation of ALNs levels [76] (left) and simplified representation of lymph nodes relatively
to surrounding muscles (right). Level I are lateral to the muscle border, level II are within the muscle and level III
are medial to the muscle and inferior to the clavicle.

A healthy lymph node has an ellipsoid shape and its size can range from 0.1 to

2.5 cm in its longest axis (Figure 2.5). It is surrounded by a capsule of collagen fibres

and divided into lymphoid follicles where the lymphocytes and macrophages are main-

tained. The afferent lymph vessels carry the lymph into the node on its convex side.

The lymph then moves through the follicles and leaves the node through an efferent

lymphatic vessel which is located in a region called hilum [70], [77].

Metastasised, inflamed or healthy ALNs have overlapping imaging features which

result in unsatisfactory sensitivity and specificity performances [76]. In fact, several

recent studies show a stronger immune response, such as COVID-19 vaccination [78],

may cause highly reactive ALNs. These reactive ALNs present similar characteristics

to metastasised ALNs which may hamper cancer staging in breast cancer patients [78],

[79].

Some authors have been trying to define objective criteria to distinguish healthy

from metastasised ALNs in Ultrasound (US), Computed Tomography (CT) or MR im-

ages in order to maximise the diagnosis accuracy (Figure 2.6). These criteria can be

summarised as follows:

• Size: Studies [80] have presented size thresholds to define whether an ALN is
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Figure 2.5: Structure of a lymph node [70] with its main structures: cortex, follicles and hilum.

healthy or metastasised. However, there is patient variability and healthy ALNs

can be larger than metastasised ones. Size has been mostly useful to monitor the

progression of metastases or the response to treatment in patients with confirmed

carcinomas using US [81]. Chen et al. [82] performed a statistical analysis using

measurements taken from CT images and 1490 ALNs, and verified a shorter-axis

length higher than 9 mm can be used as a feature of metastasised ALNs.

• Shape: While healthy ALNs are characterised by its oval and elongated shape,

metastasised ALNs are often described as spherical. A ratio between the longest

(a) (b) (c)

(d) (e) (f)

Figure 2.6: Examples of lymph nodes (red arrows) in (a,b,c) Ultrasound [10] and (d,e,f) T1-weighted with fat
suppression MR images. Healthy lymph nodes with a fatty hilum (dashed yellow arrows) are shown in (a) and (d),
metastasised lymph nodes without hilum are shown in (b) and (e), and round-shaped metastasised lymph nodes
with hilum (dashed yellow arrows) and increased cortex thickness are shown in (c) and (f).
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(L) and shortest (S) axes are often used to assess the shape of ALNs, such as L/S

< 1.7 [82] for metastasised ALNs, or L/S < 2 [80] and L/S < 1.5 [83] for other

metastasised lymph nodes.

• Hilum: It has similar response to fat tissue and is often identified as an echogenic

(i.e. high intensity) structure in US. An absence of hilum is mostly observed

in metastasised ALNs and is one of the features used to distinguish healthy and

metastasised ALNs. However, some studies have verified hilum may not be visible

in some healthy lymph nodes while metastasised lymph nodes may still show a

hilum [10], [82] [Figure 2.6(c,f)].

• Cortex: Cortex is imaged as a thin and C-shaped structure in healthy ALNs [Fig-

ure 2.6(d)]. Inhomogeneous cortices or an increase of cortex thickness is a sign of

probable metastasised ALNs. A thickness of less than 3 mm is often considered

as normal [82].

• Margins: Healthy lymph nodes have sharp margins, while metastasised ALNs

can present irregular and non-defined margins due to extracapsular spread [10],

[18].

An increase of vascularisation of metastasised ALNs has also been observed in

preliminary studies [84], [85] when compared to healthy or inflamed ALNs.

Computer-aided algorithms for lymph node detection and classification in medical

images are still limited in the literature. Unal et al. [86] used segmentation methods

which assumed lymph nodes had ellipsoid shapes to detect pelvic lymph nodes in MR

images with contrast. However, this methodology was limited to the pelvic region

and the applicability to other regions and to MR images without contrast cannot be

assumed. Barbu et al. [87] presented a detailed lymph node detection method (patented

by Siemens Corporation [88]) which allows to automatically detect axillary, abdominal

and pelvic lymph nodes from 3D CT images. Their results yielded an 83% detection rate

of ALNs. Ha et al. [89] and Liu et al. [90] presented a study with deep learning models

to classify healthy and metastasised ALNs extracted from MR images and obtained

an accuracy performance of 84.3% and 90.9%, respectively. The input images of the

models comprised 2D images of manually segmented ALNs, which would require also

a manual segmentation in clinical practice in order to use these models.

The ambiguity of ALNs features show the need for alternative imaging modali-

ties to diagnose ALNs. MWI has the potential to assess this problem in a screening

exam. However, crucial aspects to the development of such an MWI system were still

unknown before this thesis, namely, the characteristics of the prototype, the optimal

antenna positioning, the interaction between microwaves and the axillary region, and

the dielectric contrast between ALNs and the axillary region tissues. These topics will
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be reviewed in the following sections, which serve as a starting point for the work

developed in this thesis.

2.2 Microwave Imaging

A short introduction to MWI was already presented in Section 1.3 but new concepts

need to be introduced to understand the development of MWI systems. Firstly, theoret-

ical concepts used to characterise radar MWI prototypes are described. Secondly, the

exposure safety assessment which needs to be performed when developing MWI sys-

tems is explained. Finally, the state-of-the-art and theoretical concepts of the artefact

removal and image reconstruction algorithms used for MWI are reviewed.

2.2.1 Prototype Characterisation

MWI systems usually comprise the use of a Vector Network Analyser (VNA), which is

used to generate the microwave pulses. It is directly or indirectly connected through

cables to one or more antennas, which are placed around the part of the body of inter-

est. The effectiveness of the image reconstruction algorithms and consequent target

detection requires a good characterisation of the used antennas and choosing the more

suitable antenna configuration and positioning.

Radar MWI systems can be monostatic or multistatic. In a monostatic configuration,

the signals are transmitted and received by the same antenna, while in a multistatic

configuration each antenna transmits the radar signal, while the remaining antennas

record the scattered signals. Bistatic systems are a particular case of multistatic, where

only two antennas are used. The signals recorded are referred to as reflection or trans-

mission coefficients. The reflection coefficient is often represented by si,j(f ) with i = j

and it is a ratio between the received signal after reflection in the tissues and the in-

cident signal. The transmission coefficient is also represented by si,j(f ) but i , j, and

it is a ratio between the received signal after transmission through the tissues and the

incident signal. In both cases, i and j represent the number of the antenna and s is a

complex signal in frequency domain.

Both monostatic and multistatic configurations have been used in several proto-

types by different groups working in breast MWI [34], [43], [91]–[93]. Both monostatic

or multistatic systems either use moving antennas to scan the body resulting in long

acquisition times or use multiple antennas connected to a Radio Frequency (RF) switch-

ing system that selects which antenna radiates at each time. Systems with multiple

antennas require less acquisition time than the ones that use only one antenna, at the

expense of more complex signal processing algorithms due to coupling effects between

antennas. As an example, Fear et al. [43] presented a monostatic prototype, where

an antenna was moved across 200 positions, taking around 30 minutes to perform a
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full scan. MVG Industries [34], [94] have used a breast imaging system for human

patient studies with a multistatic setup of 18 antennas that moves vertically resulting

in a scan time from 10 to 15 minutes. In contrast, Klemm et al. [92] presented a mul-

tistatic system with 60 antennas which was capable of performing all measurements

in 10 seconds. Another advantage of using multistatic systems is the possibility to use

power amplifiers in order to increase the dynamic range of the measurement, which is

important in situations where the target can have a low amplitude response.

In multistatic systems, more than one interaction between the antennas can be

observed, as illustrated in Figure 2.7. The waves transmitted by one antenna can be

received directly by the other (in blue), they can be immediately reflected at the surface

(in orange) or they can penetrate the body and be reflected by the tissues (in green). The

latter is the interaction of interest in MWI since it allows to reconstruct the image based

on the dielectric contrast between inner tissues of the body. The interaction between

antennas represented in blue is called antenna coupling. During the design of the

antennas configuration and positioning, these coupling effects need to be minimised.

Figure 2.7: Schematic of possible interactions between neighbour antennas. Tx is the transmitting antenna, Rx is
the receiving antenna, the blue arrow represents the direct interaction between both antennas, the orange arrow
represents the signals reflected at the surface of the body and recorded by Rx, and the green arrow represents the
signals of interest to MWI resulting from the reflections of the inner tissues recorded by Rx.

The optimal antenna positioning for MWI depends on the shape of the body region

to image, tissue structures and properties. MWI systems can have planar or circular

antenna positioning. As the name suggests, planar configurations mean that all an-

tennas are placed or scan the body on a plane, while in circular configurations the

antennas are positioned or scan around the body. Conceição et al. [38] compared the

use of planar [33] and circular configurations [91] for breast imaging. When the patient

is in a supine position, the antenna usually performs a planar scan above the region of

interest. When the patient is lying in a prone position, the antenna performs a circular

scan around the pending breast. The authors verified that circular configurations give

generally better results independently of the tumour location. Eleutério et al. [52] used

a planar configuration for ALNs detection. Recently, within my research group, Savazzi
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et al. [56] presented a preliminary study with a quarter circular configuration also for

ALNs detection.

Another component of the systems to consider is the medium between the antennas

and the body. As explained in Section 1.3, air-operated systems have been proposed

to address the sanitation and attenuation issues that immersing part of the body in

a liquid imposes. Figure 2.8 shows examples of air-operated systems reported in the

literature. The prototype presented by Islam et al. [48] consisted of a 9-element antenna

array in a circular configuration around the breast in a multistatic system, using an

RF switching system. It includes a portable stepper motor which allows to rotate the

array in several positions. Vispa et al. [45]’s prototype has two antennas which work

as transmitting and receiving antennas and are swept in several circular positions in

circumferences with different radius. Reimer et al. [51] also proposed a prototype with

two antennas but both are swept in the same radius circumference and can work as a

monostatic or bistatic configuration. In contrast, Felício et al. [49] proposed a prototype

with a single antenna rotating in a circular configuration.

(a) (b)

(c) (d)

Figure 2.8: Prototypes of proposed air-operated microwave imaging systems in the literature. Multistatic systems by
(a) Islam et al. [48] and (b) Vispa et al. [45], (c) monostatic or bistatic system by Reimer et al. [51] and (d) monostatic
system by Felício et al. [49].

There are three main antenna-related characteristics that need to be considered

to minimise and compensate adverse effects inherent to the setup that may hinder

the quality of imaging results: the internal reflections, the “near-field phase centre”

and the electrical distance offset of the antennas. The internal reflections inherent to

any antenna can be the same order of magnitude as the tissues backscattering and

mask the tissues response. The incorrect definition of the “near-field phase centre”
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and the electrical distance offset may affect the distance calculations in image recon-

struction algorithms. Felício et al. [95] have presented strategies to perform a proper

antenna calibration by determining these antenna-related characteristics, and remove

the undesired effects. The internal reflections can be eliminated by subtracting the

measurement of the antenna(s) in free-space from the measurements in the presence of

the body/phantom, while the “near-field phase centre” and the electrical distance offset

of the antenna can be determined by performing an analysis of the antenna response

in specific conditions [95].

2.2.2 Assessment of Electromagnetic Exposure Risk

The safety in terms of electromagnetic fields exposure needs to be evaluated when

designing new radio-frequency devices. Specifically, the safety of MWI systems can be

evaluated using Specific Absorption Rate (SAR). SAR is a measure of the rate at which

energy is absorbed by the human body when exposed to an electromagnetic field and

can be calculated as:

SAR =
1
V

∫
σ (r)|E(r)|2

ρ(r)
dr (2.1)

where V is the volume considered for the calculation, σ is the conductivity measured

in S/m, ρ is the density of the material in the considered volume and E is the root mean

square electric field. SAR is expressed in W/kg.

The International Commission on Non Ionizing Radiation Protection (ICNIRP) es-

tablishes guidelines on limiting exposure to non-ionising radiation. In 2020, these

guidelines were revised and published in a new document [96]. Table 2.1 shows the

current limits for SAR in the microwave frequency band. For the breast and the axillary

region, the SAR for local head/torso applies. In higher frequency ranges, localised

SAR is not applicable, i.e., it does not need to be considered when determining the

compliance of exposure.

MWI usually uses low-power and therefore SAR values are within the acceptable

range, as previous studies have shown for breast [97] or brain [98] imaging. However,

this assessment needs to be performed when developing devices with new antennas

and varying antenna positioning.

2.2.3 Algorithms to Create Microwave Images

The recorded signals from an MWI prototype or simulation can be processed in time or

frequency domains. Several domain-specific algorithms have been proposed in the past

few decades both for image reconstruction [42], [99] and artefact removal [100], [101],

which can provide better or worse results depending on the antenna configuration and

part of the body to be imaged.
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Table 2.1: Limits of electromagnetic exposure defined by ICNIRP [96] for exposures longer than 6 minutes.

Exposure

scenario
Frequency range

Whole-body average

SAR (W/kg)

Local Head/Torso

SAR (W/kg)

Occupational 100 kHz to 6 GHz 0.4 10

> 6 to 300 GHz 0.4 NA

General public 100 kHz to 6 GHz 0.08 2

> 6 to 300 GHz 0.08 NA

NA: Not Applicable.

2.2.3.1 Image Reconstruction

One of the first radar-based image reconstruction algorithm for MWI ever presented

was the Delay-And-Sum (DAS) [33]. The DAS is applied in time-domain signals and

consists of applying a time-shift (delay) to the scattered signals and summing the

resulting signals to obtain the contribution to each voxel, and integrated over a pre-

defined time-window Twin [39]. The time delays are calculated considering the round-

trip distance between each voxel and each antenna position and the average speed of

propagation in the considered medium. If the voxel corresponds to a tumour location

or a structure where there is high dielectric contrast, the signals will add coherently,

resulting in a high intensity voxel. Otherwise, the signals will add incoherently and

the intensity is lower. Generically, DAS can be formulated as follows [39]:

intensity(v) =

 Na∑
i,j

Twin∑
t=0

Si,j(t + τi,j,v)


2

(2.2)

τi,j,v =
(div + dvj)

c
fs (2.3)

where div and dvj are the distances between each voxel v and each antenna position i

and j respectively, accounting for the electrical distance offset of the antenna (dof f ), the

distance travelled in air (dair) and the distance in the new medium (ddiel) considering

the refractive index (ndiel =
√
εdiel), as dair +

√
εdielddiel + dof f . The antenna positions

are defined by the location of its “near-field phase centre”. c is the speed of light, fs
is the sampling frequency, and Na is the number of antennas. In a monostatic system,

Si,j are the reflection coefficients in time-domain with i = j, and in a multistatic system

there are transmission coefficients in time-domain Si,j where i , j.

Several extensions of DAS have been proposed in the literature. Both Improved

Delay-And-Sum (IDAS) [102] and Modified Delay-And-Sum (MDAS) [103] propose

two different methods to calculate a multiplication factor which gives higher weight
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to coherent signals increasing the quality of the image. Channel-Ranked Delay-And-

Sum (CR-DAS) [104] gives a higher weight to the antenna positions closer to the voxels,

assuming the signals recorded by these antennas have more clear information, defined

as wi,j =
M−ranki,j
M(M−1)/2 where M is the number of multistatic signals and ranki,j is the rank

of each antenna pair i, j in terms of distance to the voxel. In the case of monostatic

signals the weight of each antenna can be simplified to wi = Na−ranki
Na

. Delay-Multiply-

And-Sum (DMAS) [42] consists of pairwise multiplying the scattered signals before

summing the signals, which increase the range of resulting intensities, giving higher

weight to the coherent signals. Iterative adaptations of DAS have also been recently

studied [51], which use the fundamentals of Positron Emission Tomography (PET)

image reconstruction.

In this thesis, DAS and CR-DAS are briefly used. The most adopted algorithm in

this thesis is an adaptation of the DAS algorithm for frequency domain, based on the

wave migration algorithm [105]. The algorithm can be written as:

intensity(v) =
[ Na∑
i,j

Nf∑
f

si,j(f )ejk0(div+dvj )
]2

(2.4)

where si,j is the complex signal response in frequency-domain, a vector 1×Nf , where

Nf is the number of frequency points. The wave number k0 is given by 2πf
c for each

frequency point f , with c as the speed of light.

2.2.3.2 Refraction Computation

Refraction is the change in direction of a wave passing from one medium to another,

as a consequence of its change in velocity of propagation. The velocity of propagation

is determined by the permittivity of the medium. In medical MWI, refraction effects

are expected to occur between the media where the antennas are placed (e.g. air) and

the body. The computation of these effects may increase the computational time, and,

consequently, influence real-time image reconstruction.

The effect of refraction can be considered in image reconstruction algorithms through

the calculation of the distances dair and ddiel . Refraction paths can be calculated using

Snell law in vector form, using the following equation [106]:(
1

√
εdiel

î − t̂
)
× N̂ = 0 (2.5)

where î is the unit vector in the incident direction, N̂ is the unit normal vector inside

the sphere, t̂ is the unit vector in the direction of the refracted ray, and εdiel is the

relative permittivity value of the dielectric phantom. This formulation is described in

more detail in Appendix A. Figure 2.9 illustrates the geometry for the propagating rays

with and without refraction.
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Some authors have considered refraction in the calculation of distances in their

algorithms. Wang et al. [107] calculated refraction using Fermat’s principle which cal-

culates the entry point on an arbitrary surface ensuring the path between the antenna

and each voxel corresponds to the lowest electrical path. The algorithm was tested with

a numerical spherical breast with an average relative permittivity of 9 in a frequency

band from 3.1 to 10.6 GHz, and the imaging result was presented. However, the au-

thors did not provide a comparison to images where refraction was not considered nor

presented quantitative performance metrics. Shao et al. [108] presented an imaging al-

gorithm based on phase shift and sum method and assessed refraction calculation with

an algorithm which considers multipath rays between the antenna and each voxel. The

algorithm was validated with a cylindrical phantom in an experimental setup with an

average relative permittivity of 7 in the working frequency band (1.5 to 7.7 GHz). They

compared their algorithm performance to other algorithms but all of them considered

refraction. The study was limited to uniform shapes, thus, the effects of neglecting

refraction in imaging results are still lacking in the literature.

(a) (b)

Figure 2.9: Schematic of the distances used in the image reconstruction algorithm where refraction effects (a) are
not and (b) are considered. dair and ddiel are the distances travelled in air and in the dielectric, respectively.

2.2.3.3 Artefact Removal

Raw microwave signals present artefacts that need to be removed to ensure reliable

image reconstruction. Namely, an artefact removal algorithm is needed to remove high

amplitude artefacts which can be created by the air-body interface (when using with

air-operated MWI systems) or skin response (orange arrows in Figure 2.7). The optimal

removal of such artefacts rely on the following assumptions:

• The artefact responses are an early-time artefact with the highest response which

is recorded before the target response;

• The artefacts recorded by one antenna are similar within the neighbouring anten-

nas, while the target response is usually different among them;
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• The target response corresponds to the subtraction between the full measurement

and an estimation of the artefacts.

An ideal artefact removal consists of using two groups of measurements: one with

the target and another without the target. When subtracting the latter from the former

the target response can be obtained. However, for obvious reasons, this is not possible

in a real situation with patients. One of the simplest artefact removal algorithms is the

rotation subtraction. It consists of subtracting, from each signal, the scattered signal

recorded after shifting the antenna to a neighbouring position (or the scattered signal

of a neighbouring antenna). Some authors have used this algorithm [45], [48], [109] but

it presents limitations when the artefact varies between antenna positions, whether due

to the irregular shape of the body or the variable distance between the antennas and the

body. Another simple algorithm is the average subtraction [99], [108] which consists of

subtracting the average of all measured signals, but it presents similar limitations as

observed with the rotation subtraction algorithm.

More advanced artefact removal algorithms use adaptive filtering techniques [100],

[110], [111] which estimate the early-time artefact response as a filtered combination

of all signals. This type of algorithms can also be applied considering only the neigh-

bouring antennas, which decreases the effect of the distance variability between the

antennas and the body [112]. Ruvio et al. [113] and Felício et al. [49] proposed one adap-

tive algorithm based on Singular Value Decomposition (SVD), which is the algorithm

explored in this thesis.

The scattering matrix M with reflection or transmission coefficients si,j is factorised

using SVD, which applies an orthogonal linear transformation maximising the variance

of the data. The algorithm decomposes the signals into singular vectors that represent

the backscattered responses at different distances from the antenna, e.g. clutter, air-

body interface or skin response, and target response. Considering a real or complex

matrix M of dimensions m×n, SVD computes the factorisation as follows:

M = UΣV∗ (2.6)

where U is anm×m unitary matrix, Σ is anm×n diagonal matrix with non-negative real

numbers σl , for l = 1, . . . ,min[m;n], and V is an n×n unitary matrix. The columns of U
and V are called the left-singular and right-singular vectors of M, respectively, and the

values σl of Σ are called singular values of M. Matrix M can be created as follows: each

column corresponds to the input reflection or transmission coefficient si,j and each row

correspond to each frequency point of each input reflection or transmission coefficient.

The first singular vectors, i.e. the singular vectors with highest singular values,

obtained from SVD represent the highest magnitude reflections which are common

to all signals considered in matrix M. These singular vectors are likely to correspond

to the air-body interface response if that response is similar between all signals. The
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signals without the air-body interface response (Mcal) can be obtained by subtracting

the contribution from the first nsv singular vectors [49]:

Mcal = M−
nsv∑
l=0

σlulv
∗
l (2.7)

The number nsv of singular vectors which need to be subtracted to successfully re-

move the artefacts may vary with the complexity of the body shape. For a monostatic

setup with an anthropomorphic breast model, Felício et al. [49] created an automatic

procedure to find nsv . In order to find nsv for other antenna configurations or applica-

tions, further analysis needs to be completed.

Figure 2.10 shows an example of the response of a reflection coefficient (si,j where

i = j) in spatial domain by applying the algorithm presented in equation 2.4. In this

case, the voxel v is considered as a point in a 1D scenario and its position varies from 0

and 250 mm relatively to antenna i position. The si,j is recorded for a frequency band

from 2 to 6 GHz. Figure 2.10(a) shows the signal over distance, with a high magnitude

reflection corresponding to the surface of the body. Figure 2.10(b) shows the resulting

response after an ideal artefact removal and Figure 2.10(c) shows the resulting response

after an adaptive artefact removal based on SVD. Although the latter has a slightly

lower magnitude signal than the former, the maximum magnitude is located at the

target location.
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Figure 2.10: Examples of artefact removal algorithms performance. (a) shows the original response recorded by
si,j , where i = j, over distance, (b) and (c) show the resulting response after an ideal artefact removal and adaptive
artefact removal with SVD, respectively. The red vertical line indicates the true location of the target.

2.2.4 Performance Metrics

Some metrics have been used to evaluate the imaging algorithms performance, assess-

ing the quality of the detection of the targets under study. The target detection (T) is

calculated considering the value of the voxel with highest intensity of the whole image

(max(T )) and the surrounding voxels connected to that voxel with intensity above half

the maximum (max(T )/2). The remaining voxels correspond to clutter (C), which is
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originated by common and random reflections or unidentifiable sources. The following

metrics are used to evaluate the imaging results obtained in this thesis:

• Signal-to-Clutter Ratio (SCR): Ratio between the maximum intensity of the

detection (max(T )) and the maximum intensity of clutter (max(C)). It is a measure

of contrast between the target and the remaining image. Some authors [93], [114]

define a positive detection when the SCR is higher than 1.5 dB.

• Signal-to-Mean Ratio (SMR): Ratio between the maximum intensity of the de-

tection (max(T )) and the mean intensity of the clutter (mean(C)). It measures

how easily the target can be identified within the image.

• Full Width Half Maximum (FWHM): Average distance between the coordinates

of the maximum intensity of the detection and the voxels where the intensity

drops to half (max(T )/2) in all dimensions of the image. It measures the extent of

the detection and can be comparable with the dimensions of the target.

• Localisation Error (LE): Distance between the coordinates of the maximum inten-

sity of the detection (max(T )) and the true location of the target. It measures the

effectiveness of detecting the target in the correct position and can be considered

acceptable if it is within the dimensions of the target.

2.3 Evaluation of Microwave Imaging with Phantoms

Anatomically realistic phantoms of the body are essential to complete a pre-clinical

validation of medical MWI systems. These phantoms must represent the true dielectric

behaviour of the tissues and the true shape and sizes of the structures of interest under

examination. In the following sections, the relevant concepts for the development of

such phantoms are presented. Firstly, the state-of-the-art of the dielectric properties of

breast tissues and ALNs are reviewed. Secondly, the most used phantoms and tissue

mimicking materials for pre-clinical MWI validation are described, including MRI-

based phantoms. Finally, the basic concepts of MRI and image processing algorithms

are reviewed.

2.3.1 Dielectric Properties

The interaction of biological tissues with electromagnetic fields is described by their

dielectric properties. The information about the dielectric properties of the tissues one

wants to image is relevant to perform feasibility studies of a new MWI device. The

detection of targets in MWI is possible when there is dielectric contrast between tissues

at microwave frequencies. Relative permittivity and conductivity are the most relevant

dielectric properties at microwave frequencies, and largely depend on the water content
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of the tissues. The complex relative permittivity, which corresponds to the dielectric

constant, varies over frequency (ω) and is defined as follows:

ε∗(ω) =
ε
ε0

= ε′r(ω)− jε′′r (ω) (2.8)

where ε is the complex absolute permittivity, and ε0 = 8.854 × 10−12 F/m and corre-

sponds to the permittivity of free-space. The real part of the relative permittivity (ε′r) is

often called “relative permittivity” and is a measurement of how much energy from an

external electric field is stored in a material [115]. The effective electrical conductivity

(σ ) is related to the dissipation of energy [115], is measured in Siemens per meter (S/m)

and can be retrieved from the imaginary part of permittivity (ε′′r ) through the following

equation:

σ (ω) = ωε0ε
′′
r (ω) (2.9)

The ratio between ε′′r and ε′r is called dissipation factor or loss tangent and is often

represented by tanδ [115].

The frequency-dependent dielectric properties measurements are commonly fitted

by Debye or Cole-Cole models, written as follows:

ε∗(ω) = ε∞ +
∆ε

1 + (jωτ)1−α +
σs
jωε0

(2.10)

where ε∞ is the permittivity at ω =∞; ∆ε = εs − ε∞ where εs is the static permittivity;

σs is the static conductivity at ω = 0; τ is the relaxation time constant, which is the

time required for the displaced system, aligned with an electric field, to return to 1/e

of its equilibrium value; and α allows to describe different spectral shapes. These five

parameters are the Cole-Cole parameters which are calculated through the least-square

fitting of measured data. The Debye model is defined by the same equation with α = 0.

The dielectric properties of biological tissues have been widely studied in the last

decades [116]. The most used conventional technique to measure dielectric properties

of biological tissues is the Open-Ended Coaxial Probe (OECP) which measures the

reflection coefficient (s1,1) which is then used to calculate the complex permittivity

ε∗(ω). There are several uncertainty factors which might affect the accuracy of the

OECP [117], [118], which includes the amount of pressure done to the tissues with

the probe, and the level of hydration and temperature of tissues. Some guidelines

have been recently suggested to ensure a correct interpretation of dielectric property

measurements [119]. Most studies are performed using ex-vivo measurements, which

have raised some concerns regarding the reliability of these results [120], [121] mainly

when stability of tissue hydration is not ensured [122]. So ex-vivo measurements need

to be carefully analysed when extrapolated to in-vivo scenarios. Additionally, one of the

main challenges of the OECP is the measurement of heterogeneous structures since the

original design of this technique assumes the tissue under test is homogeneous [123].

The results of measurements of heterogeneous tissues have been recently associated to
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corresponding histology composition [124]–[126]. Authors have also shown each tissue

does not contribute equally to the measured coefficient [127] and a recent study [128]

showed tissues can shrink by up to 90% during histology, which might decrease the

accuracy of the analysis.

Despite these challenges, there are some studies using OECP which are a reference

for dielectric properties of the breast. One of the most comprehensive studies of breast

dielectric properties was performed by Lazebnik et al. in ex-vivo samples. In a first

paper [125], the authors focused on analysing the properties of normal breast tissues

which included glandular, fibrous and adipose tissues. They performed the analysis

considering 354 measurements in the frequency range from 0.5 to 20 GHz from patients

undergoing breast reduction surgery. The samples were histologically analysed and

were divided into three groups according to their tissue composition:

• Group 1 contained samples with 0-30% adipose tissue, corresponding to high

water content samples and more fibroglandular tissue;

• Group 2 contained samples with 31-84% adipose tissue;

• Group 3 contained samples with 85-100% adipose tissue, corresponding to low

water content samples.

In a second paper [126], the authors addressed the differences between healthy, be-

nign and malignant breast tissues. They performed the analysis of 160 samples (85

normal, 10 benign and 60 malignant) using the same frequency band (0.5 to 20 GHz).

Due to the limited number of benign samples, no statistical analysis was performed

with those samples. The malignant measurements were also grouped according to the

percentage of malignant tissue. In order to ensure the number of samples included in

the analysis of malignant tissues was representative, only samples with a minimum

of 30% malignant tissue content (49 samples) were considered for analysis. The mea-

surements from the limited number of samples with minimum 50% or 70% malignant

tissue were not visibly different from the ones with lower content. Figure 2.11 shows

the first and third quartiles and median curves of measurements with the malignant tis-

sues and Group 1, 2 and 3 of healthy tissues after a Cole-Cole model fitting. At 5 GHz,

the authors verified a contrast of only 10% between Group 1 (mostly fibroglandular

tissue) and malignant tissues.

More recently, Sugitani et al. [124] measured 102 breast samples with adipose, nor-

mal and malignant tissues from 0.5 to 20 GHz. An average contrast between malignant

and normal tissues higher than the 10% reported in Lazebnik’s study was observed.

However, lower contrast was observed in some intra-patient measurements. The au-

thors also studied the volume fraction of tumour cells, which was quantified using

photomicrograph images of histology. They verified a direct correlation between the
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(a) (b)

Figure 2.11: Relative permittivity (left) and effective conductivity (right) of the measurements of normal and
malignant breast tissues by Lazebnik et al. [126] over the frequency band from 0.5 to 20 GHz. The plots represent
the first quartile (dotted line), median (solid line) and third quartile (dashed line) curves of each group: cancer
tissue (more than 30% malignant tissue), group 1 (0-30% adipose tissue), group 2 (31-84% adipose tissue), and
group 3 (85-100% adipose tissue).

volume fraction of tumour cells and dielectric properties, where a change of 0.5% of

cell volume could result in a higher contrast of more than 10%.

Martellosio et al. [129] performed a similar study to Lazebnik et al.’s [125], [126]

increasing the frequency range of study to 0.5 to 50 GHz. The authors conducted mea-

surements in 166 samples of normal and 56 samples of tumourous tissues. The type

of tumour was analysed in histology but no details were provided during the study. In

the entire frequency range, the results showed a 20% to 30% contrast between high

density healthy tissues and tumorous tissues, 45% to 55% contrast between medium

density and tumorous tissues, and 80% to 90% contrast between low density and tu-

morous tissues. Considering how much the measured values of dielectric properties of

healthy and unhealthy tissues intersected, the authors obtained a sensitivity of 86.5%

and specificity of 73% on distinguishing both tissues in the entire frequency range.

The first study of dielectric properties measurements in lymph nodes was presented

by Joines et al. [130], where only six metastasised lymph nodes were measured in a low

frequency range from 50 to 900 MHz. Later, Choi et al. [57] performed measurements

in 27 ALNs and 7 pure cancer tissues from 12 human patients in the frequency band

from 0.5 to 30 GHz. They showed that both cancer tissues and metastasised ALNs

have different responses from healthy ALNs, with a contrast of around 65% at 5 GHz,

as shown in Figure 2.12. However, a detailed histology analysis was not presented

neither was the accuracy of the measurements given the heterogeneity of the samples

discussed.
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(a) (b)

Figure 2.12: Relative permittivity (left) and effective conductivity (right) of the measurements on healthy and
metastasised ALNs, and cancer tissue by Choi et al. [57].

Cameron et al. [58] performed 30 measurements of 23 ALNs from 14 human pa-

tients in both external and cross-section surfaces. A large variability of relative per-

mittivity values was observed within all measurements (5 to 55, at 5 GHz). They

observed the measurements were highly affected by the adipose tissue surrounding the

ALNs. Figure 2.13 shows the dielectric properties of 2 healthy and 1 metastasised ALNs.

Healthy ALN 1 had 40% and 20% adipose tissue while Healthy ALN 2 had 47% and

10% adipose tissue, in the surface and cross-section measurements, respectively. The

higher content of adipose layer on external surfaces measurements resulted in lower

relative permittivity and conductivity. The Metastasised ALN 1 sample was measured

with 34% and 60% of tumour content in the external and cross-section surfaces, re-

spectively. No quantification of adipose content was reported in this case in order to

explain the relationship between both healthy and metastasised ALNs. Additionally,

the results were not conclusive due to the reduced number of measured samples and

reported analysis.

Recently, Savazzi et al. [55] conducted a dielectric property study with 11 ALNs from

9 human patients and 8 ALNs from 2 sheep in the frequency range from 0.5 to 8.5 GHz.

All ALNs were healthy verified pathologically. The human ALNs samples could not

be punctured due to clinical constraints and these were only measured on the external

surface in 3 to 5 points. The range of relative permittivity values was similar to the

one of Cameron et al.’s study [58]: 5 to 55, at 5 GHz. The measurements were divided

in three groups based on the range of relative permittivity values: Group 1-10, Group

10-40 and Group 40+. Group 1-10 corresponded to samples highly affected by adipose

tissue and, therefore, the group was removed from the study. The authors suggested

that measurements of Group 40+ are closer to the true ALN dielectric properties for two

reasons: they corresponded to the samples where a larger amount of nearby adipose
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(a) (b)

Figure 2.13: Relative permittivity (left) and effective conductivity (right) of the measurements on healthy and
metastasised ALNs by Cameron et al. [58].

tissue was successfully removed by the surgeon; and the measurements in this group

showed a higher consistency across the same sample.

The sheep ALNs were measured both at the external and cross-section surfaces.

They presented relative permittivity values ranging from 18 to 55 on the external

surface and around 45 to 60 on cross-section surface at 5 GHz. The cross-section mea-

surements with sheep ALNs showed higher dielectric properties than measurements

with human ALNs on the external surface. Figure 2.14 shows the Cole-cole models

fitted to the mean of the measurements of both Group 10-40 and Group 40+ of human

ALNs and cross-section of sheep ALNs.

(a) (b)

Figure 2.14: Relative permittivity (left) and effective conductivity (right) of the measurements on healthy human
and animal ALNs by Savazzi et al. [55].

Yu et al. [131] measured human intrathoracic lymph nodes (178 healthy and 41
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metastasised) removed from lung cancer surgeries of 76 patients. Although the vari-

ability of the measurements was not shown in detail, the standard deviation showed a

larger variability in healthy lymph nodes than in metastasised lymph nodes. Statistical

tests demonstrated that differences between healthy and metastasised lymph nodes

within the considered frequency range were significant. The results showed metasta-

sised lymph nodes presented higher dielectric properties than healthy lymph nodes.

However, the contrast decreases with frequency (from 19.8% to 18%) and the frequency

range (1 MHz to 4 GHz) does not cover all the frequencies of interest for MWI appli-

cations (in most cases typically comprised in the 0.5 to 8 GHz range). Also, the cancer

and LNs in the thorax region may not be comparable with ALNs metastasised by breast

cancer.

In summary, there is still uncertainty regarding the level of contrast between ma-

lignant and glandular breast tissues and information about the dielectric properties of

lymph nodes is still limited.

2.3.2 Phantoms and Tissue Mimicking Materials

MWI systems have been developed using simplified phantoms (e.g. spherical or cylin-

drical phantoms in the case of the breast) [110], [132] or MRI-based anthropomorphic

phantoms. The latter are essential to ensure correct validation of MWI systems.

Numerical phantoms allow testing and validating algorithms in a more controlled

environment using electromagnetic simulations. Several authors created MRI-based

numerical breast phantoms for MWI validation [133]–[138] and three of them have

shared them with the community. Zastrow et al. [133] provided an online repository

with 9 MRI-based anatomically realistic breast numerical phantoms. This repository

comprises healthy breasts divided in the four BI-RADS categories of breast density.

Each breast is segmented into skin, muscle, and three levels of adipose and fibroglan-

dular tissues inspired by the Group 1 and Group 3 curves of Lazebnik et al.’s paper [125]

(see Section 2.3.1). Omer et al. [139] also created a repository with 12 breast numerical

phantoms of 6 patients, one of them with carcinoma in the left breast. This repository

provided phantoms in different format files and adaptable to vary the complexity of the

phantom through different clusters of fibroglandular tissue. More recently, within my

research group, Pelicano et al. [138] presented a repository with MRI-based numerical

breast models and tumours.

Axillary region phantoms are more limited in the literature. Conceição et al. [140]

implemented an algorithm to create a model of the axillary region, using CT data

from Champalimaud Foundation. This was a preliminary study where the K-means

clustering algorithm was used to segment tissues. However, these CT scans had low

resolution between slices. Virtual population models [141] also include the axillary

region but have limitations for MWI use. Namely, the positioning of the arm does not
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allow a direct access to the axillary region, which is needed in an MWI device, and the

model does not present variability of ALN shapes and pathology status.

The tissue dielectric properties are often associated to these numerical phantoms

created for MWI validation. The dielectric properties are defined considering an av-

erage value for each tissue [137], [139] or considering an interpolation between voxel

intensities of MRI and known dielectric properties curves [99], [133], [135], [138].

In more advanced steps of development, experimental validation of MWI systems

becomes crucial and appropriate physical phantoms need to be developed. Generally,

physical phantoms can be divided in two groups depending on the type of tissue mim-

icking materials used: solid phantoms and compartment phantoms filled with liquids.

In solid phantoms, each tissue is mimicked using solid mixtures with similar dielec-

tric properties to the tissue of interest. Some authors have used TX151 with polythene

powder and different amounts of water [103], gelatin and oil [142], or mixtures of

carbon black, graphite and polyurethane [143], [144]. The dielectric properties of

TX151-polythene powder-water mixtures can be unstable due to water evaporation,

while gelatin and oil mixtures are sensitive to the environment and its shape can de-

teriorate in a short amount of time [145]. Carbon black, graphite and polyurethane

mixtures are known for preserving dielectric properties over time but the creation of

homogeneous mixtures with high dielectric properties can be challenging and limits

the creation of complex shapes [146].

Compartment phantoms are the mostly used phantoms and comprise shells delimit-

ing the different tissues cavities. Each compartment is then filled with a liquid mixture

mimicking the corresponding dielectric properties of the tissue [147], [148]. Joachi-

mowicz et al. [145] presented methodologies to achieve suitable mixtures of Triton®

X-100 (TX-100) surfactant, water and salt (NaCl) which mimic the dielectric properties

reported by Lazebnik et al.’s papers [125], [126] for breast adipose, fibroglandular and

tumour tissues. Although liquid tissue mimicking materials are practical to use, they

need to be carefully conserved in order to avoid water evaporation and consequent vari-

ation of dielectric properties. Rydholm et al. [149] have shown concerns regarding the

effects of plastic shells of compartment phantoms in imaging results but other authors

[55] have shown the differences with a numerical phantom with and without plastic

are negligible.

A 3D-printed version of one breast phantom of Wisconsin-Madison repository was

firstly presented by Burfeindt et al. [147] with cavities for adipose and fibroglandular

tissue, and then adapted by Joachimowicz et al. [148] who added cavities to insert a

tumour phantom. Recently, Reimer et al. [150] created 3D-printed phantoms of the

remaining numerical phantoms. A first physical phantom of the axillary region was

created by Savazzi et al. [55] from a CT image. This comprises compartments of the

torso (partially), the muscles (including pectoralis minor and major muscles, latissimum
dorsi, serratus anterior, and rib-cage muscles) and lung (partially), and a 3D-printed
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solid bone structure. The lymph nodes were created as hollow ellipsoids, which can

be filled with the suitable tissue mimicking liquid and can be attached to the muscle

structure using a nylon string.

2.3.3 Magnetic Resonance Imaging for Phantom Development

As mentioned in Section 2.3.2, many numerical and physical phantoms are based on

MR exams and several authors have used MRI information to model the dielectric

properties of the tissues within the phantoms [99], [133], [135], [137]–[139]. In this

thesis, we explore this methodology further to estimate the dielectric properties of

ALNs. In this section, the basic concepts of MRI are explained in order to understand

how a direct relationship between dielectric properties and voxel intensities can be

assumed and how MR images are processed in order to create anthropomorphic models.

2.3.3.1 Main Concepts of Magnetic Resonance Imaging

MR images are based on the magnetisation of the angular momentum of Hydrogen

nuclei by applying a static magnetic field (B0) and magnetic field gradient (B1). Several

different sequences of excitations are used to give different information about different

tissues allowing the visualisation of different tissues and detection of several patholo-

gies.

The magnitude of the MR signal is related to the longitudinal magnetisation in-

crease and the transverse magnetisation decrease which are often called T1 recovery

and T2 decay, respectively (Figure 2.15). T1 recovery is caused by the energy exchange

between the nuclei and the surrounding environment and T2 decay is caused by the

magnetic fields of nuclei interacting with each other. The rate of recovery and decay

are called relaxation times. Each tissue has different T1 and T2 relaxation times, which

depend on the inherent energy of the tissue, how closely packed the molecules are and

how well the molecular tumbling rate matches the frequency defined by the B0 field

(Larmor frequency) [151], [152].

Larger molecules like fat, which contain atoms of hydrogen closely packed with

carbon and oxygen atoms, have slow molecular tumbling rates. The tumbling rate

matches the Larmor frequency and therefore the energy exchange from hydrogen nuclei

to the surrounding atoms is higher, which allows the T1 recovery to be relatively fast.

Since atoms are closely packed, the interaction between nuclei is more likely to occur,

which means the T2 decay is fast. Water molecules (H2O) are usually spaced apart

and their tumbling rate is relatively fast. This means it has both low T1 recovery

and T2 decay since the energy exchange from hydrogen nuclei and the surrounding

environment is low and the interactions are less likely to occur, respectively. These

differences are exemplified in Figure 2.16.

37



CHAPTER 2. BACKGROUND

Images with different contrast, such as T1-weighted (T1-w) and T2-weighted (T2-w)

images, can be obtained by varying acquisition parameters, namely Repetition Time

(TR) and Echo Time (TE). Since each tissue has its own magnetisation curve, the

amplitude of the signal is different for each acquisition time.

Figure 2.15: Magnitude of longitudinal and transverse magnetisation [151].

(a) (b)

(c) (d)

Figure 2.16: T1 and T2 relaxation times in both fat and water. (a) and (b) show the longitudinal magnetisation
and T1 relaxation time and (c) and (d) show the transverse magnetisation and T2 relaxation time in fat and water,
respectively [151].

One of the main image sequences used in the work developed in this thesis is the

Dixon sequence [153]. The Dixon sequence [153] is not often considered in breast

screening protocols because there are other sequences with faster acquisition that give

similar clinical information. However, it has several advantages for image processing.

It provides four set of images with different contrasts between tissues, which allows

combining different image features. Several variations of this technique have been

38



2.3. EVALUATION OF MICROWAVE IMAGING WITH PHANTOMS

presented but the original implementation consisted in acquiring images when both

water and fat molecules had their angular momentum in phase (Dixon-IN) and when

they were in opposed-phase (Dixon-OPP). The Dixon-Fat (Dixon-F) image is obtained

from the difference between Dixon-IN and Dixon-OPP, and Dixon-Water (Dixon-W)

image is obtained by summing both images. The inherent image combination between

Dixon-IN and Dixon-OPP images reduces the artefacts due to inhomogeneities of the

magnetic field.

Figure 2.17 shows examples of Dixon-W and Dixon-F images obtained with T1-w

and T2-w Dixon sequences. The relation between intensities on each type of image is

summarised in Table 2.2. In general, in T1-w images, the voxel intensities are directly

related to the amount of Hydrogen nuclei present in tissues, not only free water, and in

T2-w, higher voxel intensities are directly related to free water content. T1-w Dixon-W

provides a good contrast between tissues, except between muscle and bone, while T2-w

does not.

(a) (b)

Figure 2.17: Identical axial slices of (a) T1-w Dixon-W and (b) T2-w Dixon-W images. The voxel intensities are
related to the water content of tissues and are different between the sequences.

2.3.3.2 Image Processing Algorithms

The state-of-the-art of image processing algorithms is vast but there are some algo-

rithms which are commonly used for processing MR images, whether to improve the

image quality or segmenting tissues. In the following sections, pre-processing and

segmentation algorithms used in this thesis are described.

Inhomogeneity Artefacts Removal One of the main artefacts in MR images is the

inhomogeneity of intensities of the same tissue within the image, which is often called

bias field. The bias field is an artefact produced during the MRI acquisition due to the

magnetic field, the patient and coil positions. This effect is observed mainly on the body
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Table 2.2: Summary of image qualitative intensities in Dixon-W images.

Qualitative intensity in Dixon-W

Tissue T1-w T2-w

Water Light Grey Bright

Fat Dark Dark

Bone Dark Grey Dark Grey

Cartilage Bright Dark Grey

Muscle Light Grey Dark Grey

Air Dark Dark

Skin Light Grey Dark Grey

Fibroglandular Light Grey Light Grey

Lymph Nodes Light Grey Bright

parts further away from the coil and when the body is not symmetrically positioned

relative to the coil.

Many bias field removal algorithms have been proposed, mainly for brain appli-

cations [154], [155]. A point-by-point methodology for bias field removal was also

presented for breast bias field removal [135] but, since it is not an automatic process,

this is not viable for larger volumes of the part of the body under study. An algorithm

called N4 bias field removal [156], which is based on an improved non-parametric

non-uniform intensity normalisation, has also shown promising results in removing

bias field from breast MR images [137].

Considering a noise-free image, the N4 algorithm [156] can be written in the form

v(x) = u(x)f (x), where v is the original image, u is the image without bias field and f is

the bias field. The algorithm iteratively estimates the resulting image without bias field

using a B-spline approximator, which creates smooth surfaces considering reference

points of the image.

Noise Removal MR images are often corrupted by noise, such as Gaussian noise or

salt and pepper noise, which result from inherent limitations of the acquisition system.

The amount of noise can vary with field strength or voxel volume.

Spatial filters can be used for image noise removal and are applied by scanning the

original image voxel by voxel considering the neighbour voxels defined by a kernel. The

resulting voxel value can be calculated by applying the convolution between the voxels

of the original image and the kernel, or by applying specific calculations to the voxels.

The resulting image can be defined as a 3D function g(x,y,z). The 3D-convolution

between the original image f (x,y,z) and a filter of size (2a+ 1)× (2b + 1)× (2c + 1) for
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each position (x,y,z) can be written as:

g(x,y,z) = h ∗ f (x,y,z) =
a∑

dx=−a

b∑
dy=−b

c∑
dz=−c

h(dx,dy,dz)f (x+ dx,y + dy,z+ dz) (2.11)

where h(dx,dy,dz) is the weight of the filter position (dx,dy,dz).

The conventional spatial filters used for image noise removal include the Gaus-

sian and median filters. Both filters are able to remove isolated high intensity voxels

and smooth transitions. The Gaussian filter is based on the Gaussian 1D-function

G(x) = 1√
2πσ

e
− x2

2σ2 , where σ is the standard deviation, which can be adapted for higher

dimensions. Figure 2.18 shows an example of a 2D-convolution of an image with a

Gaussian filter with σ = 1 for a specific pixel. The median filter calculates the median

of the voxels in the considering kernel size. Considering the example of Figure 2.18,

the resulting value of the highlighted pixel after applying a median filter corresponds

to the median of [23,22,21;20,50,25;27,30,25] which is 25. The median filter is quite

effective for salt and pepper noise removal and causes less blurring effects than the

Gaussian filter.

Figure 2.18: Example of a 2D spatial Gaussian filter of dimensions 3× 3 with standard deviation σ = 1 applied to
the highlighted pixel of a 2D image. f (x,y) represents the original image, h(x,y) represents the Gaussian filter and
g(x,y) is the resulting image.

Morphological Operations Morphological operations are non-linear operations which

quantify shape or structural features in images. Although they can be applied to grey

scale images, they are commonly used to process binary images and can also be used

for noise removal.

The most common operations are called erosion, dilation, opening and closing and

result from scanning an original binary image A with a structuring element S which

can vary its shape [157]. Figure 2.19 shows an example of the four operations where

the structuring element is a cross. The erosion operation removes the boundaries of
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a binary object as well as isolated points. A voxel (x,y,z) becomes 1 in the resulting

image only if the structuring element S is contained in the original image A:

A	 S = {(x,y,z) : S(x,y,z) ⊂ A} (2.12)

Dilation, as opposed to erosion, increases the size of the objects. A voxel (x,y,z)

becomes 1 if at least one element under S is 1, which results in the union between S

and A at each voxel:

A⊕ S =
⋃

(x,y,z)∈A
S(x,y,z) (2.13)

Opening and closing are two common compound operations which are the combina-

tion of erosion and dilation. Opening results from an erosion followed by a dilation and

is often used to remove noise, while maintaining the overall shape of the objects. Clos-

ing is used to close small holes inside the objects and results from a dilation followed

by an erosion.

(a) (b)

(c) (d) (e) (f)

Figure 2.19: Examples of morphological operations applied to a binary 2D image. (a) represents the original image,
(b) the structural element, resulting images after (c) erosion, (d) dilation, (e) opening and (f) closing operations.

Segmentation Segmentation algorithms are conventionally used to separate objects

in digital images and can be divided in different categories based on their fundamentals.

Thresholding, region-based and clustering methods are briefly described in this section,

as a thorough description is out of the scope of this thesis.
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Thresholding methods are computational fast algorithms which may provide sat-

isfactory results. They can be used in a simple scenario where one wants to separate

one object or multiple objects from the background. These methods consist of divid-

ing the image in two classes (C1 and C2), by replacing each voxel of the image by 1 if

the intensity value is greater than a defined threshold t and by 0 otherwise. In man-

ual thresholding, the threshold t is empirically defined by the user considering prior

knowledge, while other automatic thresholding methods use iterative processes to find

the optimal value of t.

One of these automatic methods is the Otsu’s thresholding [158] which is well-

known for several applications including medical imaging segmentation [137], [159].

Otsu’s method finds the optimal threshold through an iteration process aiming to

maximise the inter-class variance (σ2
B(t)) of the histogram of an image.

The Gaussian Mixtures Model (GMM) has also been used to segment adipose and

fibroglandular tissues in breast MR images [133]–[135]. This algorithm comprises the

fitting of two Gaussian curves to the histogram and uses the mean, standard deviation

or FWHM to define a threshold t.

Region-based methods can be useful to segment multiple objects by considering the

similarity of surrounding voxels. Region-growing algorithm is one of the most well-

known region-based methods. Given a seed (i.e. the coordinates of a voxel) and the

similarity feature (e.g. intensity value range, texture, colour), this algorithm segments

the surrounding voxels as part of the region around the seed.

Connected-component labelling [160], as opposed to region-growing algorithm,

does not need a seed to segment the objects. For grey-scale images, a similarity feature

needs to be given, while for binary images, no additional input is needed. The algo-

rithm consists of scanning the image considering an S structure element which defines

the neighbouring voxels. Generally, the implementation of this algorithm can be de-

scribed as the following: 1) the algorithm assigns one label to each voxel and creates an

equivalence table which saves the labels of the neighbouring voxels; 2) Then, the label

of each voxel is updated based on the equivalence table for the minimum label within

each group of neighbours. Figure 2.20 shows an example of this algorithm.

Clustering methods are machine learning-based algorithms and can be used when

one wants to segment multiple objects in one image based on its intensity values or

other features, other than the voxels location. Clustering methods are non-supervised

learning algorithms, which means that only the data is provided to the algorithm, i.e.

no labels are provided. In medical imaging applications, the most commonly used

clustering method for segmentation is K-means. K-means has shown good results

handling MRI intensity inhomogeneities and noise [161] for brain tumor segmentation

[162], and breast tissues segmentation [136]. K-means iteratively separates the data

into K clusters/groups minimising the distance of the cluster centre (i.e. mean of the

cluster) and each point of the cluster. It requires a dataset of one or more features
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(a) (b)

(c) (d)

Figure 2.20: Example of a connected-component labelling algorithm applied to a binary 2D image. (a) represents the
original image, (b) represents the structural element defining the neighbouring pixels, (c) represents the resulting
image after the first scan with an equivalence table, and (d) represents the final image which segmented 6 objects
based on their location.

and a parameter K which defines the number of clusters. K-means algorithm can be

described in the following steps:

1. Randomly select K data points as the initial cluster centres;

2. Each data point is assigned to the closest cluster centre based on the shortest

Euclidean distance;

3. The cluster centre is updated calculating the mean of the resulting clusters;

4. Step 2) and 3) are repeated until no further change of the cluster centres is verified.

In medical images, the common procedure is to use the intensity values as a single

feature and the K parameter roughly corresponds to the number of tissues to segment.

Other versions of this algorithm such as fuzzy C-means have also been developed.

Contrarily to K-means, in fuzzy C-means, each data point has a probability value to

belong to each cluster, which means each data point can belong to more than one cluster

[163].
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IMAGING

2.4 Supervised Machine Learning applied to Microwave

Imaging

MWI signals carry different signatures depending on the observed target (e.g. tumour)

and/or dielectric contrast. These signatures can be identified by Machine Learning

(ML) algorithms and used to create models which can predict distinct scenarios. The

information given by these algorithms can be important to complement imaging re-

sults. It can be used to differentiate between healthy from unhealthy tissues, or to help

classifying multiple targets (e.g. tumours), since the main information in the image is

their intensity value and may be challenging to interpret. Ultimately, when the quality

of radar-based microwave images is hampered by other body structures, ML can also

provide additional information that can not be observed in the reconstructed images

with traditional algorithms (as the ones presented in Section 2.2.3). This information

can be either used to feed image reconstruction algorithms, e.g. as has been done for

head [164] or breast MWI [165], or to help the clinicians interpret the images and

produce a preliminary diagnosis.

In particular, ML algorithms have been used to assess breast tumour detection i.e. to

classify whether a breast has or does not have a tumour [166]–[169]. Another approach

followed by other authors was to classify breast tumours as benign or malignant [170]–

[174]. In these papers, the benign and malignant phantoms were created with distinct

shapes and sizes. Benign tumours are often represented as round, while malignant

tumours are represented as spiculated. Teo et al. [175] and Chen et al. [176] observed

these phantom features have an effect on MWI signals. Accuracy values up to 96%

were obtained when classifying benign and malignant tumour phantoms in simplified

homogeneous breast phantoms [174]. Classification is more accurate when classifying

tumours based on their sizes rather than their shape [170]. Recently, this type of

algorithms has been implemented in prototypes used in clinical trials [94], [177], by

estimating the probability of malignancy of breast masses and considering features

extracted directly from microwave images. The breast tumours were classified with

a 88.5% of accuracy [94]. These papers presented methodologies which can also be

applied to lymph node classification in MWI prototypes based on their morphological

features (see Section 2.1.3). To the best of my knowledge, no lymph node classification

using MWI signals was ever performed.

In supervised learning, ML models receive the features of the data and their labels,

which contain the class information of each data point, as input. In a binary classifica-

tion, the classes can be, for instance, benign or malignant, or healthy or metastasised.

The models are created through a training process which iteratively finds the patterns

within each class in the given data. To perform the training process, the data can be

divided into training, testing and validation set. The terminology of this division is
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often interchanged in different research areas, but in this thesis they are defined as

follows. The training set is used to train the classification model, based on the given la-

bels, and the testing set is used to evaluate the performance of the model and optimise

the classifier hyperparameters. The validation set corresponds to unseen data which

gives a final performance evaluation of the created model.

A process named cross-validation is often used to generalise the results. One of

the most common types of cross-validation is K-fold cross-validation. It consists of

dividing the dataset into K groups, and perform K training iterations where K − 1

groups are used for training and the remaining group is used for testing, ensuring the

whole dataset is tested and each observation is tested only once. Leave-one-out cross-

validation is a particular case of K-fold cross-validation where K is equal to the number

of observations.

The performance of the models can be evaluated using several metrics, such as the

accuracy, defined as the ratio between the correct classifications and the total number of

observations. An accuracy value is considered good when it is substantially higher than

the chance-level accuracy. In datasets with the same number of observations per classes

(i.e. balanced) the chance-level accuracy is 50%. In unbalanced datasets, accuracy may

be misleading when not compared with the chance-level accuracy, and metrics such as

Matthews Correlation Coefficient (MCC) [178] may be used to help the interpretation

of the results. MCC considers all the metrics from the confusion matrix as follows:

MCC =
T P × TN −FP ×FN√

(T P +FP )(T P +FN )(TN +FP )(TN +FN )
(2.14)

where T P is the number of true positives, TN is the number of true negatives, FP is

the number of false positives, and FN is the number of false negatives. MCC takes

values between −1 and 1, where +1 means a perfect classification, 0 means a random

classification and −1 represents an inverse classification. Sensitivity (true positive rate)

and specificity (true negative rate) are also used to measure the performance of the

models.

In the following subsections, the commonly used Feature Extraction Methods (FEMs)

and classifiers to classify MWI signals are reviewed.

2.4.1 Feature Extraction Methods

One of the most important steps of the machine learning and classification process is

feature extraction. This step consists of finding the best features to represent the data

one aims to use to train a model. When classifying MWI signals, the signals themselves

can be used as features, i.e. each time or frequency sample corresponds to a feature.

Nonetheless, other methods have been studied to extract features from these signals.
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Principal Component Analysis (PCA) is one of the most used FEMs [166], [170],

[172], [174], [179]. PCA applies an orthogonal linear transformation to multivariate

data by maximising its variance. Considering a matrix M of dimensions m× n, where

m is the number of signals and n is the number of time or frequency samples, PCA

transformation can be written as:

P = MW (2.15)

where W is an l × l matrix of eigenvalues, where l = min[m;n], and P is the transforma-

tion matrix with the dimensions m× l. The columns of P correspond to each principal

component, which are independent between each other, and are ordered by decreased

variance. Thus, the first components represent the major differences within the data.

PCA can also be used for feature reduction, since the number of columns of P can be

reduced, while maintaining the meaningful information needed to classify the data.

Customised FEMs have also showed promising results in multistatic MWI signals

classification. These features may include time-domain features as the amplitudes and

locations of peaks or variance, autocorrelation features or periodogram features [173].

2.4.2 Classifiers

A large range of classifiers have been used to classify MWI signals: linear and quadratic

discriminant analysis [166], [170], [179], spiking neural networks [172], Naïve Bayes

(NB) [174], k-Nearest Neighbours (kNN) [174], Support Vector Machines (SVM) [166],

[179], [180], Decision Trees (DT) [174], Random Forests (RFO) [173] or even deep

learning techniques [181], [182]. Exploring several types of classifiers with different

characteristics is important when assessing new applications. Classifiers handle data

differently, and therefore they can have different performances for different types of

data. The following paragraphs address the basic fundamentals of some of these algo-

rithms and the hyperparameters which need to be optimised when training a dataset.

The discriminant analysis algorithms include Linear Discriminant Analysis (LDA)

and Quadratic Discriminant Analysis (QDA). LDA allows discrimination of classes

with multivariate normal Gaussian distributions and similar covariance matrices. It

calculates a linear combination as a weighted sum of the features. If the data has two

features, LDA creates a line separator, while if it has more than two features, LDA

creates a hyperplane. QDA allows discrimination of data which have different class-

specific covariance matrices and multivariate normal Gaussian distributions with the

same mean. The advantage of these algorithms is that they do not require a large

amount of data and the computation is fast. There are two parameters that can be

optimised: δ (only for LDA), which defines the minimum value of the coefficients in

the weighted sum, and γ , which defines the amount of regularisation of the covariance

matrices.
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The NB is a probabilistic algorithm which assumes the features are independent. It

is based on Bayes Theorem and considers conditional probabilities, i.e. the likelihood

of each class occurring based on the occurrence of certain features. This algorithm

also does not require a large dataset and has only one important hyperparameter to

optimise: the type of distribution of the features.

The kNN algorithm classifies the data calculating the distance between each test

data sample and the data used for training. The class assigned to each data point results

from the majority vote of the k nearest neighbours [183]. The hyperparameters of kNN

are the number of neighbours k and the function used to calculate the distance between

data points.

The SVM classifier maps the input vectors into a high-dimensional feature space

using a kernel and calculates a hyperplane that separates the data into classes [184].

The hyperparameter optimisation in SVM is of great importance to guarantee good

classification results. The hyperparameters include the type of kernel used to separate

the data and the inherent parameters of the kernel. One kernel example is the Radial

Basis Function (RBF) which has a scaling factor γ used to control how the data is

grouped. Another hyperparameter is the penalty parameter of the error term, usually

represented by C, which balances the trade-off between the misclassified data and the

margin of separation between classes [185]. SVM is effective in high dimensional spaces

but the optimisation of hyperparameters may be time-consuming.

DT create models with a tree structure, splitting the training set into smaller learn-

ing problems [186]. DT include several hyperparameters. Two of the most important

parameters are the split and pruning criteria, which define how the tree is created and

how to decide which nodes are redundant and can be excluded from the tree, respec-

tively. Missing values or outliers do not substantially affect the performance of decision

trees but a small change on the data can affect the model. RFO are a combination of

decision trees, which allows to reduce overfitting and improve generalisation of results

when compared to an individual decision tree. In RFO, a random selection of the in-

dependent variables is implemented, generating independent vectors assigned to each

decision tree [187]. Similarly to kNN, the classification result is the majority vote of

all decision trees. The number of trees in the forest needs to be optimised, considering

that for each dataset there is a value for which the performance saturates and stops

improving [188]. All hyperparameters of DT are also hyperparameters of RFO.

2.5 Chapter Conclusions

This chapter presented important concepts that support the work developed in this the-

sis. Firstly, the breast and ALNs composition was presented showing the heterogeneity

of both structures. Secondly, MWI systems concepts were reviewed, including the
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type of systems and how the assessment of electromagnetic exposure safety can be per-

formed. An overview about artefact removal and image reconstruction algorithms was

also presented. Thirdly, a dielectric properties literature review was presented, show-

ing the limitations and challenges of the measurements in breast and ALNs tissues. The

type of phantoms and tissue mimicking materials used to validate the systems were

described, as well as the main concepts of MRI and image processing methods which

can be used to create anatomically realistic phantoms. Finally, ML applications in MWI

were reviewed showing the viability of using such algorithms to classify structures

using microwave signals.

The next chapter presents the evaluation of refraction effects in air-operated MWI

systems, which precedes the presentation of the studies of two air-operated MWI sys-

tems to aid breast cancer diagnosis.
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3 Refraction Effects in
Air-Operated Microwave
Imaging Systems

This chapter presents a qualitative and quantitative study of refraction effects on imag-

ing results when using air-operated Microwave Imaging (MWI) systems. Refraction

effects are more evident in air-operated imaging setups, which do not use immersion

liquid for impedance matching, and are gradually receiving more attention in the liter-

ature. Authors have been considering a direct path between the antenna and the voxel

on image reconstruction and the consequences of this assumption have yet to be quan-

tified. Accounting for refraction computation in the image reconstruction algorithms

can significantly increase the computational burden and be time consuming, which

may hamper real-time image reconstruction. Therefore, it is relevant to know if these

effects can be neglected without compromising the quality of the resulting images.

The results of this study can be generalised for different applications, although the

examples represent some specific applications. Firstly, the refraction effects are evalu-

ated with a numerical spherical phantom which can represent a simplified phantom of

the breast or the head. Usually, antennas in the near-field produce spherical waves, but

in specific cases the waves can become planar, as Chapter 7 will show. Hence, in this

chapter, results with antennas producing spherical and planar waves are compared.

Also, the influence of three parameters of the phantoms are analysed, namely: the

average relative permittivity of the phantom medium, the targets size and the num-

ber of antennas. The relative permittivity of the medium is expected to be the major

factor influencing the refraction effects since the physical phenomenon of refraction is

directly related to the relative permittivity. Secondly, the refraction effects are analysed

in realistic-shaped phantoms of the breast and the axillary region, in order to validate

the observations performed in regular shapes. The computational time of the current

implementations is also reported with both regular and irregular-shaped phantoms,

using a computer with an Intel Core i7-7700 processor and 16 GB of RAM.
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3.1 Formulation of Refraction Calculation

Refraction calculation is based on Snell’s law as described in Section 2.2.3.2 and consists

of calculating the incident and refracted ray paths to be included in the distances dair
and ddiel of the imaging algorithm (described in Section 2.2.3.1) as shown in Figure

3.1(a). However, the complexity of calculating the ray paths highly depend on the shape

of the surface the ray paths go through. In the following sub-sections, two methods to

calculate refraction are described.

3.1.1 Analytical Form

In spherical-shaped phantoms, the normal vector is radial to the surface, which sim-

plifies the calculation of refraction [Figure 3.1(b)]. In this case, the Snell’s law can be

applied analytically (detailed in Appendix A). However, the calculation of the entry

point on the surface for each voxel may result in multiple solutions. The appropriate

solution is obtained by discarding imaginary solutions or by setting spatial restrictions

(for instance, selecting shorter ddiel). Due to its efficiency in analytical calculations, the

Wolfram Mathematica® software was used to compute the distances d∗air and d∗diel using

the analytical form.

3.1.2 Ray Tracing Algorithm

For irregular-shaped phantoms where the normal vector is not easily determined, the

analytical formulation is no longer viable. One alternative method is to compute re-

fraction locally following the ray paths in a 2D scenario.

Given a 2D contour of the phantom and the coordinates of an antenna, several

incident rays are traced towards the phantom [Figure 3.1(c)]. The refracted rays are

then locally calculated with Snell’s law at the intersection point between each incident

ray and the phantom, assuming the refractive index ndiel . The distances d∗air and d∗diel
are calculated from the rays that intersect each voxel v. When multiple refracted rays

intersect a voxel v for the same antenna position, the voxel intensity is calculated as

the contribution of the shortest ray path.

(a) (b) (c)

Figure 3.1: Schematics for refraction calculation with (a,b) analytical form and (c) ray tracing algorithm. The
distances travelled in air (white background) and through the dielectric (grey background) when refraction is not
considered are dair and ddiel , and when refraction is considered are d∗air and d∗diel , respectively.
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This algorithm was implemented in MATLAB® software to compute the distances

d∗air and d∗diel .

3.2 Evaluation with Regular Phantoms

This section presents the study of refraction effects in regular shapes using a spherical

phantom with two targets inside. The analytical formulation presented in Section 3.1.1

was considered to calculate the refracted ray paths.

All elements in this study were simulated using Computer Simulation Technol-

ogy (CST) Studio Suite® software [189], which allows designing antennas and objects,

and simulating the propagation of the electric and magnetic fields produced by anten-

nas. The simulated signals are then used to reconstruct the images with and without

the calculation of refraction. An ideal artefact removal is considered to avoid adding

other confounders to the study. This means si,j is the difference between the simu-

lated response with all components (dielectric phantom, targets and antennas) and the

simulated response without the targets.

The state-of-the-art performance metrics Signal-to-Clutter Ratio (SCR), Signal-to-

Mean Ratio (SMR), Full Width Half Maximum (FWHM), and Localisation Error (LE)

(defined in Section 2.2.4), are used to quantitatively evaluate the refraction effects. Two

additional metrics are considered in this study, the Maximum Magnitude Ratio (MMR)

and Distance Error (DE). MMR is the ratio between the maximum magnitude of the

image when refraction is not considered and the maximum magnitude of the corre-

sponding image when refraction is considered. MMR equal to 1 means the magnitude

does not change between compared images. DE is the average difference between the

full electrical distance (dair+ndielddiel) between each antenna position i and each voxel v

when considering or not considering refraction. DE can be compared to the theoretical

range resolution, which can be defined as:

∆d =
c

2ndiel∆f
(3.1)

where c is the speed of light in vacuum, ndiel is the refractive index of the dielectric and

∆f is the frequency bandwidth.

3.2.1 Geometry for Numerical Analysis

The geometry for the numerical analysis comprised a 50 mm radius homogeneous

dielectric sphere with a relative permittivity εr and a loss tangent tan(δ) = 0.1. Two

Perfect Electric Conductor (PEC) spheres with radius rt were embedded in the phantom

and used as targets. To illustrate the refraction effects in a scenario with targets placed
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in asymmetrical positions, they were placed at coordinates (x,y,z) = (−10,30,0) and

(20,−20,0) mm.

The system was simulated in a monostatic configuration using a planar slot-based

single-layer printed antenna formed by two crossed exponential slots, called Crossed

Exponential Tapered Slot Antenna (XETS) [190], [191] [Figure 3.2(a)]. The antenna is

impedance matched from 2 to 6 GHz and has the dimensions of 28 mm radius and

0.26 mm thickness. This antenna has a highly stable radiation pattern and phase centre,

as well as pure linear polarisation along the entire bandwidth. Figure 3.2(b) shows

the corresponding reflection coefficient plot. s1,1 is less than −10 dB in the working

frequency band, which ensures a good performance of the antenna. This frequency

band is commonly used for medical MWI applications, including imaging of the breast

and the head [49], [192].
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Figure 3.2: (a) Schematic of XETS and (b) plot of the corresponding S-Parameter (magnitude in dB).

The XETS is swept around the spherical phantom in an 80 mm radius circumfer-

ence (i.e. 30 mm away from the sphere surface) contained in the plane z = 0 mm. The

antenna is simulated in a total of equidistant Na positions, with an angular step of 360◦
Na

.

Figure 3.3 shows the positioning of the antenna for three different values of Na. This

positioning of the antennas means z = 0 mm is the plane with highest resolution. There-

fore, although the refraction calculations are performed considering a 3D geometry,

only the results from the 2D plane z = 0 mm are analysed.

Before proceeding with MWI studies, the electrical distance offset of the antenna

needs to be calculated so it can be included in the image reconstruction algorithm as

mentioned in Section 2.2.3.1. To this end, a PEC plane is simulated in front of the

XETS. The difference between the highest reflection point and the physical distance

to the PEC plane corresponds to the electrical distance offset. Figure 3.4(a) shows the

XETS placed at a distance of 100 mm away from the PEC plane, while Figure 3.4(b)

shows the plot of the signal intensities reconstructed with the imaging algorithm in

1D, where the highest reflection point is shown at 138 mm. Therefore, the electrical
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(a) Na = 8 (b) Na = 12 (c) Na = 16

Figure 3.3: Schematics of varying number of equidistant antenna positions (Na) around the spherical phantom.

distance offset of the XETS is 38 mm.

(a) (b)

Figure 3.4: Screenshots from the CST simulation with a PEC in front of the XETS antenna. (a) shows the setup
and (b) the plot of the signal intensities reconstructed with the imaging algorithm in 1D, where the red dashed line
corresponds to the physical location of the PEC plane and the green dashed line corresponds to the maximum value
of intensity.

In the following sections, the refraction effects are qualitatively analysed when

spherical and planar waves can be considered for two average relative permittivity val-

ues: εr = 4 and 40. Then, the influence of the three parameters (relative permittivity,

targets size and number of antennas) are presented and discussed quantitatively. The

average relative permittivity of the phantom takes the values εr = 4,8,20,40, targets

radii take the values rt = 2.5,5,7.5 mm and the number of antennas takes the values

Na = 8,12,16. The average relative permittivity values were chosen to represent dif-

ferent applications. A value of εr = 4 or 8 represents a fatty breast, while εr = 40

represents average head tissues.
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3.2.2 Spherical and Planar Waves

An XETS antenna in the near-field radiates in the radial direction which results in

spherical waves. If the antenna is placed at a large distance away from the phantom,

the waves can be considered planar. In this sub-section, the refraction effects in both

situations are analysed, in order to evaluate whether imaging results are differently

affected when spherical or planar waves are present, and analyse the existence of blind

regions. To this end, the resulting images are reconstructed using only one antenna

position.

When considering spherical waves, the antenna is located at coordinates (x,y,z) =

(0,−80,0), and phantoms with average relative permittivity media εr = 4 and 40 are

compared. The target size is fixed at rt = 5 mm. Figure 3.5 shows the resulting images

considering spherical waves with the two average relative permittivity values. When

εr = 4, both targets are detected, but the target nearest to the antenna position is de-

tected with higher magnitude and, as expected, the response of the farther away target

is attenuated by the medium. In both cases when refraction is and is not considered,

there is only a slight change in the shape of the detection but its location is similar.

When εr = 40, the farthest target from the antenna is not detected. Two main reasons

justify this observation: 1) a high average permittivity medium implies higher attenu-

ation of electromagnetic waves; 2) there is a blind region in the location of the target,

which can be observed when using the algorithm of refraction computation [Figure

3.5(d)]. Also, for high permittivity media, the detection of the target nearest to the

antenna position is more accurate when refraction is considered than when it is not.

The existence of blind regions might hamper the detection of targets in high average

permittivity phantoms.

For a very specific case where the waves are planar, the antenna is located at coordi-

nates (x,y,z) = (0,−305,0). The targets are symmetrical in position (x,y,z) = (±30,0,0)

in order to avoid adding confounders to the interpretation of refraction effects. Figure

3.6 shows the resulting images considering only a permittivity value (εr = 4) which

shows the existence of a blind region even for this low permittivity value, in contrast

with what happens with spherical waves [Figure 3.5(a-b)]. This means that even when

considering low average permittivity values, planar waves might result in blind regions,

hampering target detection.

In both cases (spherical and planar waves), the effects of these blind regions can be

reduced if more antenna positions are used, as the blind regions of different antenna

positions are not completely superimposed.

3.2.3 Relative Permittivity

Figure 3.7 shows the performance metrics when refraction is or is not considered in

the image reconstruction algorithm for average relative permittivity values, with fixed
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(a) εr = 4, No Refraction (b) εr = 4, Refraction

(c) εr = 40, No Refraction (d) εr = 40, Refraction

Figure 3.5: Reconstructed images in the xy-plane of the spherical phantom with only one antenna position and fixed
rt = 5 mm, while considering spherical waves. (a,b) show the images considering a medium with εr = 4, and (c,d)
show the images considering a medium with εr = 40, when (a,c) not considering and (b,d) considering refraction.
The red dashed circles represent the true location and size of the targets.

(a) εr = 4, No Refraction (b) εr = 4, Refraction

Figure 3.6: Reconstructed images in the xy-plane of the spherical phantom with only one antenna position, εr = 4
and fixed rt = 5 mm, while considering planar waves, when (a) not considering and (b) considering refraction. The
red dashed circles represent the true location and size of the targets.

rt = 5 mm and Na = 16. Figure 3.8 shows the corresponding imaging results.

As illustrated in Figure 3.8(a-d), for low to moderate average relative permittivity

values (εr = 4 and 8) refraction calculation may be discarded, as the target is detected

correctly in both cases. The targets are detected with different magnitudes whether

refraction is or is not considered due to the different positioning of the targets in rela-

tion to the surface. MMR is lower than 1 when refraction is considered, thus showing

better energy focusing. However, both SCR and SMR are comparable when refraction

is or is not considered for both average relative permittivity values, as shown in Figure
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Figure 3.7: Performance metrics when varying the relative permittivity value (εr = 4,8,20,40) of the spherical
phantom for fixed values rt = 5 mm and Na = 16.

3.7(a-b). Both FWHM and LE are within the targets size (10 mm diameter) and do not

change substantially when refraction is considered.

When εr increases, the benefits of refraction calculation are observed, which is an

indication it should be considered in image reconstruction. Figure 3.8(e-h) shows that,

for both εr = 20 and 40, the image is better focused when considering refraction, which

results in an MMR lower than 0.5. The effect of the blind regions can be observed in

Figure 3.8(f,h) but the effects are minimised since the number of antennas is sufficient

to compensate the blind regions and cover the imaged region. When considering a

phantom with εr = 40, SCR indicates that the targets detection is only possible when

refraction is considered [Figure 3.7(c)]. SMR also increases and shows the improve-

ment of the detection when refraction is considered. Moreover, FWHM increases when

considering refraction, which is a result of the focusing of the rays in the correct loca-

tion. LE decreases when considering refraction, with both targets detected correctly.

When εr = 20, FWHM and LE behaviour is similar when refraction is considered which

indicates that targets are focused and detected in the correct location. However, low

SCR, even when refraction is considered, means the identification of the targets is not

reliable. This can be explained by the level of clutter around the target which can be

observed in Figure 3.8(f).

DE is 3.1, 11.9, 23.7 and 38.9 mm for εr = 4, 8, 20 and 40, respectively. These values

illustrate there is a large difference in the computation of distances when refraction is

or is not considered for higher average relative permittivity εr . Furthermore, the range

resolution ∆d is 18.7, 13.3, 8.4 and 5.9 mm for εr = 4, 8, 20 and 40, respectively. DE is

not higher than ∆d for lower average relative permittivity, which corroborates refrac-

tion may be disregarded in these conditions. For higher average relative permittivity,

refraction computation has a clear impact on imaging results and should be computed.
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(a) εr = 4, No Refraction (b) εr = 4, Refraction

(c) εr = 8, No Refraction (d) εr = 8, Refraction

(e) εr = 20, No Refraction (f) εr = 20, Refraction

(g) εr = 40, No Refraction (h) εr = 40, Refraction

Figure 3.8: Reconstructed images in the xy-plane of the spherical phantom with fixed rt = 5 mm and Na = 16, when
not considering (left) and considering (right) refraction. The red dashed circles represent the true location and size
of the targets.

3.2.4 Size of Targets

For conciseness, the refraction effects on imaging phantoms with different targets size

are presented using only εr = 4 and 40, and Na = 16. Two additional targets size were
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(a) εr = 4

(b) εr = 40

Figure 3.9: Performance metrics when varying the targets radius (rt = 2.5,5,7.5) embedded in the spherical phantom
(εr = 4,40 and Na = 16).

assumed: 2.5 and 7.5 mm in radius.

Figure 3.9 presents the resulting performance metrics. Figure 3.10 shows the result-

ing reconstructed images which can be compared to Figure 3.8(a,b,g,h) where rt = 5 mm.

The impact of computing refraction on SCR, SMR and FWHM does not depend on the

size of the targets considered, for both average relative permittivity values (εr). LE

behaviour only changes for a particular test where εr = 40 and rt = 7.5 mm. In this test,

LE is within the size of the targets whether refraction is or is not considered. Nonethe-

less, refraction is relevant to ensure the target is detected with high SCR and a FWHM

within the targets dimensions, as shown in Figure 3.10(g-h). The size of the targets

does not affect DE.

These results demonstrate that the influence of refraction on the targets detection

in both low and high average relative permittivity phantoms is independent of the size
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of the targets, which is unknown in most cases.

(a) εr = 4, rt = 2.5 mm, No Refraction (b) εr = 4, rt = 2.5 mm, Refraction

(c) εr = 4, rt = 7.5 mm, No Refraction (d) εr = 4, rt = 7.5 mm, Refraction

(e) εr = 40, rt = 2.5 mm, No Refrac-
tion (f) εr = 40, rt = 2.5 mm, Refraction

(g) εr = 40, rt = 7.5 mm, No Refrac-
tion (h) εr = 40, rt = 7.5 mm, Refraction

Figure 3.10: Reconstructed images in the xy-plane of the spherical phantom with fixed Na = 16, when not consid-
ering (left) and considering (right) refraction. The red dashed circles represent the true location and size of the
targets.
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3.2.5 Number of Antennas

The results of the study with varying number of antennas were obtained using εr = 4

and 40 and rt = 5 mm. Three different sets of number of antenna were compared:

Na = 8, 12 and 16. These antennas were placed around the spherical phantom as

shown in Figure 3.3.

Figure 3.11 shows the resulting performance metrics and Figure 3.12 shows the

reconstructed images where Na = 12 and 8. These can be compared with the images in

Figure 3.8(a,b,g,h), which were reconstructed with Na = 16. For low average permittiv-

ity values, in particular εr = 4, refraction does not impact imaging results regardless

the number of antennas used. When the average permittivity value is higher, in par-

ticular εr = 40, refraction is important to improve imaging results for both Na = 16

and 12. SCR and SMR increase in both cases when refraction is considered with an

SCR higher than 1.5 dB. For a lower number of antennas, the targets are not detected

whether refraction is considered or not. This can be explained by the existing blind

regions, reported in Section 3.2.2, which are larger when a lower number of antennas

is used. Varying the number of antennas does not affect DE.

3.2.6 Computational Cost

The computational cost of refraction computation is addressed implementing the calcu-

lation of distances considering and not considering refraction. As mentioned in Section

3.1.1, Wolfram Mathematica® software was used to compute these distances using the

analytical form.

The average computational time of distances calculation for the considered geom-

etry when refraction is not considered is 19.20 seconds, conversely when refraction is

considered, the calculation takes 1610.59 seconds. This means that, in this example,

the inclusion of refraction increases image reconstruction time by approximately 84

times.

3.2.7 Partial Conclusions

The results with a spherical phantom show refraction effects are important to be con-

sidered in high average relative permittivity media regardless the size of the targets.

Moreover, the results corroborate that one should use the largest number of antennas as

possible around the phantom, to ensure better focusing of the image. This is observed

when refraction computation does not substantially improve the imaging results when

a low number of antennas is used. In situations of low to moderate average relative per-

mittivity phantoms, the improvement of imaging results when considering refraction

is not sufficient to justify the associated increase of computational cost, independently

of the target size and number of antennas used.
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(a) εr = 4

(b) εr = 40

Figure 3.11: Performance metrics when varying the number of antennas (Na = 8,12,16) used to obtain the images
of the phantom (εr = 4,40 and rt = 5 mm).

3.3 Validation with Anthropomorphic Phantoms

In this section, realistic-shaped phantoms are used to confirm if the conclusions regard-

ing refraction computation with the spherical phantom can be generalised for more

complex shapes.

Therefore, the ray tracing algorithm described in Section 3.1.2 is used to calculate

the refracted ray paths. The same artefact removal algorithm and performance metrics,

as presented in Section 3.2, are used in the setups considered in this section.

Refraction is evaluated in two distinct monostatic setups: 1) a realistic breast phan-

tom using the simulated signals on CST; 2) an axillary region phantom using an ex-

perimental prototype. These two different phantoms are motivated by the fact that

breast is mostly convex, while the axillary region has both concave and convex surfaces,
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(a) εr = 4, Na = 12, No Refraction (b) εr = 4, Na = 12, Refraction

(c) εr = 4, Na = 8, No Refraction (d) εr = 4, Na = 8, Refraction

(e) εr = 40, Na = 12, No Refraction (f) εr = 40, Na = 12, Refraction

(g) εr = 40, Na = 8, No Refraction (h) εr = 40, Na = 8, Refraction

Figure 3.12: Reconstructed images in the xy-plane of the spherical phantom with fixed rt = 5 mm, when not
considering (left) and considering (right) refraction. The red dashed circles represent the true location and size of
the targets.

which can result in different refraction effects. Figure 3.13 summarises the performance

metrics with both phantoms.
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Figure 3.13: Performance metrics with anthropomorphic phantoms: a breast phantom and two planes of an axillary
region phantom with εr = 8.

3.3.1 Anthropomorphic Breast Phantom

A Magnetic Resonance Imaging (MRI)-derived breast phantom from the University of

Wisconsin-Madison repository (ID: 062204) [147] was considered. It has a homoge-

neous medium of εr = 8 and loss tangent of 0.1, which corresponds to the upper limit

of adipose tissue permittivity [125]. A PEC target was embedded in the breast phantom

at coordinates (x,y,z) = (25,0,−30) mm. Figure 3.14 shows the numerical setup of the

anthropomorphic breast, where the antennas are placed in the xz-plane. The 2D shape

of the breast in the xy-plane is more irregular, while the 2D shape on the xy-plane is

similar to a circle (which was already studied in the Section 3.2). The XETS swept the

breast with a radius of 80 mm in 7 equidistant antenna positions (angular step of 30◦).

Figure 3.15 shows the imaging results of an axial plane of the breast, with antenna

positions marked in magenta. The target is correctly detected, with LE within the

target dimensions in both cases, as shown in Figure 3.13. MMR is 1 and no change is

observed in SMR. SCR and FWHM decrease when considering refraction. However, no

relevant artefacts in the resulting image are observed outside the region of the target

when refraction is considered. DE is 7.9 mm which is in the same order of magnitude

of ∆d (13.3 mm).

Figure 3.14: Numerical setup of the anthropomorphic breast with 7 antenna positions (represented by red dots) in
the xz-plane.
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(a) (b)

Figure 3.15: Reconstructed images in the xz-plane of a realistic breast phantom with εr = 8 when not considering
(left) and considering refraction (right). The breast contour is represented in white. The red circle represents the
true location and size of the target, and the magenta points represent the antenna positions surrounding the breast.

3.3.2 Anthropomorphic Axillary Region Phantom

The refraction effects in a 3D-printed axillary region phantom segmented from a Com-

puted Tomography (CT) image were evaluated using an experimental prototype. This

prototype was developed during this thesis and is described in detail in Chapter 5.

The tests presented in this section result in placing a 3D-printed model of an Ax-

illary Lymph Node (ALN) in two different positions inside the compartment of the

axillary region phantom. The ALN model is a kidney-shaped model with dimensions

23.6× 17.6× 12 mm3. Both axillary region and ALN phantoms were filled with liquid

mixtures [145] in order to mimic the dielectric properties of adipose tissue and ALNs,

respectively. At 4 GHz, the dielectric properties were εr = 4 and 55 and σ = 0.01 and

3.5 S/m for adipose and ALN mimicking mixtures, respectively.

A Vivaldi antenna was used to perform this study (originally presented in [95]) as

it showed better imaging results in experimental tests [95]. This antenna is impedance-

matched in the 2 − 7 GHz frequency band but the same frequency band used in the

previous studies (2 − 6 GHz) was considered for image reconstruction. The Vivaldi

antenna was swept in a total of 9 positions, with an angular step of 10◦, in the same

xy-plane as the target.

Figure 3.16 shows the imaging results of the two ALNs placed in different xy-planes

of the axillary phantom, which correspond to axial planes of the torso. The results of

both considered planes (test 1 and test 2) are similar, even though the axillary region

shape is quite different between these planes. The ALN is correctly detected whether

refraction is or is not considered.

DE is 6.2 and 12.1 mm for test 1 and 2, respectively, which are within the order of

magnitude of ∆d (18.7 mm). Both LE and FWHM are within the target dimensions in

both tests whether refraction is considered or not. In test 1, SCR, SMR and FWHM

decrease when refraction is considered and MMR is close to 1, as shown in Figure
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(b) Test 1, Refraction
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(c) Test 2, No Refraction
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(d) Test 2, Refraction

Figure 3.16: Reconstructed images in the xy-plane of an axillary region phantom when not considering (left) and
considering (right) refraction. The red contour represents the true location and size of the target, the white solid
contour represents the breast contour, the white dashed contour represents the region where the lymph nodes are
likely to be located and the magenta points represent the antenna positions.

3.13. However, the ALN detection is still satisfactory, and no relevant artefacts are

observed in Figure 3.16(a, b). In test 2, no substantial differences are observed in the

performance metrics whether refraction is considered or not [Figure 3.16(c, d)].

3.3.3 Computational Cost

In contrast to the implementation of the calculation of distances using the analytical

form with Wolfram Mathematica®, the ray tracing algorithm was implemented in

MATLAB®. These values are not directly comparable to the ones presented in Section

3.2.6, since a different software was used. In this case, the computational time of

refraction computation highly depends on the shape complexity and the size of the

imaged region.

For the breast shape, the computational time of the calculation of distances for the

considered geometry is 0.76 seconds when refraction is not considered, and increases

to 99.31 seconds when refraction is computed. This means an increase of about 131

times.
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For the axillary region shapes, the computational time is 3.26 and 27.80 seconds

when refraction is not considered for test 1 and test 2, respectively. When refraction is

considered, the computational time of the algorithm is 175.44 and 275.65 seconds, for

test 1 and test 2, respectively. This results in a 54 and 10 times increase, respectively

for tests 1 and 2.

3.3.4 Partial Conclusions

Despite the differences between the shapes of the breast and both axillary region planes,

the effects of refraction in the imaging results are negligible in the three test cases,

probably due to the low to moderate average relative permittivity of the phantom

media (εr = 4 and 8), in agreement to the conclusions drawn from Section 3.2.

3.4 Chapter Conclusions

In this chapter, the refraction effects on imaging results using MWI systems were

evaluated. The study was completed with both simulated and experimental data, and

using regular shapes (a spherical phantom) and realistic shapes (a breast and an axillary

region phantoms).

The spherical phantom allowed studying the influence of varying the average rela-

tive permittivity of the phantom, the targets size and number of antennas on refraction

effects. The results demonstrated refraction effects are negligible for low to moderate

values of average permittivity (εr <= 8). MMR may decrease but the image quality is

not substantially affected when refraction is not considered, yielding high SCR and

SMR and low LE. Conversely, for higher average permittivity values (εr > 8), imag-

ing results may present clutter and artefacts, and refraction computation is relevant

to ensure a resulting image with high quality. Clutter and artefacts effects aggravate

when the number of antennas used is reduced. Targets size does not seem to have an

influence on the impact of refraction. The realistic phantoms confirmed the previous

conclusions. These phantoms were studied with low to moderate values of average

permittivity, which mimic properties for breast and axillary region applications. The

results showed refraction computation can be neglected without compromising the

targets detection.

This study is the most complete study of refraction effects available in the literature

and is especially important in the development of air-operated MWI systems. A thor-

ough analysis of refraction effects in several conditions was performed. The presented

results indicate that the conditions where refraction should be computed can be gen-

erally considered. Therefore, these conclusions can be used for researchers to decide

whether refraction computation should be implemented in the image reconstruction
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algorithm, at the expense of increasing the computational time, which, as shown in

Section 3.2.6 and 3.3.3, can increase by 10 to 131 times.

The major effect of refraction happens in the air-phantom interface as this is a large

interface common to all ray paths starting from each antenna position. In heteroge-

neous phantoms, refraction effects may happen between inner tissues (e.g. in the case

of the breast between adipose and fibroglandular tissues) but the irregularity and size

of the tissues may produce other effects such as diffraction, which are more complex

to account for. In future work, refraction effects on heterogeneous phantoms may be

evaluated, while considering that in a clinical scenario there is no prior knowledge of

the interfaces of the inner tissues.

The following chapters present the studies to address the development of a novel

MWI system to aid ALNs detection and a preliminary study of an MWI system to aid

breast cancer detection with a dielectric lens.
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4 Anthropomorphic Numerical
Models and Estimation of
Dielectric Properties

This chapter presents the development of an image processing pipeline aimed to create

anatomically realistic numerical phantoms of the axillary region and to estimate dielec-

tric properties of Axillary Lymph Nodes (ALNs) using breast Magnetic Resonance (MR)

images. Our group presented a physical axillary region phantom from a Computed

Tomography (CT) image but the ALNs included in the model were an approximation

of the true ALN shapes and their positioning [55]. As reported in Section 2.3.1, the

information regarding dielectric properties of ALNs is still limited. Firstly, only a very

limited number of metastasised ALNs was measured [55], [58], [130]. Secondly, the

heterogeneity of ALNs needs to be considered.

Many Magnetic Resonance Imaging (MRI)-based breast phantoms have been de-

scribed in the literature [133]–[137], as well as the methodology to create these phan-

toms. However, regions farther away from an MRI coil, such as the axillary region,

have not been assessed, and the segmentation of these regions present some challenges.

Most significantly, the same type of tissue can have lower voxel intensities if they are

not near a coil. This effect is even more evident in patients with higher Body Mass

Index (BMI). The estimation of dielectric properties of biological tissues from MRI is

not addressed in [133]–[137]. Only MR-based Electrical Properties Tomography (EPT)

has been studied [193], [194] for that purpose. However, EPT is limited to estimate

dielectric properties at the Larmor’s frequency (up to 300 MHz), which is lower than

the frequency range of interest for Microwave Imaging (MWI).

The study presented in this chapter is the first one using common MRI sequences

data to infer unknown dielectric properties based on state-of-the-art dielectric proper-

ties, independently of the frequency of the MRI acquisition. MRI is not quantitative

and therefore a careful analysis is needed when relating MR images to water content.

Nonetheless, a relative comparison between signal intensities is possible when the

correct image processing is applied. Firstly, the dataset and the developed image pro-

cessing pipeline are described. Secondly, the estimated dielectric properties of both
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healthy and metastasised ALNs in inter- and intra-patient studies are compared. Then,

the final open-access repository with the developed anthropomorphic numerical phan-

toms of the axillary region is presented. Finally, a study to validate the method of

dielectric property estimation in MRI is presented. The accuracy of the method of di-

electric property estimation is difficult to quantify, as we could not directly measure the

dielectric properties of the tissues of the imaged patients. Hence, a physical phantom

filled with mixtures with known dielectric properties is tested in an MRI scanner and

used to calculate the error associated with the dielectric properties estimation.

4.1 Dataset

The breast MRI dataset includes exams from female patients acquired with a 3T clini-

cal MR system (Magnetom Vida, Siemens Healthineers) with an 18-channel dedicated

breast coil, at Hospital da Luz Lisbon, during regular breast cancer screenings or

follow-ups. This study was approved in September of 2019 and November of 2020

by the Scientific and Ethical Commission under references CES/44/2019/ME and

CES/34/2020/ME, and an informed consent was obtained from all patients.

This study includes 50 MRI exams of female patients, retrieved from a dataset

with a total of 448 MRI exams, ensuring patient variability and equal proportion of

patients with healthy ALNs and patients with one or more metastasised ALNs. To that

end, 25 exams of patients with only healthy ALNs were selected from the available

dataset, ensuring the representativeness of the sample in terms of BMI. Only exams

from patients with visible lymph nodes were considered. The remaining 25 exams are

from patients with metastasised ALNs, 10 more patients than the ones included in the

study presented in the published journal paper [195]. The demographic data of the

patients included in the study of this chapter are shown in Table 4.1.

Table 4.1: Demographic data of patients from the MRI database.

Patients with only

Healthy ALNs (n=25)

Patients with

Metastasised ALNs (n=25)

Mean Std Range Mean Std Range

Age 49 10 34 to 73 55 13 38 to 81

BMI 28 6 17 to 44 27 4 19 to 36
ALNs: Axillary Lymph Nodes; BMI: Body Mass Index;

Std: Standard deviation

In collaboration with the technicians of Hospital da Luz, the regular MRI acqui-

sition protocol was adapted in order to include both clinicians requirements and the
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objectives of our study. The adopted breast MRI acquisition protocol is presented in

Table 4.2.

The first sequence in three acquisition planes was included in the protocol so it

could be considered to retrieve the overall shape of the axillary region and all contours

of the upper torso. For the purpose of this study, only the T1-weighted (T1-w) localisa-

tion image sequence acquired in the axial plane was used. Although T1-w localisation

image is not isotropic, it has enough resolution to allow for Multiplanar Reconstruction

(MPR) at sagittal and coronal planes, for a complete anatomical evaluation. Due to its

low acquisition time (approximately 9 seconds), the overall shape of the upper torso

is obtained avoiding a substantial increase of the duration of the MRI exam, at the

expense of lower signal-to-noise ratio.

The 2D T2-weighted (T2-w) Short-Time Inversion Recovery (STIR) is the most used

sequence by radiologists to detect ALNs, since ALNs are usually very well-detected in

images reconstructed with this sequence. However, such a 2D image sequence has low

resolution in the transversal and sagittal planes, meaning an additional sequence must

be used to complement the detection of ALNs. Regarding the contrast between tissues,

the T2-w STIR is similar to T2-w Dixon-W image sequences (shown in Figure 2.17).

Although T1-w SPectral Attenuated Inversion Recovery (SPAIR) is often collected

in breast MRI protocols, the performance of segmentation algorithms applied to these

images was not satisfactory mainly due to the bias field effect (described in Section

2.3.3). Alternatively, T1-w Dixon images were acquired since the bias field effect is

reduced in this type of images. Additionally, the T1-w Dixon image sequence provides

good contrast between “internal” tissues, such as muscle, adipose and fibroglandular

Table 4.2: Breast MRI sequence acquisition protocol.

Sequence name Acquisition plane Voxel size

3D T1-w fl3D VIBE localisation

Axial 0.86× 0.86× 1.8 mm3

Sagittal 0.86× 0.86× 0.86 mm3

Coronal 0.86× 0.86× 0.86 mm3

2D T2-w TSE with STIR pulse Coronal 4× 0.75× 0.75 mm3

Isotropic 3D T1-w 3D VIBE Dixon
Axial 1.48× 1.48× 1 mm3

Coronal 0.99× 0.99× 1 mm3

2D DWI STIR Axial 0.94× 0.94× 4 mm3

3D T1-w SPAIR Axial 1.07× 1.07× 1 mm3

T1-w: T1-weighted; T2-w: T2-weighted; DWI: Diffusion-Weighted Imaging;

STIR: Short-Time Inversion Recovery; SPAIR: SPectral Attenuated Inversion Recovery;

VIBE: Volumetric Interpolated Breath-hold Examination; fl3D: Fast Low Angle Shot 3D;

TSE: Turbo Spin Echo
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tissues. The image sequence acquired in the coronal plane is used for the study, which

allows an MPR in all anatomical planes without major image artefacts and provides a

wider view of the axillary region. As explained in Section 2.3.3, this image sequence

provides four image sets with different contrasts. For the purpose of this study, the

Water (W) and Fat (F) image contrasts are used. Although one can assume higher

water content tissues are represented with higher signal voxel intensity values in T1-w

Dixon-W, in order to assume a direct relationship between them (and consequently

dielectric properties), this assumption needs to be carefully confirmed for each tissue

type individually.

Diffusion-Weighted Imaging (DWI) STIR and T1-w SPAIR image sequences are not

used since they do not provide anatomical information and require contrast agent,

respectively. In summary, only four types of images are used in the implemented

pipeline: T1-w localisation, T2-w STIR, T1-w Dixon with W and F contrasts.

In the acquired breast MR images, eight main types of tissues are imaged: adipose

tissue, fibroglandular tissue, skin, lung, muscle, bone, costal cartilage, and, finally,

ALNs. Only level I ALNs are included. ALNs of other levels are embedded between

muscles and are frequently not visible in MRI. Table 4.3 shows the relationship between

intensities on T1-w Dixon-W images, water content and the state-of-the-art dielectric

properties of each tissue at 5 GHz. The water content of the lung is not shown since

it is usually reported depending on its individual structures [196], which include air,

parenchyma and blood vessels. The accuracy of the signal voxel intensities is affected

by the large distance to the coil which is not tailored to image the lung, and, as a result,

its different sub-structures are not detected. Therefore, the relationship between signal

voxel intensities, water content and dielectric properties cannot be correctly inferred.

Table 4.3: Tissue analysis by qualitative intensity of T1-w Dixon-W images, water content and dielectric properties
(at 5 GHz).

Tissue
Qualitative

intensity

Water

content (%)
εr

σ

(S/m)

Adipose Dark 6-36 [197] 3.8-7.0 [125] 0.1-0.4 [125]

Lung Dark - 19.0 [116] 1.7 [116]

Bone Dark Grey 12-40 [196], [197] 10.0 [116] 1.0 [116]

Fibroglandular
Dark Grey/

Light Gray
30-73 [196] 33.7-48.5 [125] 2.7-4.7 [125]

Muscle Light Grey 70-79 [197], [198] 49.5 [116] 4.0 [116]

Skin Light Grey 58-72 [196], [197] 35.8 [116] 3.1 [116]

Costal cartilage Bright 60-75 [196], [199] 33.6 [116] 4.1 [116]
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Among the remaining tissues (i.e. adipose, bone, fibroglandular, muscle, skin and

costal cartilage), only skin and costal cartilage do not have a direct relationship between

water content, dielectric properties and qualitative voxel intensities. Although skin

presents similar signal voxel intensities to muscle, it has lower water content (and

permittivity) when compared to muscle. This is explained by the skin proximity to the

coil placed around the breast, which inherently results in higher signal voxel intensity

values. Costal cartilage is mainly composed by water and collagen, which, due to its

high number of Hydrogen atoms, results in increased intensities in T1-w Dixon-W

images. However, this tissue is not relevant when imaging the axillary region. For the

remaining tissues, a direct relationship between dielectric properties, water content

and intensity values can be assumed.

For the purpose of imaging the axillary region, skin, adipose tissue, ALNs and mus-

cle are the most relevant tissues. In this region, bones and muscles are indistinguishable

and the MRI contrast between them is very low so it is not possible to segment them

separately. For the purpose of MWI, this does not pose a problem since the location of

muscle in the axillary region is shallower than bone. For that reason, bone response

yields higher attenuation and its MWI response is much lower than muscle’s.

4.2 Image Processing Pipeline

The methodology pipeline includes pre-processing steps and semi-automatic segmen-

tation required towards the estimation of ALNs dielectric properties and the creation

of axillary region numerical models.

The processing pipeline was fully implemented in Python™ and was applied to T1-w

localisation, T1-w Dixon with both Water and Fat contrasts and T2-w STIR. A flowchart

of the implemented pipeline is shown in Figures 4.1 and 4.2 and it is summarised in

the following points:

• Image pre-processing:

– Image registration

– Bias field removal

– Selection of region of interest

– Filters and normalisation

• Image segmentation:

– Background

– Internal tissues

– Lung cavity

75



CHAPTER 4. ANTHROPOMORPHIC NUMERICAL MODELS AND

ESTIMATION OF DIELECTRIC PROPERTIES

– Skin

– ALNs

• Estimation of ALNs dielectric properties

• Creation of Axillary Region Numerical Models

4.2.1 Image Pre-processing

In this sub-section, the image pre-processing pipeline is described. The following steps

must be applied to ensure an optimal performance of the segmentation of tissues.

4.2.1.1 Image Registration

T1-w localisation, T2-w STIR and T1-w Dixon image sequences have different spatial

resolutions and dimensions, as shown in Figure 4.3(a-f). In order to be able to correctly

superimpose them, they need to be spatially registered to the same spatial reference

system.

The Insight Toolkit (ITK)’s implementation [200] of an affine registration with lin-

ear interpolation is used to register both T1-w localisation and T2-w STIR (moving

images) to T1-w Dixon (static image). This combination of moving and static images

is chosen since the T1-w Dixon has higher resolution and includes the most important

information. This type of registration uses the coordinates of each referential system

relatively to the MRI machine, to rotate, translate and scale the moving image. The

resulting images are transformed to the same referential and have the same dimensions

and resolution of the static image, as shown in Figure 4.3(g-l). In order to preserve the

information in T1-w localisation image, before applying the registration algorithm, the

image size of T1-w Dixon is increased without changing its resolution [Figure 4.3(d,j)].

4.2.1.2 Bias Field Removal

As explained in Section 2.3.3, the bias field is an unrealistic variation of intensities

within the tissues of the same type. The bias field removal step is of particular impor-

tance in images of patients with higher BMI where this effect is more evident. Bias field

removal is essential for the remaining pipeline for mainly two reasons:

1. Improve image segmentation: Most of segmentation algorithms are highly de-

pendent on signal voxel intensities. Hence, the voxel intensities within each tissue

should be similar in order to be correctly segmented.

2. Ensure reliability of estimated ALN dielectric properties: The voxel intensi-

ties of all tissues are important to infer ALN dielectric properties. Additionally,
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Figure 4.1: Flowchart of the processing pipeline for the estimation of dielectric properties.
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(a) Original T1-w Dixon-W (b) Original T1-w localisation (c) Original T2-w STIR

(d) Original T1-w Dixon-W (e) Original T1-w localisation (f) Original T2-w STIR

(g) Modified T1-w Dixon-W (h) Registered T1-w localisation (i) Registered T2-w STIR

(j) Modified T1-w Dixon-W (k) Registered T1-w localisation (l) Registered T2-w STIR

Figure 4.3: Example of registration of the three image sequences: T1-w Dixon-W as static image and T1-w locali-
sation and T2-w STIR as moving images. (a-c) and (g-i) represent axial slices, and (d-f) and (j-l) represent coronal
slices. The size of the images represent the true dimensions of the MR images.

tissues with the same molecular composition in both sides of the body should

be represented in MR images with similar signal voxel intensities in order to

compare different ALNs from both axillary regions.

The ITK’s implementation [156] of bias field removal is applied to T1-w localisation
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and T1-w Dixon images. The algorithm receives as input the original image and a

negative binary mask of the adipose tissue obtained from the original image after

applying an Otsu’s thresholding. One or more iterations are applied until a satisfactory

bias field removal is obtained. The algorithm is also applied to T2-w images, although

there is no clear advantage when processing this type of images.

Figure 4.4 shows the result of applying a bias field removal algorithm to two axial

slices, at the breast and at the axillary regions planes. In this case, the bias field is

more intense in the internal region of the breast near the coil and the axillary regions

are asymmetric. The voxel intensities are more homogeneous after applying the bias

field removal [Figure 4.4(b,f)]. Figure 4.4(d,h) shows that the value of voxel intensities

between the right and left side of the patient yield similar orders of magnitude after

applying the bias field removal.
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Figure 4.4: Bias field removal results in (a-d) inferior and (e-g) superior axial slices of a breast MR T1-w Dixon-W
image. The images show the slices (a,e) before and (b,f) after the bias field removal is applied, (c,g) the computed
bias field, and (d,h) voxel intensities variation over the red and blue lines represented in (a,b,e,f). Blue and red
colours in (c,g) represent a smaller and larger inhomogeneity between voxel signal intensities, respectively.

4.2.1.3 Selection of Region of Interest

A region of interest in each image is selected for the next steps of the pipeline to avoid

including regions of the body of little interest to this study, which could compromise

the algorithms performance. The selection of a region of interest is optional but it

yields improved results.

T1-w localisation and T1-w Dixon-W images should contain both breasts and axil-

lary regions, while only the axillary region needs to be included in the T2-w image. The

region of interest is selected by visual inspection using the following criteria for each

type of image sequence:

• T1-w localisation image sequence:
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– Axial plane: From the inferior part of the neck to the inferior part of the

breast

• T1-w Dixon image sequence:

– Axial plane: From the inferior part of the neck to the inferior part of the

breast

– Coronal plane: From the nipple to the posterior parts of the axillary region

• T2-w STIR image sequence:

– Axial plane: From the inferior part of the neck to the inferior part of the

axillary region

– Coronal plane: From the anterior to the posterior parts of the axillary region

– Sagittal plane: From the lateral to the medial parts of each axillary region

4.2.1.4 Filters and Normalisation

A median filter is applied to remove noise and to smooth the voxel intensity differences

within each tissue, for both T1-w Dixon-W and T2-w STIR images. Figure 4.5 shows

two examples of T1-w Dixon-W image before and after the median filter is applied,

where it is possible to observe the smoothing effect on voxel intensity values. A more

powerful filter needs to be used for T1-w localisation image to remove the noise. Hence,

a Gaussian filter with σ = 1 is used.

(a) (b)

(c) (d)

Figure 4.5: Comparison between slices of T1-w Dixon-W image (a,b) before and (c,d) after applying a median filter.
The figures only show the region of interest of the image. (a,c) represent axial slices, and (b,d) represent coronal
slices.
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(a) (b)

Figure 4.6: Comparison of the axial slices (a) before and (b) after normalising a T1-w Dixon-W image. The figures
only show the region of interest of the image.

Then, a minimum-maximum normalisation is applied to the voxel intensities of

each image, which is important for dielectric properties assignment, later presented in

Section 4.3. The normalisation does not have an impact on the quality of the images,

since the contrast between tissues is not changed, as observed in Figure 4.6.

4.2.2 Image Segmentation

Five segmentation methods are applied to the breast MR images to segmented different

type of tissues, which are described in the following sub-sections.

4.2.2.1 Background

Contrarily to previous studies with MRI [133]–[137] where only the breast region was

segmented, the lateral and posterior part of the body also need to be retrieved to create

an axillary region phantom. In this thesis, the background is segmented in two steps,

as shown in Figure 4.7. Firstly, the background of the anterior part of the body is

segmented. This segmentation results from the binarisation of both T1-w Dixon-W

and T1-w Dixon-F images using Otsu’s thresholding [Figure 4.7(b, d)] and applying

the union of both binarised images (masks), as shown in equation 4.1. Then, a post-

processing step is applied where each axial slice of the resulting mask is scanned from

the anterior to the posterior part of the mask, filling any holes within the body region

[Figure 4.7(e)]. This background mask is also used to improve the results of the next

segmentation step by removing the artefacts of the background on the T1-w Dixon-W

image.

maskbackground = Post-processing

(Binintensity>OTSU threshold(T1-w Dixon-W)
)
∪

(
Binintensity>OTSU threshold(T1-w Dixon-F)

)
(4.1)

Secondly, the background of the posterior part of the body is segmented so it can be

used in the final axillary region models. This background is obtained using the T1-w

82



4.2. IMAGE PROCESSING PIPELINE

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.7: Example of background segmentation of an axial slice of a breast MR image. The images show (a) T1-w
Dixon-W and (c) T1-w Dixon-F images, and the corresponding results of Otsu’s thresholding in (b) and (d). The
combination of (b) and (d) and after filling the holes within the body region result in (e). T1-w localisation image is
presented in (f) and the resulting image of the background segmentation is presented in (g). The final background
is presented in (h), a combination of (e) and (g).

localisation image [Figure 4.7(f)], which is the only image sequence which contains

the posterior part of the body. The segmentation results from a manual thresholding,

followed by opening and closing operations with a kernel 3× 3 and a median filter.

Then, both background masks of the anterior [Figure 4.7(e)] and posterior part of

the body [Figure 4.7(g)] are combined [Figure 4.7(h)]. The final background can have

some unexpected errors, e.g. discontinuities between slices, since T1-w localisation

image sequence has low contrast in the posterior part. These errors can be corrected by

manual segmentation and by applying a univariate smoothing spline interpolation in

the sagittal plane, as shown in Figure 4.8.

4.2.2.2 Internal Tissues

The internal tissues are segmented using the K-Means algorithm (presented in Section

2.3.3.2). Several values for the number of clusters K are compared, from 3 to 10. The

best value is empirically retrieved considering some qualitative criteria. The following

criteria are considered for the T1-w Dixon-W images:

1. Good distinction between the following tissues: fibroglandular tissue, adipose

tissue, and muscle;

2. Lymph nodes can be identified in more than one cluster but should be isolated

from the surrounding tissues;
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(a) (b)

(c) (d)

Figure 4.8: Example of univariate smoothing spline interpolation applied to a sagittal slice of the background. (a)
and (c) shows the sagittal binary slice before and after the interpolation is applied, respectively. The plots in (b) and
(d) shows how the interpolation is applied using the coordinates of the surface.

3. One single main tissue cannot be identified in more than three clusters.

K-Means algorithm is also applied to T2-w STIR images, but only one criterion is

used: all ALNs need to be segmented in one cluster with no other tissues.

Figure 4.9 shows some examples of the results with the K-Means algorithm applied

to a T1-w Dixon-W image for different K values. Independently of the considered K ,

multiple groups of tissues are identified within the same cluster since they have similar

range of voxel signal intensities: skin and muscle are segmented and identified in the

same clusters as the fibroglandular tissue, adipose tissue is identified in more than one

cluster, and the lung cavity is identified in the same clusters as adipose tissue. Even

though fibroglandular tissue and muscle are identified in the same clusters, they are

visually distinguishable. Regarding the ALNs, their cortex is identified as belonging to

the same cluster as fibroglandular tissue, while their hilum is identified as belonging

to the same clusters as adipose tissue. Therefore, extra segmentation steps are needed

to individually segment skin, the lung cavity and ALNs as detailed in the following

sub-sections. In the presented example in Figure 4.9, a value of K between 4 and 6

would be sufficient to segment the remaining tissues, i.e. adipose, fibroglandular tissue

and muscle, as higher values of K do not provide more advantages for the following

steps.
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(a) K = 4 (b) K = 6 (c) K = 10 (d) K = 14

(e) K = 4 (f) K = 6 (g) K = 10 (h) K = 14

Figure 4.9: Comparison of segmentation with K-Means algorithm for different K values. The figures only show the
region of interest of the image. (a-d) represent axial slices, and (e-h) represent coronal slices.

4.2.2.3 Lung Cavity

The lung cavity is usually segmented in the same cluster as adipose tissue. Hence, an

additional step is required to segment this part of the torso. The segmentation of this

structure is not usually addressed in breast MR images and it is only roughly estimated

[201]. Although the lung has a minimal importance to MWI applications since it is

deep and located behind the muscles in the axillary region, it is included in the axillary

region models to ensure a realistic anatomical representation.

The segmentation of the lung cavity results from the intersection between the bina-

risation using Otsu’s thresholding of both T1-w Dixon-W and T1-w Dixon-F images, as

shown in the equation 4.2. The resulting mask may include some voxels which do not

belong to the lung cavity. Hence, some post-processing steps are applied. These steps

include applying opening and closing operations with a kernel 3 × 3, and applying a

connected-component labelling method, which is used to select the largest group that

will indeed correspond to the lung cavity.

masklung = Post-processing

(Binintensity<OTSU threshold(T1-w Dixon-W)
)
∩

(
Binintensity<OTSU threshold(T1-w Dixon-F)

)
(4.2)

The segmentation results of the lung cavity are shown in Figure 4.10, showing a

successful segmentation. To note that lungs are asymmetrical.

4.2.2.4 Skin

The skin is usually segmented in the same cluster as fibroglandular tissue or in more

than one cluster, so an additional step is required to segment the skin tissues. Most

authors added an artificial layer of skin with a fixed thickness to their breast models
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(a) (b) (c) (d)

(e) (f)

Figure 4.10: Examples of coronal slices of the lung cavity segmentation. The original images of T1-w Dixon-W and
T1-w Dixon-F are shown in (a) and (c), respectively, and the corresponding resulting images after Otsu’s thresholding
are shown in (b) and (d), respectively. (e) shows the resulting image of the intersection between (b) and (d), and (f)
shows the final result after the processing steps.

[133], [136], [137]. Tunçay et al. [135] removed a layer of the breast model and added a

skin layer with a lower thickness than the thickness of the removed layer. Pelicano et
al. [138] combined the the binary masks of several MR images in order to retrieve the

true thickness of the skin in the breast region.

In this thesis, several methods were tested to segment this tissue in the overall torso.

The first implemented method consists of using the resulting segmentation from K-

Means, and scanning the axial slices in both directions, considering the skin is the first

segmented tissue. The second method uses the manual segmented background mask

and considers the contour of the mask as the skin tissue. And the third method uses

the T1-w Dixon-F image, considering the skin as the contour of the binarised image

with Otsu’s thresholding.

The final algorithm was chosen based on its performance and low computational

cost. It is based on the second method, where an erosion operation is applied to each

axial slice of the background mask. The kernel size of the erosion is defined as twice

the ideal skin thickness. For most cases, a kernel size of 6 × 6 is sufficient. The skin

layer is obtained from the subtraction between the background mask and the resulting

image after the erosion operation, as shown in equation 4.3. It has the disadvantage of

considering a uniform skin thickness in all regions of the torso. Figure 4.11 shows the

results of skin segmentation in axial and coronal planes.

maskskin = maskbackground −maskbackground_eroded (4.3)
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(a) (b) (c) (d)

Figure 4.11: Examples of skin segmentation results in the (b) axial and (d) coronal planes and the corresponding
original (a, c) T1-w Dixon-W image.

4.2.2.5 Axillary Lymph Nodes

Ideally, the K-Means algorithm should segment ALNs in only one cluster. But this is

often not possible without compromising the segmentation of other tissues. Previous

studies of breast or torso segmentation [133], [135], [136] have not included ALNs

in their models. Other studies [86], [87], [89] have addressed ALN segmentation but

surrounding tissues were not segmented. The segmentation of the surrounding tissues

is important for the purpose of our study where a relationship between ALNs and the

remaining tissues is needed. To this end, the resulting segmentations from K-Means of

T1-w Dixon-W and T2-w STIR images are combined.

Figure 4.12 shows the step-by-step results of ALNs segmentation. In the repre-

sented coronal slice, only one matted metastasised ALN (i.e. more than one ALN very

close to each other and visually indistinguishable) is segmented but each slice can

include multiple ALNs. As observed, the T2-w STIR image sequence does not pro-

vide a good separation between all tissues but provides a good detection of ALNs in

higher intensities. The ALNs mask is created from the intersection between the (K − 3)

highest-intensity clusters from T1-w Dixon-W segmentation [Figure 4.12(e)] and the

highest-intensity cluster from T2-w STIR image segmentation [Figure 4.12(f)], as shown

in equation 4.4. The resulting image from the intersection represents a more accurate

representation of the lymph node shape and size, due to the higher resolution of T1-w

Dixon-W.

As an example, if the optimal K value for T1-w Dixon-W segmentation is K = 5,

the ALNs mask is created considering the fourth and fifth clusters which correspond

to tissues with higher signal intensities (ignoring adipose and intermediate tissues).

For T2-w STIR segmentation, only the cluster with higher signal intensities is selected,

which includes the ALNs.

maskALN =
(
Bin(K-3)th,...,Kth clusters(T1-w Dixon-W)

)
∩

(
BinKth cluster(T2-w STIR)

)
(4.4)

As shown in Figure 2.6, only the cortex of healthy ALNs has high voxel intensities

in T1-w Dixon-W, and only this structure is included in the resulting segmentation. In

87



CHAPTER 4. ANTHROPOMORPHIC NUMERICAL MODELS AND

ESTIMATION OF DIELECTRIC PROPERTIES

(a) (b) (c) (d)

(e) (f) (g)

Figure 4.12: Coronal slices of step-by-step segmentation of an ALN. The original images T1-w Dixon-W and T2-w
STIR images are shown in (a) and (c), respectively, and the corresponding K-means segmentation results are shown
in (b) and (d), respectively. The masks generated from (b) and (d) and their intersection are shown in (e), (f) and (g),
respectively.

order to include the entire structure of healthy ALNs, the resulting segmentation of

each ALN is used to estimate an ellipsoid which includes the hilum for each detected

healthy ALN.

The ellipsoid fitting method is adapted from an open-access code repository [202].

It applies a linear least squared algorithm [203] considering the algebraic form of an

ellipsoid (equation 4.5) and a constraint (equation 4.6) [204].

Ax2 +By2 +Cz2 +Dxy +Exz+Fyz+Gx+Hy + Iz+ J = 0 (4.5)

A+B+C = 3 (4.6)

After solving the equation system, the ellipsoid axes lengths (a, b and c), its center

and orientation are obtained. These parameters are then used to create an ellipsoid

mask in the image which matches the true ALN shape, as shown in Figure 4.13.

4.3 Estimation of Axillary Lymph Nodes Dielectric

Properties

The dielectric properties are assigned to MRI-based numerical models considering

state-of-the-art dielectric properties of tissues (in particular, adipose and fibroglandular

tissues). In this section, this information is used to estimate ALNs dielectric properties.

To this end, a similar approach proposed by [133], [135]–[138] for the breast was

considered to create dielectric property maps of the axillary region model. Zastrow

et al. [133] mapped permittivity and conductivity values to the images considering
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(a) (b) (c) (d)

Figure 4.13: Ellipsoid estimation from a healthy ALN. Coronal slice of the original (a) T1-w Dixon-W image and (b)
its resulting mask. (c) 3D segmented volume and (d) resulting 3D volume from ellipsoid estimation. Voxels in red
represent the ALN cortex and voxels in blue represent the hilum.

a Gaussian fitting and a linear relation between each MRI signal voxel intensity and

dielectric properties. Tunçay et al. [135] applied a polynomial cubic interpolation to

assign dielectric properties. More recently, other authors [136], [137] subdivided the

main breast tissues in several clusters, and assigned one single dielectric property value

per frequency per cluster. In the axillary region, some details of the proposed methods

cannot be applied. As the axillary region includes more than two tissues, a Gaussian

fitting cannot be used, and there is also no advantage of considering sub-clusters as

proposed by [136], [137] as no additional dielectric property curves need to be fitted

to the model. Also, no substantial differences were observed between a linear and a

polynomial cubic interpolation so a linear interpolation will be adopted since it has a

simpler implementation to create dielectric maps.

In order to create the dielectric property maps, six curves of dielectric properties for

permittivity and conductivity are considered, as shown in Figure 4.14. These curves

are based on Lazebnik et al. [125], [133]: two curves to limit both fibroglandular and

adipose tissues, one minimum and one maximum curve. Choosing these curves will

inherently impose the maximum value of dielectric properties for ALNs as those of

fibroglandular tissue. However, no other curves, such as the water curve, are viable to

use with this methodology since no free-water tissues are present in the images.

Each cluster obtained from the K-Means segmentation is then assigned to an interval

between two curves. Table 4.4 and Figure 4.15 show an example of how each original

cluster is assigned to an interval between the dielectric property curves when K = 5,

which is one of the values of K that provides realistic segmentation results. For lower

values of K , some of the intermediate curves need to be neglected, while for higher

values of K , some of the clusters need to be grouped. At each frequency, the minimum

and maximum voxel intensities of each cluster are assigned to the dielectric properties

values of the chosen two curves. The voxel intensities are then mapped to a value
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between the selected curves using a piecewise linear interpolation:

dp(w,f ) = w(v)× cupper(f ) + [1−w(v)]× clower(f ) (4.7)

w(v) =
v − vmin
vmax − vmin

(4.8)

where cupper and clower are the dielectric property values at the upper and lower bound

curves considered in interpolation, respectively, at a specific frequency f . v is the

voxel intensity, and vmin and vmax are the minimum and maximum voxel intensity of

the corresponding cluster, respectively. w is a value between 0 and 1. Following this

procedure, voxelised dielectric property maps (i.e. each voxel has the intensity value

matching each dielectric property) are created for frequencies from 1 to 20 GHz, with

a step of 1 GHz. Figure 4.16 shows an example of a resulting map of both permittivity

and conductivity for a frequency of 5 GHz.

After assigning the dielectric properties to each cluster and generating the dielectric

property maps, the properties of ALNs can be estimated by superimposing the ALNs

mask with the resulting dielectric property maps. For the purpose of this study, one

ALN from each axillary region is selected for comparison. In exams of patients with

metastasised ALNs, one metastasised and one healthy ALNs in opposite axillary regions

are compared.

In order to select a specific ALN, a connected-component labelling method is ap-

plied to the ALNs mask. The whole ALN is selected when the coordinates of a point

in the ALN are given. The selected ALNs are mostly level I ALNs and may sometimes

include level II ALNs. Then, the dielectric properties of an ALN, per frequency, are

obtained by averaging the assigned dielectric properties to each voxel of the ALN. A

Mann-Whitney statistical test is then applied to evaluate the difference of dielectric

(a) (b)

Figure 4.14: Relative permittivity (left) and effective conductivity (right) curves of breast tissues reported in [125],
[133].
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Table 4.4: Correspondence between cluster numbers, dielectric property curves and tissues that may be detected in
the clusters.

Cluster

number
vmin vmax clower cupper Detected tissues

1 Im Ia1 Pm Pa1 Adipose, lung

2 Ia1 Ia2 Pa1 Pa2 Adipose, lung

3 Ia2 Ifg1 Pa2 Pfg1 Adipose

4 Ifg1 Ifg2 Pfg1 Pfg2 Fibroglandular, muscle, skin, ALNs

5 Ifg2 IM Pfg2 PM Fibroglandular, muscle, skin, ALNs

I: voxel intensity; P: dielectric property; m: minimum curve; a1: lower bound of adipose tissue;

a2: upper bound of adipose tissue; fg1: lower bound of fibroglandular tissue;

fg2: upper bound of fibroglandular tissue; M: maximum curve

(a) (b)

Figure 4.15: Interpolation between dielectric properties values and voxel intensities at a specific frequency f . (a)
shows an example of reference points of relative permittivity curves and (b) shows the piecewise linear interpolation
considering 5 clusters.

properties between both groups of healthy and metastasised ALNs. A p-value ≤ 0.05 is

considered as statistically significant.

The entire analysis resulted in estimating dielectric properties from 25 metastasised

ALNs and 75 healthy ALNs, i.e. 2 healthy ALNs from each of the 25 patients with

only healthy ALNs, and 1 healthy and 1 metastasised ALNs from the 25 patients with

metastasised ALNs. Figure 4.17 shows the results of the estimated dielectric properties

for each ALN over frequency.

The curves of the first, second and third quartiles for both healthy and metastasised

ALNs are shown in Figure 4.17. The corresponding Debye parameters (presented in

Table 4.5) are calculated by fitting a Debye model using the non-linear least squares

method. Healthy ALNs have a large variability of dielectric property values, ranging

from 15.9 to 41.4 average relative permittivity at 5 GHz. In contrast, metastasised ALNs
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(a) (b) (c)

(d) (e) (f)

Figure 4.16: Example of dielectric property map at 5 GHz in (a-c) axial and (d-f) coronal planes. The original image
is shown on the left, and the resulting relative permittivity and conductivity maps are shown on the centre and
right, respectively.

(a) (b)

Figure 4.17: Relative permittivity (left) and effective conductivity (right) of healthy (orange) and metastasised (blue)
ALNs estimated from MR images, over frequency. The dashed, solid and dotted lines represent the first, second and
third quartiles of both healthy and metastasised ALNs, respectively.

have higher dielectric properties and the variability is much lower than healthy ALNs,

with an average relative permittivity ranging from 40.5 to 49.7 at 5 GHz. The estimated

dielectric properties of both healthy and metastasised ALNs are statistically different

with a p-value of 10−14 for both relative permittivity and conductivity at 5 GHz. The

dielectric contrast between the median of both healthy and metastasised groups is

31.8% at 5 GHz. The following analysis focuses on average relative permittivity values

as they highlight absolute differences, but comparable conclusions can be drawn from

conductivity results.

One factor that may explain the variability of permittivity values for healthy ALNs

is the variability of their size. Figure 4.18 shows how average relative permittivity

values change over the ALN larger axis length (i.e. the larger dimension of the ALN

within the three image planes) and volume. A trend between relative permittivity and

the ALN larger axis is observed in Figure 4.18(a). Comparatively, this trend is more

92



4.3. ESTIMATION OF AXILLARY LYMPH NODES DIELECTRIC PROPERTIES

Table 4.5: Debye model parameters for healthy and metastasised ALNs applied to 1 to 20 GHz frequency range.

Healthy ALNs Metastasised ALNs

Quartile Q1 Q2 Q3 Q1 Q2 Q3

ε∞ 9.33 10.94 11.81 14.18 14.49 15.22

σs (S/m) 0.36 0.48 0.56 0.75 0.77 0.83

∆ε 19.37 24.35 27.49 36.14 37.67 38.54

τ (ps) 13.00 13.00 13.00 13.00 13.00 13.00

(a) (b)

Figure 4.18: Estimated relative permittivity at 5 GHz of each healthy ALN over its larger axis length (left) and
volume (right).

evident considering the total ALN volume [Figure 4.18(b)]: smaller ALNs have higher

average relative permittivity values. This can be due to the fact that smaller ALNs have

a smaller hilum, which means the cortex is the ALN structure contributing more to the

average dielectric properties of the ALN.

Figure 4.19 shows the relative permittivity change over the patients’ BMI. BMI

could have an impact on bias field removal performance which would result in changes

of voxel signal intensities and, consequently, in estimated dielectric properties. How-

ever, Figure 4.19 shows that average relative permittivity values change independently

of BMI, for both healthy and metastasised ALNs, indicating that this methodology is

sufficiently robust for all patients’ BMI.

The robustness of this methodology can also be evaluated by analysing patient-

specific results. Figure 4.20 shows a comparison between the resulting average relative

permittivity values of ALNs within the same patient. The values vary between patients

but they are all within a similar range of values. This indicates that the estimated

permittivity values with this methodology are not within different intervals of values

93



CHAPTER 4. ANTHROPOMORPHIC NUMERICAL MODELS AND

ESTIMATION OF DIELECTRIC PROPERTIES

Figure 4.19: Estimated relative permittivity at 5 GHz of each ALN over the patient’s BMI. Healthy ALNs are
represented in orange and metastasised ALNs in blue.

(a) (b)

Figure 4.20: Comparison of estimated average relative permittivity within each patient for 5 GHz. (a) shows a
comparison between healthy ALNs and (b) shows a comparison between healthy and metastasised ALNs. In (a)
both circles and triangles are healthy ALNs, while in (b) circles represent healthy ALNs and triangles represent
metastasised ALNs.

per patient or neither the same interval across all patients. The contrast of relative

permittivity between healthy and metastasised ALNs within the same patient is larger

(on average 34%) than between healthy ALNs (on average 16%). This analysis confirms

that the dielectric property results are not due to variability between MR images but

between the ALNs themselves.

The assumptions behind this methodology do not allow a direct comparison of ab-

solute dielectric property values with state-of-the-art values measured with traditional

methods, such as Open-Ended Coaxial Probe (OECP) [55], [58]. Furthermore, a com-

parison to actual OECP measurements of ALNs of the patients included in this study

is not possible since no follow-up of the patients was done. Nevertheless, these results

can be compared to the main conclusions drawn from those studies. The large range

of dielectric property values is common across studies. While in the case of OECP this
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large range might be due to sample handling and limitations on measuring heteroge-

neous samples, in this study it can be explained by the inherent heterogeneity of the

ALN and variability intra- and inter-patient. The range of the relative permittivity we

can estimate from MRI varies from 15.9 to 49.7 at 5 GHz which is lower when com-

pared from 4.9 to 49.6 measured with OECP [58]. This may have three explanations: 1)

the estimated dielectric properties are limited by a minimum and maximum dielectric

property curve obtained from measurements of fibroglandular tissues and ALNs could

have higher properties than this type of tissue; 2) the voxel intensity values of ALNs

can be affected by the distance to the coil even if this effect is reduced by the bias field

removal algorithm; 3) OECP measurements may not be sensitive to the heterogeneity

of the samples, providing a weighted average of the properties of the measured sensing

volume of the ALN, and may be hampered by adipose tissue. Despite these points,

this study is an important contribution to the understanding of the dielectric contrast

between healthy and metastasised ALNs. Additionally, the observed contrast between

healthy and metastasised ALNs (31.8% and 34% for inter- and intra-patient) is a good

indicator for the feasibility of an MWI system aiming to diagnose ALNs. In Section 4.5,

a validation of this methodology will be presented.

4.4 Creation of Axillary Region Numerical Models

The axillary region numerical models are created after adapting the segmented results

from the image processing pipeline. To anatomically represent the tissues of interest,

the obtained clusters from K-Means are grouped into two clusters: adipose and mus-

cle/fibroglandular tissue. Multiple ALNs are included in the numerical models after

being selected using the connected-component labelling method (introduced in Section

4.3). This method also allows to remove artefacts generated by vessel structures as it re-

moves smaller sub-clusters within muscle/fibroglandular tissue cluster. The resulting

models have a total of 6 groups of tissues: adipose tissue, muscle/fibroglandular tissue,

skin, lungs, healthy ALNs and metastasised ALNs. Bone was the only large structure

which was not included since MRI does not allow a good contrast between bone and

the surrounding tissues. However, as mentioned before, this structure is deeper than

muscle, which would attenuate bone MWI response, and therefore its MWI response

in the axillary region is negligible. Moreover, the model is divided into two sections

of each axillary region (right and left), using the nipples as the medial limit and the

bottom part of the breasts as the inferior limit.

A repository was made available for download on GitHub [205] and includes axil-

lary region numerical models of 5 patients. These models were created from a selection

of patients from the larger dataset of 448 patients, ensuring the representativeness of

axillary regions with both healthy and metastasised ALNs. The presented models have
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Table 4.6: Specifications of axillary region models.

Model

AR_

Patient

BMI
Side

Dimensions Resolution # H

ALNs

# M

ALNsA C S A C S

001 21
R 190 298 121

0.99 0.99 1
1 2+1 Matted

L 190 298 126 3 0

002 24
R 204 297 144

0.99 0.99 1
0 6

L 204 297 105 4 0

003 26
R 169 325 114

1.07 1.07 1
3 0

L 169 325 111 1 1 Matted

004 26
R 213 360 144

0.99 0.99 1
1 2

L 213 360 154 3 0

005 31
R 217 443 169

0.99 0.99 1
1 1

L 217 443 138 2 0
BMI: Body Mass Index; ALNs: Axillary Lymph Nodes; R: Right; L: Left;

A: Axial Direction; C: Coronal Direction; S: Sagittal Direction; H: Healthy; M: Metastasised

variability in terms of number of metastasised ALNs and BMI, as shown in Table 4.6.

When considering models of patients with different BMIs, the models present variabil-

ity of ALNs depth and positioning in relation to the surrounding muscles. Different

types of metastasised ALNs are also included in the models, such as single ALNs, mul-

tiple clearly separated ALNs, or matted ALNs. Figure 4.21 shows three examples of the

numerical models in 3D and more details of each model are presented in Appendices

B, C, D, E and F.

Each patient folder includes two sub-folders with the corresponding right and left

axillary region numerical models. A single file is provided for each group of tissues

so the users can combine and create models with different levels of complexity. Each

(a) (b) (c) (d) (e) (f)

Figure 4.21: 3D representation with a 2D axial view and the corresponding MRI slice of (a,b) AR_001, (c,d) AR_003,
and (e,f) AR_005 right axillary region models. Light blue colour represents the skin layer, green represents adipose
tissue, purple represents muscle, black represents lung cavity, yellow represents healthy lymph node, and red
represents metastasised lymph node.
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Table 4.7: Debye model parameters for skin, muscle, lung and adipose tissue (valid from 1 to 20 GHz) [116], [125],
[133].

Skin Muscle Lung Adipose

ε∞ 15.93 21.66 7.62 3.12

σs (S/m) 0.83 0.89 0.81 0.05

∆ε 23.83 33.24 14.03 1.59

τ (ps) 13.00 13.00 13.00 13.00

numerical model includes a maximum of 6 groups of tissues: adipose tissue, muscles

and fibroglandular tissue, skin, lung, healthy ALNs and metastasised ALNs.

The files are provided in MAT, RAW and STL formats. The numerical models are

created with the original resolution of the MRI scans, so users might need to use post-

processing steps such as interpolation or smoothing filters to fit the electromagnetic

simulation software requirements or for 3D-printing. Two additional files for adipose

and skin without cavities are provided in STL format to allow the user to combine

post-processing STL files.

The user has two options to assign the dielectric properties to the numerical phan-

toms. The first option consists of implementing the Debye models presented in Tables

4.5 and 4.7. The second option consists of associating a dielectric property map for each

frequency, which can be obtained from the interpolation between MRI voxel intensities

and dielectric properties. For this option, 2 additional files in MAT and RAW formats

for each axillary region model are provided: labelmap and weightmap. The labelmap

file has a matrix where each voxel is represented by one of 7 labels, as shown in Table

4.8. Each label defines which dielectric properties curves should be used to interpolate

the voxel intensities into the corresponding dielectric properties. The weightmap file

includes the weight of each voxel calculated using equation 4.8. The corresponding

dielectric property map can then be calculated using equation 4.7.

This repository is an important contribution to the community and is a useful tool

for the development and validation of dedicated algorithms for MWI systems designed

to diagnose ALNs.

4.5 Validation of Dielectric Properties Estimation with

Phantom

As mentioned in Section 4.3, no OECP measurements of ALNs of the patients included

in the study were possible. Hence, the accuracy of the presented methodology and the

estimated dielectric properties could not be calculated. In order to address this gap

in the analysis, a phantom with mixtures with known dielectric properties is used to
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Table 4.8: Correspondence between labels and Debye models for interpolation (valid from 1 to 20 GHz) [116], [125],
[133].

Cluster

number
Dielectric property curve ε∞ σs (S/m) ∆ε τ (ps)

-2 Skin 15.93 0.83 23.83 13.00

-1 Lung 7.62 0.81 14.03 13.00

0 - - - - -

1
Minimum 2.31 0.005 0.09 13.00

Lower Bound Adipose 2.85 0.05 1.10 13.00

2
Lower Bound Adipose 2.85 0.05 1.10 13.00

Upper Bound Adipose 3.99 3.55 0.08 13.00

3
Lower Bound Fibroglandular 12.99 0.40 24.40 13.00

Upper Bound Fibroglandular 14.20 0.82 40.49 13.00

4
Upper Bound Fibroglandular 14.20 0.82 40.49 13.00

Maximum 23.20 1.31 46.05 13.00

validate the adopted assumptions in the methodology, while replicating a breast MRI

exam. The purpose of this study is to compare the estimated dielectric properties using

the developed methodology with the known dielectric properties. The impact of other

effects, such as the distance to the coil and bias field effect, in the estimated dielectric

properties is also evaluated.

The following sections describe the creation of the phantom and the used mimicking

materials, the methodology used for the MRI acquisition and the dielectric properties

estimation, and the main results.

4.5.1 Phantom Creation

A physical phantom was created so it could be used in the dedicated breast MRI coil.

To that end, a breast-shaped phantom was created to ensure similar interaction of the

magnetic fields and similar behaviour of MRI artefacts (e.g. the bias field) to what

happens in a real patient exam. The phantom comprised several compartments where

breast tissues mimicking mixtures could be inserted.

The anthropomorphic physical phantom of the breast and part of the axillary region

was created from the breast MR images collected and described in Section 4.1. A patient

exam with a small breast size was chosen so both the breast and part of the axillary
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region could be printed in Form 3 3D-printer (Formlabs [206]), which is limited to a

volume of 145× 145× 180 mm3. Firstly, a numerical phantom was created following

the procedure described in Section 4.2.2.1. The numerical phantom was then divided

in two parts, the left and the right sides. Only the left side was used in the following

steps. The phantom was partially cut to fit within the volume of the 3D-printer and

converted to a STL file, as shown in Figure 4.22(a).

(a) (b) (c)

Figure 4.22: Numerical model of the breast and axillary region phantom in (a) perspective view, in (b) axial view
showing the opening of the phantom, and (c) the corresponding cover with three opening for the compartments. L1,
L2 and L3 are the labels of each compartment location.

The remaining steps were performed using Meshlab™ and Autodesk® Fusion 360®.

The phantom was made hollow, with a wall-thickness of 2 mm. In order to create

a phantom that could be adaptable for other tests, an opening in the corresponding

posterior part of the body was created which could then be closed with a corresponding

cover. To this end, a border around the opening was maintained in order to enable

the insertion of holes for 8 nylon screws [Figure 4.22(b)], which were used to attach

the cover of the model. The corresponding cover [Figure 4.22(c)] was designed also

with 8 holes, 3 rectangular openings where compartments for several liquid tissue

mimicking mixtures would be fixed, 6 squared openings where solid tissue mimicking

mixtures would be fixed, and one circular opening to give access to the main volume.

The rectangular and squared openings were created in different locations so the effects

of MRI artefacts could be evaluated between the same mixtures: near the nipple (L1),

lateral to the breast in the inferior part (L2) and lateral to the breast in the superior

part (near the axillary region) (L3).

Each rectangular opening was designed for a compartment, divided into six smaller

compartments in order to hold 6 liquid tissue mimicking mixtures in each of the three

locations (L1, L2, L3). L1 has a height of 113 mm, L2 has a height of 43 mm, and L3

has a height of 38 mm, as shown in Figure 4.23(a). Each smaller compartment has

dimensions 10 × 10 mm2 and are separated by 1.5 mm. The two squared openings

next to each compartment location [Figure 4.22(c)] were designed to hold 2 solid tissue
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mimicking mixtures. More details in those mixtures will be given in the following

section (Section 4.5.2). The corresponding covers for these compartments were created

so that the compartments could be totally sealed to avoid any sanitation issues in

transportation and during the MRI exam [Figure 4.23(b)].

(a) (b)

Figure 4.23: (a) Numerical models of L1 (bottom), L2 (top left) and L3 (top right) compartments, and (b) numerical
models of individual covers.

All the components of the phantom were printed in Form 3 3D-printer (Formlabs

[206]) using the Clear Resin polymer. The main cover was attached to the model with

nylon screws, as shown in Figure 4.24.

(a) (b) (c)

Figure 4.24: 3D-printed phantom and compartments.

4.5.2 Tissue Mimicking Materials

As explained in Section 2.3.3, the MRI response depends on the interaction between

molecules. Therefore, it can vary with the state of the matter under study. Therefore,

different states of matter are considered for tissue mimicking materials in this study,

allowing to evaluate the MRI response for mixtures with the same dielectric properties

but in a different state.

Seven liquid mimicking mixtures and two solid tissue mimicking mixtures are

considered. One of the liquids is the main liquid in the phantom to mimic adipose
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Table 4.9: Composition of the mixtures used in the phantom and reported average dielectric properties at 5 GHz.

Mixture Composition
Mixture Symbol

G3 B G2 G1 T WN W S- S+

TX-100 (%) 100 75 40 28 21 0 0 - -

Water (%) 0 25 60 72 79 100 100 - -

Salt (g/L) 0 0.8 4.28 5.7 6.2 11.69 0 - -

Polyurethane part-A (%) - - - - - - - 40 32

Polyurethane part-B (%) - - - - - - - 40 32

Graphite (%) - - - - - - - 20 30

Carbon-black (%) - - - - - - - 0 6

Acetone (mL/100 g) - - - - - - - 0 3

εr 5 10 32 44 50 71 74 8 30

σ (S/m) 0.2 1 3 4 4 1 1 0.1 2

tissue, the remaining six were inserted in the compartments presented in the previous

section and the two solid mixtures were embedded in the main liquid.

The mixtures are based on well-reported recipes of tissue mimicking materials for

MWI frequencies. The liquids are mixtures of Triton® X-100 surfactant, destilled water

and salt (NaCl), following the recipes of Joachimowicz et al. [145], [207] in order to

represent a wide range of dielectric properties in 0.5 to 10 GHz frequency band. The

solids are mixtures of polyurethane, graphite, carbon-black and acetone, following the

recipes of Oliveira et al. [146]. These mixtures were chosen due to the availability of the

materials and, although they have some challenges, they are relatively easy to produce.

Table 4.9 shows a summary of the composition of the mixtures. G3, G2 and G1 mimic

Lazebnik et al. [125] measurements of breast tissues, representing low-density, medium-

density, and high-density breast tissues, respectively. B stands for bone, T stands for

tumour, WN stands for water with NaCl, and W stands for water. S stands for solid, -

and + represent the lowest and highest dielectric property mixture, respectively. The

solid mixtures were created using a mould [Figure 4.25(a)] and reshaped afterwards

into a parallelepiped [Figure 4.25(b)] to fit within the phantom.

The dielectric properties of all the mixtures were measured using the OECP method

3 to 6 hours prior the acquisition in MRI. The measurements were performed over the

frequency band 0.5 to 10 GHz using a Keysight N1501A dielectric slimform probe

kit (comprised by a probe, a cable and a probe stand) and connected to a Keysight

E5063A Vector Network Analyser (VNA) [Figure 4.25(c)]. As standard procedure, the

system was calibrated using the open/short/load method before all measurements

[208]. Distilled water was used as a standard load. Each liquid was measured up to
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(a) (b) (c)

Figure 4.25: Solid tissue mimicking mixtures (a) before and (b) after reshaping, and (c) while measuring the dielectric
properties with the Keysight slim form probe and controlling pressure with a scale.

3 times and the results are shown in Figure 4.26. Each solid was measured 3 times in

four different points and the pressure was controlled with a scale [Figure 4.25(c)]. The

results of the solid mixtures are shown in Figure 4.27. The results show the dielectric

properties of liquids are more consistent over repetition. The variation of the measured

dielectric properties in the solid mixtures in the same measurement point is higher

than the one observed with liquids. The variation between different points is also

substantial. These differences are even more evident for the S+ mixture, which has the

highest dielectric properties. This can be explained by the fact that liquids are more

homogeneous and the existence of air bubbles during the dielectric measurement is

easier to control. Conversely, the homogeneity of solid mixtures could not be ensured

and the OECP is sensitive to the pressure and contact between the solid and the probe.

As more graphite and carbon-black powder are added during the production of the

mixtures, the more difficult is to mix all the components. Therefore, mixtures with

higher dielectric properties may be more heterogeneous and have air bubbles inside.

Due to time constraints, no other type of solid mixtures were produced and these

mixtures were used in the performed tests in the MRI.

4.5.3 Imaging Acquisition

One to two hours before the imaging acquisition, the compartments were filled with

the liquid mixtures and the solid mixtures were placed inside the phantom immersed

in the main liquid. The mixtures were randomly positioned inside the compartments,

as shown in Figure 4.28(a), ensuring the repetition of each mixture in locations L1,

L2 and L3. All liquids were easily inserted in the whole compartment, except for the

G2 mixture, which was viscous and ensuring the absence of air bubbles inside the

compartment was not possible. The phantom was then sealed with silicone and with

tape to avoid leakage [Figure 4.28(b-c)].

The phantom was imaged in a 3.0T clinical MR system (Magnetom Vida, Siemens
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(a) (b)

Figure 4.26: Relative permittivity (left) and effective conductivity (right) of the measurements on liquid tissue
mimicking mixtures over the frequency band 0.5 to 10 GHz. Each liquid is represented by the average curve of all
measurements and a band of the same colour which represents the average minus and plus the standard deviation
of the measurements.

(a) (b)

Figure 4.27: Relative permittivity (left) and effective conductivity (right) of the measurements on solid tissue
mimicking mixtures over the frequency band 0.5 to 10 GHz. Each solid is represented by the average curve the
measurements in each point of measurement and a band of the same colour which represents the average minus
and plus the standard deviation of the measurements.

Healthineers), as shown in Figure 4.29. The used MRI sequences comprise the majority

of the sequences used in the patient study (Table 4.2), excluding the DWI STIR and

T1-w SPAIR image sequences, and a new sequence: T2-w TSE VIBE Dixon. This image

sequence also creates a set of images with different contrasts (Dixon-IN, Dixon-OPP,

Dixon-F and Dixon-W, as explained in Section 2.3.3), and it is acquired in the axial

plane with voxel size of 1.48× 1.48× 1 mm3.

Figure 4.30 shows the original images acquired in the same axial plane. The T1-w lo-

calisation and T2-w STIR sequences are excluded from the study as they do not provide

additional information. As can be observed in all images, the solid mixtures produce a

magnetic susceptibility artefact, causing some image distortion. In fact, this behaviour
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(a) (b) (c)

Figure 4.28: Positioning of the mixtures inside the phantom (left) and final phantom in axial (centre) and sagittal
(right) views.

(a) (b) (c)

Figure 4.29: Phantom inside the breast MRI coil in the MRI scanner table in three different perspectives. The dashed
black contour in (c) represents the approximate position and shape of the breast coil.

is common in paramagnetic materials [209], which attract the external magnetic field

and create local induced magnetic fields. However, this was not expected to happen be-

cause polyurethane, graphite and carbon-black are diamagnetic materials [210], i.e. do

not attract magnetic fields. However, graphite may show paramagnetic behaviour when

its structure is disordered, which may have happened when mixing it with the other

components [211]. Unfortunately, these results mean that no comparison between solid

and liquid mixtures can be done as the solid mixtures have to be disregarded. Due

to time constraints, no other solid mixtures were prepared to overcome this problem.

As expected due to its viscosity, the compartment with the G2 mixture presents air

bubbles, as can be observed in the L1 compartment in Figure 4.30(e-i). Although these

artefacts affect some of the images, it is possible to observe that liquid mixtures are

imaged with distinct voxel intensities in the different image sequences and the contrast

between the mixtures is also different. Contrarily to what happened in breast patient

exams, the T1-w Dixon-W image sequence is the sequence where the contrast between
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(a) T1-w Dixon-IN (b) T1-w Dixon-OPP (c) T1-w Dixon-W (d) T1-w Dixon-F

(e) T2-w Dixon-IN (f) T2-w Dixon-OPP (g) T2-w Dixon-W (h) T2-w Dixon-F

Figure 4.30: Original MR images acquired with the phantom.

the mixtures is the smallest. The image sequences with the best contrast between the

mixtures are the T2-w Dixon-IN, T2-w Dixon-OPP or T2-w Dixon-F. Similarly to the

patient study, the image sequences with best contrast between the structures of inter-

est should be the ones used for estimation of dielectric properties. Therefore, T2-w

Dixon-IN, T2-w Dixon-OPP or T2-w Dixon-F are the ones that should be used for that

purpose.

4.5.4 Dielectric Properties Estimation

Some adaptations to the methodology presented in Sections 4.2 and 4.3 are performed

in order to process the obtained images.

Firstly, a ground truth mask from the numerical model is created to label the mix-

tures under study and to remove artefacts that might hamper the segmentation of the

mixtures [Figure 4.31(a)]. The removal of artefacts comprises the removal of the fol-

lowing: 1) artefacts of the phantom walls by applying a morphological dilation to the

actual wall [Figure 4.31(b)]; 2) the region where the solid mixtures are, by using a

binary mask of the T1-w Dixon-F sequence and applying a morphological dilation to

the artefacts [Figure 4.31(c)]; 3) air bubbles by considering the intersection between the

binary mask of T2-w Dixon-IN and the interior of the compartments [Figure 4.31(d)].

Prior to the dielectric property estimation, the image processing steps comprise

part of the pipeline presented in Section 4.2. T2-w Dixon is registered to T1-w Dixon.
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(a) (b) (c) (d)

Figure 4.31: Steps for creating the ground truth mask. (a) represents the original numerical model, in (b) the regions
where artefacts produced by phantom walls are excluded, in (c) the regions where the solid mixtures are excluded,
and in (d) the regions with air bubbles are excluded.

(a) (b)

Figure 4.32: Box plots of the distribution of clusters for each liquid mixture for (a) K = 4, and (b) K = 7 applied to
T2-w Dixon-OPP image. The orange line represents the median, the boxes represent the first and third quartile of
the distribution, and the dots represent the outliers.

The bias field removal is applied, as well as the median filter to remove noise, and

the images are normalised. The segmentation of the mixtures is performed with K-

Means. The best K value is chosen by maximising the separation of the mixtures in the

clusters, while minimising the number of clusters where the same mixture is present.

This criterion can be applied by visually analysing the images, as in the case with the

patient exams, or, as a ground truth mask exists, this criterion can be analysed through

plots similar to the ones represented in Figure 4.32. The examples in the figure show

that K = 4 is more suitable since each mixture is present in less clusters.

The dielectric property estimation is performed following the same procedure pre-

sented in Section 4.3 while considering the Debye models fitted to the curves of Figure

4.26. In order to decrease the effect of limiting the range of values for the true dielectric

properties, G3 curve is replaced by a lower bound curve corresponding to G3 curve

minus 5% and the W curve is replaced by an upper bound curve corresponding to W

curve plus 5%. Figure 4.33 shows the resulting curves of relative permittivity and an

example of the piece-wise linear mapping to voxel intensities at 5 GHz when K = 4. In
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this case, when K = 4, the background and air bubbles are exclusively included in one

of the clusters, and therefore only 3 clusters are mapping. As the number of clusters

is lower than the number of curves, some of the curves need to be neglected. The first

(a) (b)

Figure 4.33: Relative permittivity curves of liquid mixtures after fitting a Debye model and considering a variation of
5% in the G3 and W curves (left), and relative permittivity mapping to voxel intensities at 5 GHz when considering
K = 4 in K-Means applied to T2-w Dixon-OPP image (right).

cluster is mapped between G3 and B curves, the second cluster is mapped between B

and G1 curves, and, finally, the third cluster is mapped between G1 and W curves. As

shown in Figure 4.33(b), the resulting overall mapping is approximately linear.

Figure 4.34 presents the voxel intensities, the known dielectric properties of each

liquid mixture for 5 GHz and the estimation of dielectric properties of the whole 3D

volume considering T2-w Dixon-OPP, one of the sequences with best contrast between

the mixtures. The figure shows that the voxel intensities, and the corresponding esti-

mated dielectric properties, for each mixture increase as the water content of mixtures

increases, as expected. However, both the voxel intensities and estimated dielectric

properties are within a large range of values for each mixture. The tendency is also

not completely linear and does not follow the same behaviour as the dielectric prop-

erties. Besides the inherent artefacts of MRI scans due to field inhomogeneities, the

response of the mixtures at MRI frequencies (127.74 MHz) may very well show different

behaviour than at MWI frequencies (500 MHz to 20 GHz). Hence, although a linear re-

lationship between voxel intensities and dielectric properties is a good approximation,

this assumption can result in some errors.

Furthermore, the dielectric properties of some of the mixtures are under- or over-

estimated, which is more evident in the case of G3, B2, WN and W. This is one of the

disadvantages of the method, as was also observed in Section 4.3. The minimum and

maximum curves influences the estimation of dielectric properties, limiting the range

of properties. Small artefacts or inhomogeneities of the image may affect the minimum

and maximum voxel intensities of the clusters, which are then assigned to the mini-

mum and maximum curves, resulting in under- or overestimation of the properties. In
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(a)

(b) (c)

(d) (e)

Figure 4.34: Box plots of the distribution of (a) voxel intensities, true (b) relative permittivity and (d) effective
conductivity, and estimated (c) relative permittivity and (e) effective conductivity for each liquid mixture, using the
3D volume of T2-w Dixon-OPP image. The orange line represents the median, the boxes represent the first and
third quartile of the distribution, and the dots represent the outliers.

fact, the estimation of the dielectric properties from this phantom is more challenging

since the properties of 7 different mixtures are meant to be estimated. In the case of the

patient study, 5 curves are available to model the range of dielectric property values

for adipose and fibroglandular tissues, and ALNs properties are estimated considering

those curves. Moreover, the MR image sequences are not fine-tuned for this type of

mixtures, considering their chemical composition, as they are for breast tissues, which

can result in less accurate contrast between the mixtures.
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PHANTOM

To address the causes of the variability observed in the 3D results, the same pro-

cessing steps are performed to a 2D slice. Additionally, the dielectric properties are

also estimated for the mixtures inside each compartment (L1, L2, and L3) separately.

For conciseness, the analysis is only shown for permittivity but a similar analysis could

be done for conductivity. Figure 4.35 shows the estimated permittivity in a 2D axial

slice where all compartments are visible. The range of permittivity values decreases

(a) (b)

(c) (d)

Figure 4.35: Box plots of the distribution of the estimated permittivity values for each liquid mixture for (a) 2D
slice, (b) L1, (c) L2 and (d) L3, using T2-w Dixon-OPP image. Orange line represents the median, box represents
the first and third quartile of the distribution, and dots represent outliers.

when considering a 2D slice. This can be explained by the effects of inhomogeneities

of the magnetic field and proximity to the coil which may not have been completely re-

moved by the pre-processing steps. Different compartments also have slightly different

estimated permittivity values. In particular, as can be observed in Figure 4.29, the L2

compartment is the one closest to the coil, which explains the higher voxel intensities

and, therefore, corresponding higher dielectric properties.

The mean absolute errors of estimated dielectric properties in value and percentage

considering the 3D volume and the 2D slice are shown in Figure 4.36. As a consequence

of the under- and overestimation of the dielectric properties, the error of estimated
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permittivity ranges from 2 to 17.2. As observed in previous results, the error is larger

when considering the 3D volume. The error in percentage is larger for mixtures with

the lowest permittivity values, reaching around 150% and 50% considering the 3D and

2D images, respectively. For mixtures G2, G1, T, WN and W, the percentage error is

around 25%. Although these values are not satisfactory, the evaluation of the accuracy

of the estimated contrast is relevant for the study of the contrast between healthy and

metastasised ALNs.

(a) (b)

Figure 4.36: Mean absolute error of relative permittivity at 5 GHz of each mixture, in (a) absolute value and (b)
percentage, considering 3D volume and 2D slice.

(a) (b)

Figure 4.37: Contrast of relative permittivity at 5 GHz between (a) each pair of prior and consequent mixtures with
ascending properties, and (b) between each mixture and the W mixture.

Figure 4.37 shows the contrast calculated between the average estimated permit-

tivities of each mixture and a reference mixture, in comparison with the true contrast

between the mixtures. The first plot considers the reference mixture as the mixture

with consequent high permittivity value. The second plot considers the reference mix-

ture as the W mixture. Figure 4.37 shows the contrast is underestimated in most of the

cases. The exception is the B mixture when considering the contrast relatively to G2,

and the G2 mixture when considering the contrast relatively to G1. As the G2 mixture
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presented different characteristics (viscosity), this observation is not considered rele-

vant. In the remaining cases, the difference between the true contrast and the estimated

contrast can be up to 20%. These results indicate that even though the absolute error

of estimated properties is not satisfactory, the estimated contrast is not compromised

by overestimation.

In summary, the results with the validation phantom indicate that the relationship

between voxel intensities and dielectric properties is not entirely linear. The estimated

properties of ALNs may be underestimated, as well as the contrast between them.

Moreover, it seems unlikely that the properties and the contrast are overestimated.

4.6 Chapter Conclusions

This chapter comprised the development of an image pipeline applied to MR breast

images of patient exams with two purposes, both important to the development of

microwave-based medical devices: the creation of anatomically realistic models of the

axillary region with information about the dielectric properties and the estimation of

dielectric properties of ALNs. The methodology used to estimate dielectric properties

of ALNs was then validated with a phantom with mixtures with known dielectric

properties.

Dielectric properties measurements of ALNs are still limited and inconclusive due

to the reduced number of measured samples or their heterogeneity which influences the

accuracy of the measurements. Thus, this study provided a way to address the dielectric

properties of both healthy and metastasised ALNs and the contrast between both type of

ALNs. A high variability of dielectric properties of healthy ALNs was observed, in line

with what is reported in state-of-the-art traditional dielectric property measurements.

And most importantly, a 31.8% contrast between healthy and metastasised ALNs was

obtained, which is a good indicator for the validation of MWI systems to detect and

diagnose ALNs. The validation with the breast phantom indicated that the error of the

method for dielectric properties estimation varies with the magnitude of the properties

values, ranging from 2 to 17.2 of absolute points of permittivity. Nonetheless, the

results indicated the estimated properties can result in an underestimated contrast,

rather than overestimated. This is a good indicator for MWI as it means the average

contrast between healthy and metastasised ALNs may be higher than the one observed

in this study. Ten axillary region region models of 5 patients were created and have

been made available in an open-access online repository [205], which can be used

towards the validation of new electromagnetic medical devices.

In the following chapter, a simpler physical axillary region phantom created from

another exam is considered to experimentally validate an MWI system to aid the de-

tection of ALNs. Future work should consider the developed models and the observed
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dielectric contrast presented in this chapter.
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5 Evaluation of an Axillary
Microwave Imaging System

This chapter presents the evaluation of a novel Microwave Imaging (MWI) prototype

to aid breast cancer staging through the detection of Axillary Lymph Nodes (ALNs).

In particular, level I ALNs, which are the shallowest ALNs. Firstly, a preliminary

simulation study is performed, followed by an experimental evaluation in a pre-clinical

scenario.

Imaging the axillary region poses some new challenges compared to the state-of-

the-art breast and brain MWI systems, which are described as follows:

1. The location and size of the axillary region limits the options of antenna po-
sitioning: Eleutério et. al [52] considered a planar antenna positioning over the

surface of the axillary region phantom. However, the antenna dimensions for

microwave frequencies of 2 to 6 GHz (a few centimetres) and the small size of the

axillary region limit the number of antennas that can be used. Consequently, the

reduced number of antennas substantially affects the resolution of the system. A

cylindrical configuration is an alternative to improve resolution but, in contrast

to breast or head imaging, a 360◦ sweep, which would have been important to

improve image resolution, is not possible since the axillary region is in the torso.

2. The axillary region presents both concave and convex surfaces: The irregularity

of the body in this region can hinder the effectiveness of common artefact removal

algorithms mainly due to two reasons. Firstly, the distances between the antenna

positions and the body are not constant, which means the response of the surface

of the body is recorded at different distances for each antenna position. Secondly,

each antenna position can record the reflection from different points of the surface

of the body at different distances, which means each antenna position can record

more than one reflection of the body surface.

3. Immersing the axillary region in a coupling medium is not feasible in a real
situation: The advantages and disadvantages of using a coupling medium have

been already addressed in previous chapters. In the axillary region application,
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using a coupling medium is not practical, and therefore the reflections at air-

dielectric interface have to be compensated.

4. Location of ALNs: In patients with low Body Mass Index (BMI), level I ALNs are

known to be close to the skin, which may hinder the performance of air-dielectric

response removal.

5. Muscles response: ALNs are surrounded by muscles which may have comparable

microwave response and hamper the ALNs detection.

Prior to the presentation of the experimental validation, a brief study of radar imag-

ing in a 2D simulated scenario with realistic-shaped axillary regions is presented. This

study aims to evaluate the challenges of axillary imaging in a more simplified and con-

trolled scenario, analysing the algorithms performance. Then, in the following sections,

an experimental setup for axillary imaging is described, as well as the physical mod-

els and tissue mimicking materials used to test the system. The dedicated algorithms

developed to detect the targets inside the axillary region are also presented. These

dedicated algorithms include the definition of a volume of interest inside the axillary

region. Patient-specific information is then used to fine-tune this method. Finally, an

electromagnetic exposure risk assessment is performed using a numerical phantom in

simulation using Computer Simulation Technology (CST) Studio Suite® software [189].

Challenges 4 and 5 mentioned above are still not fully addressed in this thesis.

5.1 Numerical Evaluation in 2D Simulation

This section presents a preliminary investigation of the challenges of imaging the axil-

lary region using MWI in a 2D simplified scenario. In particular, the limitation of the

antenna positioning and the irregularity of the shape are analysed. The performance

of image reconstruction and artefact removal algorithms is evaluated.

5.1.1 Geometry for Numerical Analysis

A simulator [212], developed and implemented in Wolfram Mathematica®, was used

to simulate the reflection coefficients considering 2D shapes of axillary region phan-

toms. This simulator receives the contour of the body and the target, and the average

permittivity of the media, and computes the reflection coefficients si,i considering

the contributions from all the visible points of the 2D contour. Each contribution is

calculated considering the rays propagation and their direction in the corresponding

medium. The antennas are modelled as ideal source points, which means the behaviour

of a real antenna is not modelled.

The simulations were performed with two different axial slices of an axillary region

phantom based on a Computed Tomography (CT) exam developed in my research
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group [55] and one slice from two of the axillary region phantoms created in Chapter

4. These four 2D shapes (shown in Figure 5.1) were used to represent different realistic

axillary region shapes. In the first two slices (shape A and B), the target is a circle with

6 mm radius placed in an arbitrary location, while in the last two slices (shape C and

D), the target takes the real size and real position of the ALN. Shape A and C are more

regular shapes and most of the contour visible in the field of view of the antennas has a

convex shape. Contrarily, shape B and D present both convex and concave shapes. The

depth of the ALN in shapes A, B, C and D are 29, 20, 23, and 83 mm, respectively. The

axillary region and the ALN were simulated with εr = 4 and εr = 50, respectively, and

a loss tangent tan(δ) = 0.1. No skin layer was considered at this stage.

(a) Shape A (b) Shape B (c) Shape C (d) Shape D

Figure 5.1: Axial slices with different shapes considered for this study. The shapes are not represented within the
same space (shown by x and y-axis). The light blue shape and the white solid contour represent the axillary region,
the yellow shape represents the true location and size of the target, and the magenta points represent the source
points surrounding the axillary region.

The axillary shapes were simulated without coupling medium, where 9 source

points are placed in air. They are placed in a semi-circle around the region where

the target is located, in a 90◦ angular range with a 10◦ angular step (magenta points in

Figure 5.1). The positions of the source points are determined considering the known

3D-volume of the phantom. The first angular position is placed at the sagittal plane

(x-plane) of the nipple, and the centre of rotation is determined so the last angular

position is located close to the mid-coronal plane (y-plane which divides the body in

half).

Figure 5.1 reflects some of the challenges in the positioning of the source points.

Shape A and B are slices of the same axillary region phantom at different depth. To

ensure the source point positioning comply with a cylindrical configuration, the source

points were placed at the same (x,y) coordinates. Consequently, the distance between

the axillary region surface and the source points vary approximately from 21 mm to

54 mm. This means that the air-phantom interface is recorded at different distances

for each source point, and the signals recorded at each source point have different

magnitudes, which may hamper the performance of both artefact removal and image

reconstruction algorithms. For shapes C and D, the antennas were also placed consid-

ering the remaining 3D-volume of the phantom. In the particular case of shape D, the

breast size limits the angular positioning of the source points.
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Each source point was simulated in the frequency band 2 to 6 GHz, which is within

the range of frequencies used for radar breast MWI [49], [93]. This frequency band was

chosen as a starting point as the shallower tissues in the axillary region have similar

properties to the breast tissues.

5.1.2 Signal Processing Algorithms

In this section the algorithms used to perform this first analysis are described.

5.1.2.1 Artefact Removal Algorithm

Several artefact removal algorithms are used in order to remove the air-phantom inter-

face response which masks the response of interest - the ALN response. For conciseness,

only the results of three artefact removal algorithms are presented: the rotation subtrac-

tion algorithm, the average subtraction algorithm and an adaptive filtering algorithm

(described in Section 2.2.3.3).

The chosen adaptive filtering algorithm is Singular Value Decomposition (SVD)

(also described in Section 2.2.3.3). In this study, the matrix M is an Nf ×Ns matrix

where each column corresponds to the input reflection coefficient si,i . Nf is the number

of frequency points and Ns is the number of source points considered for the matrix

factorisation. The resulting signals without the air-phantom interface response are de-

nominated scali,i . This artefact removal algorithm relies on the similarity between signals,

which is affected by the distance between the antenna and the phantom surface. As

mentioned in Section 5.1.1, this distance has a large variability among all the antenna

positions. Therefore, the matrix M should actually only contain a subset of antenna

positions neighbouring the antenna position under analysis. Additionally, to remove

the air-phantom interface response, the optimal number of singular vectors which are

removed (nsv) needs to be determined. Two points are considered: 1) the air-phantom

interface response can be present in more than one singular vector due to the irregular

shape of the axillary region; and 2) one needs to guarantee the ALN response is not

present in the removed singular vectors.

In this study, for each source point, the matrix M is created with its own signal and

the signals from the neighbouring two source points: si−2,i−2,si−1,i−1,si,i ,si+1,i+1,si+2,i+2.

For the source points at the extremities, only three neighbouring source points are

considered. Two methods to find the number of singular vectors to be removed (nsv)

are used: 1) considering a fixed nsv for all source points and analysing the results

by visual inspection, and 2) adapting the algorithm proposed by Felício et al. [49]

where nsv is found for each source point by minimising the response at the air-phantom

interface. To implement the second method, the resulting signals after removing 1 to

Ns−1 singular vectors are automatically analysed, where Ns is the number of signals in

matrix M and corresponds to the maximum number of singular vectors. The number

116



5.1. NUMERICAL EVALUATION IN 2D SIMULATION

nsv is determined by ensuring the ratios between the magnitudes of each signal at the

electrical distances to the first air-phantom interface (mdmin) and to the air-phantom

interface at the back wall (mdback ) is less than half of the maximum magnitude of each

resulting signal (msv): mdmin/msv ≤ 0.5 and mdback /msv ≤ 0.5. Figure 5.2 shows how

the corresponding physical distances are calculated. These interfaces correspond to

the walls of the phantom, but in a clinical scenario the first air-phantom interface

corresponds to the skin and the back wall corresponds to the reflection at internal

tissues of the torso, e.g. the muscles.

Figure 5.2: Illustration of the physical distances used to infer the reflection at the first air-phantom interface (dmin)
and the air-phantom interface at the back wall (dback).

5.1.2.2 Image Reconstruction Algorithm

Three image reconstruction algorithms are evaluated. The first algorithm is based on

the wave-migration algorithm, as described in Section 2.2.3.1, where the input signals

are scali,i , after the artefacts are removed. The second and third algorithm are Delay-And-

Sum (DAS) and Channel-Ranked Delay-And-Sum (CR-DAS) with implementation in

the time-domain signals.

The images are reconstructed in the frequency band 2 to 6 GHz. As observed with

the results of Section 3.3.2, the computation of refraction does not substantially impact

the imaging results in the current conditions of the phantom under study. Hence,

refraction is not included in the calculations. At this stage, the image quality is only

evaluated by visual inspection.

5.1.3 Results and Discussion

Figure 5.3 shows the reconstructed images of shape A considering the 3 different arte-

fact removal algorithms. As expected, because of the different distances between source

points and the surface of the axillary region, the rotation subtraction and average sub-

traction algorithms do not yield good detection of the target. SVD algorithm yields

a good detection when nsv is 2 [Figure 5.3(c,g)], i.e., 2 singular vectors were removed

from the original signals in order to remove the air-phantom interface response. The

automatic method to find nsv yields slightly worse results regarding the location of

the detection relatively to the ALN true location, but the air-phantom interface re-

sponse is successfully removed. Similar results regarding the performance of artefact
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.3: Reconstructed images of shape A (a-d) with the target and (e-h) without the target inside. (a,e) show
the images after applying the rotation subtraction algorithm, (b,f) show the images after applying the average
subtraction algorithm, (c,g) show the images after applying SVD by removing a fixed nsv , and (d,h) show the images
after applying SVD with the automatic method. The white solid contour represents the phantom limit and the red
dash contour represents the true location and shape of the target.

(a) (b)

Figure 5.4: Reconstructed images of shape A using (a) DAS, and (b) CR-DAS reconstruction algorithms, after
applying SVD considering nsv = 2. The white solid contours represent the phantom limit and the red dash contour
represents the true location and shape of the target.

removal algorithms are obtained with the remaining shapes. As the SVD algorithm

shows promising results, this is the chosen algorithm to process the remaining tests.

Figure 5.4 shows the reconstructed images of shape A using DAS and CR-DAS image

reconstruction algorithms, considering SVD algorithm with fixed nsv . The resulting

images show there is no substantial difference in the image quality and detection of the

target between these algorithms and the wave-migration algorithm used in Figure 5.3.

Hence, the remaining tests are performed using the wave-migration algorithm, which

provides faster reconstruction of the images.

Figure 5.5 shows the reconstructed images of shape B. For this shape and this

position of the ALN, the best imaging results are also obtained considering nsv = 2.

However, there is an artefact at the back of the phantom, which probably corresponds

to the reflection of the back wall. This region is of little interest for the ALN imaging as

it corresponds to the region where other tissues of the torso are present (e.g. muscles,
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.5: Reconstructed images of shape B (a-d) with the target and (e-h) without the target inside. (a,e) show
the images after applying SVD considering nsv = 2, (b,f) show the images after applying SVD automatic method,
(c,g) show the images the individual response of source point 4 after applying SVD considering nsv = 1, and (d,h)
show the images the individual response of source point 8 after applying SVD considering nsv = 1. The white solid
contour represents the phantom limit and the red dash contour represents the true location and shape of the target.

bones). Therefore, these artefacts may be removed using a spatial filter that selects only

the region of interest, as will be seen in the following sections. The automatic method

also does not provide a clean detection of the ALN, showing an artefact near the first

air-phantom interface. For this shape in particular, the challenges of both concave and

convex shapes can be observed in the individual responses of distinct source points.

Figure 5.5(c,g) and (d,h) shows the response of source points 4 and 8, respectively, when

removing 1 singular vector from the original signal. The automatic algorithm chooses

nsv = 1 for these source points, as the reflection of the first air-phantom interface is not

observed. However, the concave and convex shapes create more reflections, which are

seen by source point 4 and do not correspond to the target response. Considering a

wider range of distances of exclusion in the criteria of the automatic algorithm, so nsv =

2 would be chosen, could be an alternative, but it would result in also removing the

target response. In the case of source point 8, the detection matches both the location

of the ALN and one part of the concave air-phantom interface. As these two regions

are located at similar distances from the source point, their responses are represented

in the same singular vectors, which means SVD may not be able to completely remove

the interface response. This can also create a focusing region inside the phantom when

summing the contribution from all the source points. As more source points in distinct

locations are used, the more this effect can be reduced. However, one must remember

the angular sweep around the axillary region is limited. The effects observed in this 2D

scenario are expected to be even more evident in a 3D-volume with both concave and

convex surfaces, decreasing the efficiency of the artefact removal algorithm.

119



CHAPTER 5. EVALUATION OF AN AXILLARY MICROWAVE IMAGING

SYSTEM

Figure 5.6 presents the reconstructed images of both shape C and D after apply-

ing the SVD algorithm and considering both methods of calculating nsv . The ALN is

successfully detected in shape C with both methods. The images show an artefact at

the back of the phantom, a region that is part of the torso but no longer belongs to the

axillary region - which corroborates the need for a spatial filter to select the region of

interest. The detection of the ALN in shape D is more challenging as the air-phantom

interface response was not successfully removed with any of the methods. This can be

explained by the distance between the ALN and the source points, which in this case

is highly affected by the depth of the ALN and the positioning of the source points.

This results in a weaker response of the ALN, hampering the performance of the SVD

algorithm.

This study provided an overview of the main challenges when imaging the axillary

region. SVD is the considered artefact removal algorithm that yields better imaging

results. Using a constant nsv for all the source points yields either similar or better

imaging results than when using an automatic method that finds the optimal nsv for

each source point. The concavities and convexities of the axillary region may hamper

the performance of the algorithms. In the following section, an experimental evaluation

in a 3D configuration for MWI of ALNs is presented.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.6: Reconstructed images of shapes C and D (a-d) with the target and (e-h) without the target inside, using
two methods for artefact removal. (a,e) show the images of shape C after applying SVD considering nsv = 2, (b,f)
show the images of shape C after applying SVD automatic method, (c,g) show the images of shape D after applying
SVD considering nsv = 2, and (d,h) show the images of shape D after applying SVD automatic method. The white
solid contour represents the phantom contour and the red contour represents the true location and shape of the
target.
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5.2 Experimental Setup

The developed ALN-MWI system consists of a position scanning system of a single

antenna, the Radio Frequency (RF) equipment, the signal acquisition hardware and

signal post-processing algorithms. The system is tested with an anthropomorphic

physical phantom of the axillary region with a single level I ALN model in several

positions. The prototype configuration is designed to be as close as possible to an

actual clinical scenario, where the patient lies sideways on one side, with the arm along

the head.

In the following sections, all components used to perform the first tests using the

developed prototype for ALN-MWI will be presented. Some of the tasks were com-

pleted by the Instituto de Telecomunicações Lisboa/Institute of Telecommunications

Lisbon (IT) and Instituto de Biofísica e Engenharia Biomédica/Institute of Biophysics

and Biomedical Engineering (IBEB) team and others by myself.

5.2.1 Physical Phantom Development

An anatomically realistic physical phantom of the axillary region was created by other

members of my research group. It was 3D-printed from a previously processed image

created from a CT breast exam acquired in Champalimaud Foundation under protocol

“MMWave” (17/10/2018) (Figure 5.7). The BMI of the patient was 19 kg/m2, which is

considered normal weight. Only a part of the image was selected to be printed, which

comprised the head (for reference purpose), a part of the arm, and the torso from the

neck until below the breast. The phantom was then printed in parts using an Ultimaker

3 Extended 3D-printer (Ultimaker [213]). The printing material was Polylactic Acid

(PLA), with relative permittivity ranging from 2.75 and 2.9 and dissipation factor

tan(δ) = 0.01 [214]. The parts of the phantom were glued and impermeabilised with

epoxy resine. The axillary region is hollow and has an opening in the yz-plane to enable

access to the compartment where a tissue mimicking liquid is placed. No skin layer

was added to the phantom, but the air-phantom interface response is comparable to the

response of an actual skin layer [49]. Using models without skin is common practice to

validate MWI systems [207], [215].

Then, the structures to be placed inside the axillary region phantom were created.

The models of ALNs and a simplified version of the muscle were designed to represent

approximate shapes using CST Studio Suite® software [189]. The dimensions of each

component were adjusted to the axillary phantom, considering reported dimensions

in the literature [70], [82] and measurements from the Magnetic Resonance Imaging

(MRI) exams acquired in Hospital da Luz - Lisboa.

An ALN model was created using an open-source STL model of a kidney [216],

which is similar to the shape of an ALN albeit different dimensions (described in Section
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(a) (b)

Figure 5.7: 3D-printed phantom of axillary region in (a) coronal and (b) sagittal planes. The blue shade corresponds
to the volume used for image reconstruction, comprising the volume where the ALNs were placed.

(a) (b) (c)

Figure 5.8: 3D-printed models of (a) the ALN and (b) plastic support designed to control the ALNs positioning, and
(c) actual ALN positioning inside the axillary region phantom.

2.1.3). The model was reshaped and resized to fit the characteristics of metastasised

ALNs, i.e. large and round. An ALN was 3D-printed with a 1.2 mm thickness wall

and filled with an appropriate tissue mimicking liquid (described in Section 5.2.2)

through a 1 mm hole, which was sealed with epoxy resin afterwards. Its dimensions

were 23.6×17.6×12 mm3 [Figure 5.8(a)]. The ALN was placed inside the axillary region

phantom connected by a nylon string which was fixed in a pre-determined position

with the help of a plastic support, as shown in Figure 5.8(b,c). The ALN used in this

study was positioned in four locations inside the phantom at depths varying between

20 to 30 mm from the phantom surface.

The muscle phantom was inspired by a simplified version of the pectoralis minor
muscle, one of the closest muscles to the ALNs and the muscle used as a reference

to classify the ALNs levels (as described in Section 2.1.3). The muscle was 190 mm

long with a diameter ranging from 30 to 50 mm, as shown in Figure 5.9. The muscle

was designed to be fixed to the phantom wall with a rectangular platform which was

designed to have the exact dimensions of the wall.
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(a) (b)

Figure 5.9: 3D-printed simplified phantom of the pectoralis minor muscle.

5.2.2 Tissue Mimicking Materials

The phantom cavities were filled with mixtures of Triton® X-100 (TX-100), distilled

water and salt (NaCl) in order to mimic the dielectric properties of the tissues as the

tissue mimicking materials reported by Joachimowicz et al. [145]. For the purpose of

this study, three mixtures, already prepared by the IT team, were considered to mimic

adipose tissue, muscle, and metastasised ALNs.

As the information about dielectric properties of ALNs is very limited, as men-

tioned in Chapters 2 and 4, an approximation of their dielectric properties was con-

sidered. The contrast observed in Chapter 4 was not considered in this chapter since

those results had not been obtained when this experimental study was performed. The

used dielectric properties approximation was based on preliminary results [58], which

seemed to indicate that healthy ALNs have similar dielectric properties to breast fibrog-

landular tissue, while metastasised ALNs have higher properties. Figure 5.10 shows

the dielectric property measurements of the three mixtures considered. The G3, G1

and T mixtures reported by Joachimowicz et al. [145] were considered to mimic adipose

tissue, muscle, and the metastasised ALN, respectively.

5.2.3 Antenna and Measurement Setup

The prototype consists in an Ultra-Wide Band (UWB) low-power radar monostatic

system. The RF measurements were acquired with an Agilent E5071C Vector Network

Analyser (VNA). The signals were measured with a signal power of 10 dBm and signal

IF bandwidth of 7 kHz. A Vivaldi antenna was used to record the monostatic signals,

calibrated with a Keysight Electronic Calibration (E-cal). This antenna is impedance-

matched in the 2 − 7 GHz frequency band and linearly polarised in the x-axis. An

adjustable arm is attached to the antenna in order to enable scanning the axillary region

in a cylindrical configuration (Figure 5.11). The position of the antenna is adjusted

horizontally in the z-axis using an aperture which is handled manually and rotated
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(a) (b)

Figure 5.10: Relative permittivity (left) and effective conductivity (right) of the measurements of the used tissue
mimicking mixtures in the setup, over the frequency band 0.5 to 10 GHz.

around the z0-axis using the angular positioner. The angular positioner is connected

to a power supply, a multimeter and a controller. The controller is used to rotate the

arm, where the measured resistance by the multimeter is the reference for each rotation

angle.

The antenna positioning is defined through a measurement grid (GM), as shown

in Figure 5.12. As mentioned in Section 5.1, the anatomical shape of the torso limits

the antenna angular range, and, therefore, only a 90◦ angular range is covered. The

limits of this measurement grid are defined considering four anatomical references:

the first angular position (A) considers the sagittal plane (x-plane) of the nipple; the

last angular position (I) considers the mid-coronal plane (y-plane which divides the

body in half); the first horizontal position (1) considers the axial plane (x-plane) of the

clavicle; and the last horizontal position (8) considers the axial plane across the nipple.

These anatomical references may result in a GM of variable size for different patients,

while covering different volumes and maintaining the spacing between antennas. The

volume of interest where the ALNs are located is expected to vary from patient to

patient.

The defined GM is the one shown in Figure 5.12. A total of 72 antenna positions

are considered. These positions are distributed in 9 angular positions (A to I) with a

10◦ angular step, and 8 horizontal antenna positions (1 to 8) with 10 mm step. The

radial distance between each antenna position and the phantom surface ranges from 4

to 56 mm, with an average of 35 mm, as shown in Figure 5.13.

The remaining grids represented in Figure 5.12 are used for the signal processing

algorithms presented in the following sections. A free-space measurement was also per-

formed for calibration purposes. A total of Nf = 1401 frequency points were acquired

for each antenna position.
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(a)

(b) (c) (d)

Figure 5.11: Measurement setup with (a) all components ([A] roll positioner, [B] antenna support arm, [C] phantom
and [D] the antenna). (b) shows a closer picture of the first horizontal and angular position in the coronal view, (c)
and (d) show the last horizontal and first angular position in the coronal and axial view, respectively. The yellow and
blue pieces [E, F] supporting the phantom are styrofoam and the blue piece at the bottom [G] is an electromagnetic
absorber. The white coordinate system in (a) and (d) is used for the rotation and translation movements of the arm,
and the yellow coordinate system in (a) is used as a reference for the image reconstruction algorithm.

5.2.4 Signal Processing Algorithms

In the following sections, the developed algorithms to image the axillary region are

presented. Following the findings in Section 5.1, they were specifically adapted for

the axillary imaging application considering the volume of interest is smaller than the

volume of the experimental phantom and that its surface is irregular. In a clinical

scenario, the shape of the body needs to be retrieved so it can be considered in the

image reconstruction algorithms. This can be performed using very low-cost optical

devices such as a webcam [49] or more complex laser systems [217]. For the purpose

of this study, this information is assumed available.
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(a) (b)

Figure 5.12: Schematic of the grid of antenna positions in (a) a flattened view in the xz-plane and (b) angular
positions in the xy-plane. In (a), GM (delimited by the solid line) corresponds to the measurement grid; GAR
(delimited by the dotted line) is an example of the subset of neighbour antenna positions of (C,3) antenna position
used for artefact removal; GSF (delimited by the dashed line) is the subset used to create the spatial filter; and GI
(delimited by dash-dot line) is the subset of antenna positions used for image reconstruction.

Figure 5.13: Radial distance (in millimetres) between each antenna position and the phantom surface represented
in a flattened view of the cylindrical antenna position grid.
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5.2.4.1 Artefact Removal Algorithm

The SVD is used as artefact removal algorithm to remove the air-phantom interface

response. Similarly to Section 5.1.2.1, the matrix M is a Nf ×Ns matrix where each

column corresponds to the input reflection coefficient sa,h. The indices a and h cor-

respond to the indices of each angular and horizontal antenna positions, respectively.

sa,h is the difference between the measured input reflection coefficient in the presence

of the phantom and the measured coefficient in free-space. This subtraction is meant

to remove the internal reflections of the antenna [95]. Nf is the number of frequency

points and Ns is the number of antenna positions considered for the factorisation. The

resulting signals without the air-phantom interface response are designated scala,h.

As explained in Section 5.1.2.1, the matrix M should be created considering the

neighbouring antenna positions of each antenna position. As shown in Figure 5.13, the

distance between the antenna and the phantom surface has a large variability among

all the antenna positions. The optimal number of singular vectors which needs to

be removed (nsv) also needs to be defined. The results with the numerical phantoms

(Section 5.1) showed that, for the axillary region, an automatic algorithm that finds the

optimal nsv for each antenna position may not necessarily yield better results than a

constant nsv for all antennas. Therefore, a thorough methodology was developed to

find the optimal combination of subset of antenna positions (GAR) for a 3D scenario

and the number of singular vectors to be removed (nsv), ensuring a successful target

detection with the best imaging performance metrics. Six subsets of antenna positions

are tested, based on the neighbouring positions with different patterns. Figure 5.14

shows the different subsets of antenna positions, which include 3 to 9 antenna positions

and are named according to their shape and number of antenna positions: Vertical 3,

Horizontal 3, Diagonal 3, Cross 5, Diagonal 5 and Block 9. As an example, if Block 9 is

used, the factorisation of sa,h is performed considering the surrounding 8 neighbours

and the signal itself: sa+∆N ,h+∆N where ∆N = [−1,0,1]. Then, a range of different number

of singular vectors (nsv) are removed. For each subset of antenna positions, this number

is limited by Ns − 1. For instance, if the number of signals of matrix M (Ns) is 3, only a

maximum of 2 singular vectors can be removed. The performance of each combination

is evaluated analysing the performance metrics of the imaging results.

5.2.4.2 Image Reconstruction Algorithm

The used image reconstruction algorithm is based on the wave-migration algorithm

(as described in Section 2.2.3.1) where the input signals are scala,h. It was tested for sev-

eral frequency bands included in the frequency band of the antenna but due to space

constraints only the best results, which were obtained from 2 to 5 GHz, will be pre-

sented. Refraction is also not included in the calculations. The resulting images were
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(a) Vertical 3 (b) Horizontal 3 (c) Diagonal 3

(d) Cross 5 (e) Diagonal 5 (f) Block 9

Figure 5.14: Subsets of neighbouring antenna positions used to perform factorisation of a matrix M with sa,h signals.
The dots represent each antenna position, the dashed line represents the selection of the (a,h) antenna position and
the dotted line represents the selection of neighbouring antenna positions.

reconstructed in three planes - axial (xy), coronal (xz) and sagittal (yz) - while consider-

ing the body compartment filled with adipose mimicking liquid. The performance of

this setup and algorithms is evaluated using the metrics as presented in Section 2.2.4:

Signal-to-Clutter Ratio (SCR), Signal-to-Mean Ratio (SMR), Full Width Half Maximum

(FWHM) and Localisation Error (LE).

5.2.4.3 Spatial Filter

As mentioned in Section 5.1.3, the region of interest to be imaged is a limited part

of the torso. Selecting that region is important in order to remove potential artefacts

created by other structures. To that end, a spatial filter (SF) is used to analytically select

the sub-volume of the phantom which is relevant for ALN detection. This sub-volume

corresponds to the superficial region where the ALNs are more likely to be located, as

represented in Figure 5.15.

The SF is a volume where each voxel is assigned to a weight ranging from 0 to 1,

assigning higher weight to the voxels of the Volume of Interest (VOI) of the axillary

region. The final microwave image results from the multiplication between the SF and

the reconstructed image obtained from the wave migration algorithm.

The SF is defined as a skewed Gaussian function (Figure 5.16), which results from

the multiplication of a power function of exponent γ (SF1) and a piece-wise function
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(a)

(b)

(c)

Figure 5.15: Representation of the VOI for (a) axial, (b) sagittal and (c) coronal planes. The light blue shade
represents the sub-volume of the axillary region where ALNs are more likely to be located. The yellow shade
represents each plane in the phantom .

with a Gaussian decay (SF2):

SF1 =
(
ddiel,ahv
r1

)γ
(5.1)

SF2 =

1, if dSF,ahv < rt

exp
(
−
(dSF,ahv−rt

r2

)2)
, otherwise

(5.2)

dSF,ahv = dair,ahv + 2 · ddiel,ahv (5.3)

where dair,ahv and ddiel,ahv are the distances between each antenna position (a,h) (consid-

ered for creating the SF) and each voxel v travelled in air and in the phantom medium,

respectively. dSF,ahv is a weighted distance (neither physical nor electrical distance)

to give a higher weight to ddiel,ahv since the region of interest is close to the phantom

surface. Parameter r1 is proportional to the magnitude of function SF1, γ defines the

growth rate of function SF1, and rt and r2 determine the threshold and the rate of the

Gaussian decay of function SF2, respectively. The parameters r1, rt, γ , and r2 can be
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Figure 5.16: Graphical representation of each function of the spatial filter (SF) over the distance between each
antenna position and a voxel (dSF,ahv) for an arbitrary combination of parameters. MSF represents the point of
maximum magnitude.

adjusted according to the region one aims to select and can be defined differently for

each antenna position.

The SF is created independently of the antenna positions used for image recon-

struction (GI). To that end, a specific subset of antenna positions GSF is used to create

the SF, comprising the 30% of the horizontal antenna positions centred at the region

of interest and the angular antenna positions that are closer to and surrounding the

VOI. Therefore, the selected subset of antenna positions depends on the volume of the

axillary region under study.

As shown in previous studies [75], [218], [219] and in a study conducted by my

research group [220], the region where ALNs are located varies from patient to patient.

The SF can be designed considering patient-specific information of the patient to pre-

select the VOI. At the time of the measurements, the ALN positioning was determined

as an approximation and independently of the BMI of the patient. The study that

defines the relationship between the BMI and the VOI [220] was performed at a later

stage. As a result, the ALNs were placed in a deeper position that is often observed for

this patient’s BMI (19 kg/m2) as reported in [220]. Therefore, the SF for this phantom

comprises parameters which are defined iteratively by visual inspection of the resulting

SF. In Section 5.3 an automatic method to define the SF parameters is presented.

5.2.4.4 Antenna Position Selection

The image reconstruction algorithm considers only a subset of antenna positions for

image reconstruction (GI), since the original grid of antenna positions (GM) covers a

larger volume in front of the phantom than the volume where ALNs can be located.

Some antenna positions may be far or provide unfavourable contributions to the ALN

detection, penalising the quality of the reconstructed images. Thus, the size and the

subset of antenna positions that provide better ALN identification with less artefacts

should be identified.
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GI is found by evaluating the imaging results by visual inspection and by analysing

the corresponding performance metrics using 25 subsets of antenna positions. Each

subset results from the translation of a 5 × 4 grid with 1 displacement unit over GM.

Future work should include improving this methodology. In a clinical application, the

location of the ALNs is not known and therefore, an automatic test should be run to

successively test different subsets GI to maximise SCR and SMR.

5.2.5 Results and Discussion

In this section, the results of the optimisation of the parameters of the algorithms and

the reconstructed images are presented. Four experimental tests were performed with

the experimental prototype.

One level I ALN was embedded in adipose mimicking liquid in three different loca-

tions, named ALN-1, ALN-2 and ALN-3, and one level I ALN and a muscle phantom

were embedded in adipose mimicking liquid named ALNM-1. The projections of each

ALN location in the phantom are represented in Figure 5.17. ALN-1 is at a central

position between the breast and the arm, ALN-2 and ALNM-1 are closer to the arm,

and ALN-3 is closer to the breast. The distance between ALN-2 and ALN-3 is 48 mm.

ALN-1, ALN-3, ALNM-1 are placed at an average depth from the phantom surface of

approximately 30 mm, while ALN-2 is closer to the surface at approximately 20 mm

depth.

5.2.5.1 Spatial Filter Parameters

The GSF used for SF is defined considering the dimensions of the used physical phan-

tom. The subset of antenna positions GSF comprises the horizontal positions 4 to 5

(corresponding to 30% of the horizontal antenna positions) and the angular antenna

positions C to I .

(a) (b)

Figure 5.17: Projection of the axillary region phantom and lymph nodes positions on (a) axial and (b) sagittal planes.
Average contours of the axillary phantom are represented in yellow, ALN-1 in red, ALN-2 in magenta, ALN-3 in
green and ALNM-1 in black.
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The SF parameters are defined as r1 = 75 mm, γ = 0.5, rt = 0 mm, and r2 = 120 mm.

Since a large volume is considered, parameters r1 and rt are increased for angular po-

sitions G to I since they are farther away from the region of interest than the others:

r1 = 400 mm and rt = 50 mm. This combination of parameters highlights a VOI ex-

tending from the phantom surface to a depth of approximately 50 mm in the phantom,

as shown in Figure 5.18. These parameters ensure most of the ALN positions (Figure

5.17) are included in the VOI.

Plane z=200 mm

-210 -157 -103 -50 
y (mm)

-120

-165

-210

-255

x 
(m

m
)

  0

0.5

  1

(a)

Plane x=-190 mm

95 178 262 345
z (mm)

-220

-143

-67 

10  

y 
(m

m
)

  0

0.5

  1

(b)

Plane y=-120 mm

95 178 262 345
z (mm)

-120

-165

-210

-255

x 
(m

m
)

  0

0.5

  1

(c)

Figure 5.18: Spatial filter of the axillary region phantom with hand-picked parameters in (a) axial, (b) sagittal and
(c) coronal planes. Yellow colours represent voxels with higher weight. The white solid contour represents the
phantom contour.

5.2.5.2 Image Reconstruction Parameters

The optimal subset of antenna positions (GI) used to image the axillary region phantom

comprises the angular antenna positions E to I and the horizontal antenna positions 3

to 6 as shown in Figure 5.12(a). In a clinical scenario, the GI would need to be adjusted

according to patient-specific information.

5.2.5.3 Artefact Removal Parameters

Figures 5.19 and 5.20 show the performance metrics of the experimental tests over

the number of singular vectors removed (nsv) using SVD and considering the different

subsets of neighbouring antenna positions showed in Figure 5.14.

In all four tests, when the patterns Vertical 3, Horizontal 3 and Diagonal 3 are con-

sidered, either SCR is too low or LE is too high when the singular vectors are removed.

When using only 3 antenna positions, the number of singular vectors which can be

removed is limited to 1 or 2 and the number of signals (3) is not enough to success-

fully separate the air-phantom interface response from the ALN response, thus, ALN

detection is not possible.

When considering more antenna positions for the artefact removal, namely Cross 5,

Diagonal 5 and Block 9, the signals can be decomposed in a higher number of singular

vectors. As observed in Figures 5.19 and 5.20, when three or more singular vectors
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(a) (b)

(c) (d)

(e) (f)

Figure 5.19: Performance metrics over the number of singular vectors removed for each subset of neighbouring
antenna positions and the three experimental tests with a single ALN inside the axillary region phantom. Signal-to-
Clutter Ratio and Location Error are shown on the left and right columns, respectively. The first, second, third and
fourth rows correspond to imaging results of ALN-1, ALN-2, and ALN-3, respectively.

are removed, the performance of the artefact removal algorithm improves, i.e. SCR

is higher and LE is lower. Nonetheless, Diagonal 5 still shows a high LE for ALN-2.

Both Cross 5 and Block 9 subsets show similar performance behaviour considering the

experimental tests. When more than 4 singular vectors are removed, Cross 5 cannot be

used while the performance of Block 9 subset shows an increase of LE, except in the

case of ALNM-1. When considering ALNM-1, SCR and LE are still acceptable up to 6

singular vectors are removed.

The minimum value of LE is obtained for ALN-1, ALN-2 and ALN-3 when 4 singular
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(a) (b)

Figure 5.20: Performance metrics over the number of singular vectors removed for each subset of neighbouring
antenna positions and the experimental test with a single ALN and muscle models inside the axillary region phantom
(ALNM-1). Signal-to-Clutter Ratio and Location Error are shown in the left and right columns, respectively.

vectors (nsv) are removed considering Block 9 subset. For ALNM-1, the minimum value

of LE is obtained when nsv = 5 and considering Block 9. When nsv = 4, LE is also

acceptable, i.e. it is within the size of the ALN. LE is 11.4, 14.9, 12.2 and 12.5 mm for

ALN-1, ALN-2, ALN-3, and ALNM-1, respectively. SCR is higher than 2.78 dB in all

tests, which is above the minimum 1.5 dB.

There are three reasons which might explain why considering all the neighbouring

antenna positions (Block 9) and removing four singular vectors is the optimal combi-

nation. Firstly, due to its non-uniform shape, the response of the phantom surface is

present in more than one singular vector. Secondly, the air-phantom response is only

successfully separated from the ALN response when a high number of singular vectors

is obtained with SVD. Lastly, when a higher number of antenna positions is considered

for the SVD algorithm, which is the case of Block 9, the probability that the majority

of the antenna positions have similar air-phantom response is also higher, ultimately

improving the decomposition performance.

The first singular vector resulting from applying Block 9 contains the main reflec-

tion from the surface of the phantom with an average magnitude of 22 for each antenna

position. The remaining singular vectors present residual reflections with average mag-

nitudes of 1.3, 0.9 and 0.7. The singular vectors preserving the ALN response have

average magnitudes below 0.5 for each antenna position. This means SVD is able to

remove components with magnitudes up to 44 times higher than the ALN response,

which is encouraging to the feasibility of an air-operated setup.

5.2.5.4 Imaging Results

Table 5.1 shows a summary of the resulting metrics for all the experimental tests. Figure

5.21(a-c) shows the reconstructed images on the planes of the voxel with maximum

intensity with ALN-1, obtained using SF. The ALN is correctly detected, with an
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SCR of 3.01 dB and an LE of 11.40 mm, which is within the range of its dimensions

(23.6 × 17.6 × 12 mm3). FWHM is larger than the average dimensions of the ALN,

specially in the yz-plane. This is explained by the shape of the axillary region in that

plane, which results in a lower cross-range resolution. Figure 5.21(d-f) shows the same

reconstructed images before the SF is applied. Firstly, no substantial impact on the
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Figure 5.21: Reconstructed images of the axillary region phantom in the experimental test ALN-1. The first and
second rows show the images with the ALN inside, when applying and not applying the spatial filter, respectively.
The third and fourth rows show the images of the axillary region without ALN and when applying and not applying
the spatial filter, respectively. The left, centre and right images show the axial, sagittal and coronal planes, respec-
tively. The approximate location and shape of the ALN is represented as a red contour. The white solid and dashed
contours represent the phantom contour and the volume of interest selected by the spatial filter, respectively.
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Table 5.1: Performance metrics of the reconstructed images from the experimental tests with the prototype. “Ref”
corresponds to the experimental test without target performed at the same day as the corresponding experimental
test with target.

Maximum

Intensity
SCR (dB) SMR (dB) FWHM (mm) LE (mm)

ALN-1 39.6 3.01 8.95 33 11.4

ALN-1 Ref 17.7 2.76 8.70 35 17.5

ALN-2 16.6 2.78 8.69 35 12.2

ALN-2 Ref 12.1 2.40 8.04 34 24.9

ALN-3 10.9 2.89 8.73 35 14.9

ALN-3 Ref 9.4 2.01 9.18 23 14.9

ALNM-1 27.9 3.01 8.97 19 12.5

ALNM-1 Ref 17.8 2.76 8.70 35 34.8

maximum intensity of the image is observed, as the maximum of the filter is 1. However,

voxel intensities may change slightly as the filter is not binary and shows a Gaussian

behaviour. Secondly, the existent clutter in the back, arm and breast regions is removed

after applying the filter. Thirdly, the position of the ALN detection does not change

when the SF is applied. Finally, the major artefacts at the air-phantom interface are

entirely removed with SVD and without the help of the spatial filter SF.

Moreover, Figure 5.21(j-l) shows the reconstructed images when no ALN is placed

inside the axillary region phantom and when SF is not used. The images show the effect

of the challenging shape of the axillary region on microwave images. The irregularity of

this shape causes some artefacts which are the major challenge for this MWI application.

Independently whether SF is applied [Figure 5.21(g-i)] or not [Figure 5.21(j-l)] when

no ALN is placed inside the phantom, the maximum intensity point is in the centre of

the VOI which matches the location of the ALN. As explained in Section 5.1.3, this may

correspond to a focusing region within the phantom that is not related to the existence

of targets. This focusing region is a result of the effect of concavities and convexities

of the axillary region phantom and SVD performance. In fact, this image has an SCR

higher than 1.5 dB when the ALN is not placed inside the phantom (marked with

“Ref” in Table 5.1). However, SCR and SMR decrease when compared to the test with

the ALN. Also, the maximum intensity of the reconstructed image with ALN [Figure

5.21(a-f)] is 39.6, whereas without the ALN it is 17.7 [Figure 5.21(g-l)]. This shows that

MWI is sufficiently sensitive to the presence of an ALN. Nonetheless, this means that in

a real situation, besides the usual performance metrics, a threshold of intensity should

be used to identify whether a detection is associated to a detected ALN or to a region
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that has higher response due to the shape of the axillary region. In order to define a

reliable threshold, more experimental tests would need to be performed, which were

not possible during the course of this thesis.

The reconstructed images of the experimental tests with ALN-2 and ALN-3 are

shown in Figure 5.22 and 5.23, respectively. Both present a correct detection of the
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Figure 5.22: Reconstructed images of the axillary region phantom in the experimental test ALN-2. The first and
second rows show the images with the ALN inside, when applying and not applying the spatial filter, respectively,
in (a,d) axial, (b,e) sagittal and (c,f) coronal planes. The approximate location and shape of the ALN is represented
as a red contour. The white solid and dashed contours represent the phantom contour and the volume of interest
selected by the spatial filter, respectively.

ALN, having an SCR higher than 2.78 dB. As can also be observed by the performance

metrics in Table 5.1, the imaging results with ALN-3 are slightly worse in terms of LE,

even though it is still within the range of ALN dimensions. FWHM is slightly higher

for both ALN-2 and ALN-3 when compared to the corresponding metric of ALN-1

and larger than the ALN dimensions. This can be explained by their positioning in

the axillary region phantom, which are farther from the selected GI when compared

to ALN-1 position. Additionally, with both ALN-2 and ALN-3, more artefacts are

observed when the SF is not applied, and some of the artefacts present higher intensity

when compared to the ALN response. The intensity of detection of both ALN-2 and

ALN-3 is lower compared to ALN-1. Firstly, both ALN positions are farther away from

the grid of antenna positions used for image reconstruction (GI ), which means a more

attenuated response is being used to reconstruct the image. Secondly, all experiments

were performed in different days, some months apart, and some of the properties of

the ALN phantom may have changed. However, the measurement without the ALN,

i.e. “Ref”, was performed in the same day of the measurement with the ALN in each
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Figure 5.23: Reconstructed images of the axillary region phantom in the experimental test ALN-3. The first and
second rows show the images with the ALN inside, when applying and not applying the spatial filter, respectively,
in (a,d) axial, (b,e) sagittal and (c,f) coronal planes. The approximate location and shape of the ALN is represented
as a red contour. The white solid and dashed contours represent the phantom contour and the volume of interest
selected by the spatial filter, respectively.

position. In ALN-2 “Ref” and ALN-3 “Ref”, SCR and SMR are also lower than when

the ALN is placed inside the phantom. Conversely, the LE in the ALN-3 measurements

is the same whether the ALN is placed inside the phantom or not, which may indicate

the artefacts are located in the same position as the ALN.

Figure 5.24 shows the reconstructed images of the experimental test ALNM-1,

where both ALN and muscle phantoms are embedded in the adipose mimicking liq-

uid. The resulting images are very similar to the images obtained with the remaining

experimental tests when the muscle phantom was not used. The muscle response is

successfully removed by the combination of the selected grid of antennas (GI), which

is farther away from the location of the muscle model, and the artefact removal algo-

rithm performance. In this experimental test, the SF does not have an impact on the

muscle response removal, as shown in Figure 5.24(d-f). However, one must note that

this muscle phantom is a very simplified version of the pectoralis minor muscle and that

ALNs are usually surrounded by multiple muscles. The ALN is detected with an SCR

of 3.01 dB and an LE of 12.9 mm. The corresponding experimental test without the

ALN has lower SCR, SMR and intensity, and higher LE, as expected, but SCR is still

higher than 1.5 dB due to the presence of the focusing region [Figure 5.24(g-i)].

The average response in the four experimental tests is very similar, with SMR rang-

ing from 8.69 to 8.97 dB. In all cases, the FWHM metric shows that the overall spatial

resolution of the ALN detection is low, which is common in MWI systems. In this
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Figure 5.24: Reconstructed images of the axillary region phantom in the experimental test ALNM-1. The first and
second rows show the images with the ALN and the muscle inside when applying and not applying the spatial filter,
respectively. The third row shows the images of the axillary region without ALN and when applying the spatial
filter. The left, centre and right images show the axial, sagittal and coronal planes, respectively. The approximate
locations and shapes of the ALN and the muscle are represented as red and pink contours, respectively. The white
solid and dashed contours represent the phantom contour and the volume of interest selected by the spatial filter,
respectively.

particular application, this is very likely affected by the limited angular range imposed

by the shape of the torso. Nonetheless, ALNs in different positions are detected in

their correct location which are promising results to the detection of ALNs with MWI

technology.

SVD yields good results for ALNs positioned at depths varying between 20 to 30 mm.

However, the detection of shallower ALNs can be more challenging, since the ALN and

the phantom surface response can be factorised in the same singular vector, which can

hamper the removal of the surface response and consequent ALN detection. Conversely,

deeper ALNs can have a weaker response. These cases still need to be evaluated, despite

the fact that ALNs shallower than 15 mm are only observed in very few cases of breast

cancer patients [75]. The spatial filter should accommodate these difference depths

of ALNs and should be designed according to patient-specific information, as further
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detailed in the following section. Additionally, the best combination of parameters

(nsv and subset of neighbouring antenna positions) needs to be tested for more axillary

region phantoms in order to find representative parameters which can be applied in a

clinical scenario.

5.3 Selection of Volume of Interest with Patient-specific

Information

In order to develop an automatic method to define SF parameters, information collected

in [220], which relates BMI to the depth of ALNs, is used to define the relationship

between BMI and the size of the VOI and, consequently, the SF parameters.

The relationship between BMI (between 15 and 39) and the depth where level I

ALNs are likely to be located can be written as follows [220]:

minw = max(0,−58.54 + 4.28 BMI− 0.056 BMI2) [mm] (5.4)

w = 13.02 + 1.75 BMI− 0.021 BMI2 [mm] (5.5)

where minw is the distance between the surface and the start of the VOI and w is the

width of the VOI in the axial plane, as represented in Figure 5.25.

The axillary region phantom used in the experimental tests in Section 5.2 is used as

a reference to find this relationship, by measuring the size of the VOI (Figure 5.25) for

several combination of parameters. Parameters r1 and γ are fixed to 400 mm and 0.5,

respectively, as no substantial influence in the SF size was observed. Parameters rt and

r2 are varied from 0 to 100 mm, and from 30 to 130 mm, respectively. The resulting

data is then fitted to Polynomial Linear Regression Models (PLRMs). The parameter rt
can be defined as a function of minw. The parameter r2 can be defined as a function of

rt and w.

The PLRMs fitted to the measured data of depth (minw) and width (w) of the VOI,

while changing rt and r2, allow to infer equations that represent the relationship be-

tween the parameters. A PLRM, fitted to the measured minw and rt, shows that param-

eter rt has a quadratic relationship with minw (R2 = 0.91) as follows:

rt =max(0,0.7 + 7.9 ∗minw − 0.1322 ∗min2
w) [mm] (5.6)

A PLRM, fitted to the measured w and r2 for several values of rt, shows parameter

r2 has a linear relationship with both parameters (R2 = 0.94), as follows:

r2 = 1.69 ∗w − 0.27 ∗ rt + 25 [mm] (5.7)

140



5.3. SELECTION OF VOLUME OF INTEREST WITH PATIENT-SPECIFIC
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Figure 5.25: Example of the spatial filter (SF) representing the volume of interest inside the entire volume of axillary
region phantom (left) and measurements taken from the SF (right), shown in a sagittal slice. The region in yellow
is defined as VOI. minw is the distance between the surface and the start of the VOI and w is the width of the VOI.
The blue cross represents an example of an antenna position.

Combining equations 5.4, 5.5, 5.6, 5.7 and considering a BMI= 19, the parameters

for a patient with BMI of 19 kg/m2 are defined as r1 = 400 mm, γ = 0.5, rt = 20 mm,

and r2 = 85 mm. The subset of antenna positions GSF is defined as 30% of the hori-

zontal antenna positions centred at the axillary region and the closest angular antenna

positions to the VOI. The VOI highlighted by this combination of parameters in the

presented axillary region phantom is shown in Figure 5.26. The obtained VOI corre-

sponds to a region extending from the phantom surface to a depth of approximately

40 mm in the phantom, which is smaller than the one considered for the experimental

tests (Figure 5.18). If the SF presented in Figure 5.26 was applied to the images from

the experimental tests with the phantom, the ALNs would be outside the VOI, and

therefore their detection would be compromised.
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Figure 5.26: Reconstructed images of the spatial filter of the axillary region phantom with parameters optimised
for the patient BMI in (a) axial, (b) sagittal, and (c) coronal planes. The white solid contour represents the phantom
contour.

The same procedure can be applied to the 2D slices presented in Section 5.1 which

were obtained from breast exams of patients with BMI of 19, 21 and 31 kg/m2. Fig-

ure 5.27 shows the resulting microwave images after the corresponding SF is applied.

Shapes A and B are obtained from the same patient exam (BMI = 19 kg/m2). The arte-

facts located in the regions of reduced interest (e.g. the posterior part of the body) are
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removed from the images when SF is applied. In fact, in the case of shape B, the detec-

tion of the ALN improves as those artefacts are removed. In shapes A and D the ALN

is slightly outside the VOI. While in the case of shape D, only artefacts are detected as

SVD did not show a good performance (as shown in Section 5.1.3), the detection of the

ALN in shape A is not affected. The VOI is defined as the voxels with intensity higher

than 0.75. Nonetheless, SF shows a Gaussian behaviour, and therefore, the transition

of the SF between the inside and the outside of the VOI is smooth and so the ALN can

still be detected.

(a) Shape A (b) Shape B (c) Shape C (d) Shape D

Figure 5.27: Reconstructed images of 2D slices of axillary region phantoms when applying the spatial filter with
parameters optimised for the patient BMI and using SVD with a fixed nsv for all source points. The white solid and
dashed contours represent the phantom contour and the volume of interest selected by the spatial filter, respectively.
The red contour represents the true location and shape of the target.

5.4 Assessment of Electromagnetic Exposure Risk

In this section, an assessment of the electromagnetic exposure risk is performed for the

proposed MWI system. The calculation of Specific Absorption Rate (SAR) has to be

performed in a simulated environment using CST [189]. To this end, the numerical ax-

illary region phantom developed within my research group [55] is used. The phantom

was created from the same CT exam as the phantom presented in Section 5.2.1, but the

CT images were further processed in order to obtain a smoother surface of the air-body

interface and to create models of the internal tissues and organs.

Although it is expected that the maximum value of SAR is obtained in a superficial

region, the numerical phantom includes all the segmented tissues (more than its sur-

face): a skin layer, adipose tissue, muscle, bone and lung. A Vivaldi antenna identical

to the one used in the experimental tests (described in Section 5.2.3) is used in the

simulations. The antenna is placed at different distances from the skin surface (1.5, 35

and 55 mm) in order to represent a similar scenario to the experimental setup, where

that distance varies along the phantom (Figure 5.13). The radiated power is 1 W and

the SAR calculation is computed in an average volume of 10 g. Each tissue is modelled

considering the Debye models reported in the literature by Gabriel et al. [116] and

considering density values reported in the IT’IS Foundation dataset [221], as shown in

Table 5.2.

142



5.4. ASSESSMENT OF ELECTROMAGNETIC EXPOSURE RISK

Table 5.2: Dielectric properties and density of the tissues considered in the simulation for SAR calculation.

Tissue εr at 4 GHz σ at 4 GHz (S/m) Density ρ (kg/m3)

Adipose 5.12 0.84 911

Bone 16.76 6.46 1908

Lung 19.62 5.86 394

Skin 36.69 10.42 1109

Muscle 51.12 13.56 1090

(a) (b)

(c) 2 GHz (d) 4 GHz (e) 6 GHz

Figure 5.28: (a,b) Numerical axillary region phantom used for SAR calculation, and (c-e) SAR maps in an average
volume of 10 g using a Vivaldi antenna placed 15 mm away from the phantom surface at different frequencies. Red
colours correspond to higher values of SAR, while blue colours correspond to lower values.

Figure 5.28 shows the simulated numerical phantom and the corresponding SAR

maps for the closest position of the antenna to the phantom surface. The resulting SAR

values are shown in Table 5.3. Higher frequencies result in a lower penetration into

the axillary region tissues, thus the maximum value of SAR is also higher. As expected,

the SAR decreases as the distance between the antenna and the phantom increases.

The three calculated SAR values for the lower distance between the antenna and the

phantom are higher than the limits recommended by International Commission on

Non Ionizing Radiation Protection (ICNIRP), namely 2 W/kg. The ICNIRP limit is also

exceeded for higher frequencies when the distance between the antenna and the skin

surface is 35 mm. The remaining values are below the ICNIRP limit. Considering a
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linear relationship between the radiated power and the SAR, SAR will be below the

limits if the radiated power is lower than 0.07 W. In an MWI experimental prototype,

this power can be as low as 0.01 W, so the current system can be made safe in terms of

exposure.

Table 5.3: Maximum SAR values (W/kg) in three frequencies for the axillary region MWI prototype.

Distance between the

antenna and the phantom
2 GHz 4 GHz 6 GHz

1.5 mm 14.93 22.89 28.13

35 mm 1.06 1.99 3.66

50 mm 0.53 1.08 1.59

5.5 Chapter Conclusions

This chapter presented the development of a radar MWI system aiming to detect ALNs.

Firstly, the challenges of this type of system were analysed in a simulated scenario.

The 3D shape of the torso limits the antenna positioning around the region of interest.

Also, the concavities and convexities inherent to the axillary region shape may create

artefacts that match the ALNs locations, which, combined with the limited antenna

positioning, affect the quality of imaging results.

Then, a full pre-clinical system is presented, comprising: the mechanical setup,

the axillary realistic phantom and algorithms specially designed for the ALN-MWI

application. The results of four experimental tests were also presented, addressing

the challenges in a 3D scenario. The current methodology showed promising results

in the detection of a single level I ALN embedded in adipose mimicking liquid, with

SCR higher than 2.77 dB and LE lower than 14.7 mm. The shape of the axillary region

is the major challenge when applying an artefact removal algorithm. To that end, a

thorough methodology was proposed to evaluate several combinations of parameters to

optimise this algorithm for the axillary region phantom under consideration. However,

further validation is needed with other axillary region phantoms in order to either

define parameters that can be used for any phantom or a more robust methodology

able to find the optimal parameters depending on the phantom. The importance of the

selection of a subset of antenna positions to image the axillary region was also shown.

Likewise, further evaluation is needed to find an automated methodology to define

the optimal subset. Then, clinical information was included in the algorithms through

the implementation of patient-specific information, specifically BMI, in the design of

a spatial filter to select the volume where ALNs are more likely to be located. Finally,
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an exposure assessment was performed, which showed the electromagnetic exposure

of the current setup is below the limits and is safe for clinical practice.

Furthermore, future work should include the performance of more experimental

tests. The evaluation of the spatial resolution of the system in detecting and differenti-

ating multiple ALNs, as well as the ability to detect the contrast between healthy and

metastasised ALNs, are crucial for the ultimate goal of the system (i.e. diagnose ALNs).

The influence of the muscles should also be evaluated, by replacing the simplified ver-

sion considered in this thesis with a more realistic one. The presence of muscles can

deteriorate the quality of the microwave images, compromising the feasibility of this

type of system. Although the frequency band of 2 to 5 GHz provided good results in

the presented experimental tests, the frequency band of the system may need to be

tailored depending on future results.

In the following chapter, a study to evaluate whether Machine Learning (ML) algo-

rithms can distinguish between healthy and metastasised ALNs using MWI signals is

performed. Ultimately, this type of algorithms can be incorporated in an experimental

ALN-MWI prototype as the one presented in this chapter to aid the interpretation of

the imaging results.
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6 Classification of Axillary Lymph
Nodes using Microwave Imaging
Signals

This chapter presents a study of classification of Axillary Lymph Nodes (ALNs) to be

used as a complementary tool to Microwave Imaging (MWI) of the axillary region. The

resulting microwave images of the axillary region may have low spatial resolution and

artefacts that hinder a correct interpretation of the images. Therefore, providing more

objective information is important to aid this interpretation in a clinical scenario. Differ-

ent morphological characteristics from healthy and metastasised ALNs are reported in

the literature [80]–[83]. Similarly to other studies where microwave signals are used to

classify between benign and malignant breast tumours [172]–[174] or between healthy

and diseased breasts [182], Machine Learning (ML) algorithms can be used to classify

healthy and metastasised ALNs based on their size and shape.

The classification of ALNs in a real situation presents some challenges. Although

differences in size and shape of healthy and metastasised ALNs have been observed,

ALNs of similar size and shape may have different pathology results. This can be

observed either due to micro-metastases, which are difficult to detect using imaging

modalities, or due to changes in the hilum, which - as seen in Chapter 4 - can affect

dielectric properties. Although dielectric contrast between healthy and metastasised

ALNs was observed in Chapter 4, this topic needs to be further studied. Small changes

in ALN morphology can have a low impact on dielectric properties and, consequently,

the dielectric contrast between healthy and metastasised ALNs may not be substantial.

Additionally, contrarily to what is often assessed in classification of breast tumours, the

axillary region usually has multiple ALNs, which can be either healthy or metastasised.

This means the recorded microwave signals will contain signatures of different ALNs

and the classification might be more challenging. Finally, the muscle and the skin

response can also mask the ALN response. However, classification methods are worth

studying to complement imaging results and could be advantageous to highlight char-

acteristics of ALNs which are not detected in the images, and potentially contribute

to ALNs diagnosis. To the best of my knowledge, no lymph node classification using
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MWI signals was ever performed.

In the following sections, the simulated setup and classification methods used in

this study are described. The first objective of this study is to evaluate whether the mi-

crowave signature of healthy and metastasised lymph nodes is different, independently

of the surrounding medium. Then, the complexity of the surrounding medium is in-

creased in order to evaluate its impact on the classification of ALNs. The microwave

signals were recorded using Computer Simulation Technology (CST) Studio Suite®

software [189] in several distinct scenarios.

6.1 Simulated Setup

This section presents the developed methodology to create the ALN models in the

different simulated scenarios considered to evaluate the performance of algorithms in

classifying healthy and metastasised ALNs.

6.1.1 Axillary Lymph Nodes Modelling

The ALN models used in this study were created using mathematical formulations. This

methodology allows creating several models with variable size and shapes, whereas

extracting this type of variability from medical exams (as shown in Chapter 4) is more

limited as it would require a larger dataset, and it is time-consuming as those models

would require additional processing.

Firstly, the following mathematical formulations using spherical coordinates were

used to create 20 models with distinct shapes of healthy and metastasised ALNs:

r1(θ) = 1− a · [sinθ]b (6.1)

r2(θ) = 1− c · exp

− (θ −θ0

d

)2
 (6.2)

r(θ,φ) =

r1(θ), if π
2 < φ <

3π
2

r1(θ)[sinφ]2 + r2(θ)[cosφ]2, otherwise
(6.3)

where parameters a, b, c, d and θ0 define the shape of the model. Parameters a and

b define the concavity of the model, which is mainly observed in the negative x-axis

shown in Figure 6.1. Parameters c, d and θ0 reflect the depth, shape and location of

convexity observed in the positive x-axis, respectively. This convexity is an approximate

representation of the hilum.

Then, a total of 60 ALNs models (30 healthy and 30 metastasised) were obtained

after resizing each one of the original 20 models, based on the morphological charac-

teristics of healthy and metastasised ALNs, and rotating them along their centre.
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(a) (b)

Figure 6.1: Representation of the numerical ALN model created using mathematical formulations in equation 6.3.
(a) represents the model in a 3D view and the spherical coordinates and (b) represents the model in the xz-plane
and the equations used to calculate the shape in each quadrant.

The resulting models respect the criteria previously reported in Section 2.1.3: the

ratio between the longest-axis (L) and the shortest-axis (S) - L/S - is equal or greater

than 1.7 and S < 9 mm for healthy ALNs; healthy ALNs have a concavity which repre-

sents the hilum, while it may be absent in metastasised ALNs. One should note this

methodology is limited by the fact that not all lymph nodes respect these criteria (as

seen in Section 2.1.3). Also, the effect of hilum presence in the dielectric properties

is not considered in the models, since the same dielectric properties are considered

for both healthy and metastasised ALNs, assuming the worst-case scenario. As seen in

Chapter 4, a larger hilum (observed in healthy ALNs) results in overall lower dielec-

tric properties. Figure 6.2 shows examples of 5 ALN models of each type. The full

dataset of ALN models is shown in Appendix G and the corresponding dimensions

basic statistics are shown in Table 6.1.

Table 6.1: Dimensions of ALN models created with mathematical formulations.

Healthy ALNs (n=30) Metastasised ALNs (n=30)

Mean Range Mean Range

L (mm) 14.6 9.0 to 20.0 15.0 10.0 to 20.0

S (mm) 4.9 3.0 to 9.0 11.8 10.0 to 18.0

L/S (mm) 3.2 1.8 to 6.7 1.3 1.0 to 1.6

ALNs: Axillary Lymph Nodes; L: Longest-Axis; S: Shortest-Axis

6.1.2 Scenarios

Four scenarios with increased complexity in a monostatic configuration were simulated

with the modelled ALNs. In all simulated scenarios, no dielectric contrast between
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Figure 6.2: Examples of ALN models created using mathematical formulations and resize operations.

healthy and metastasised ALNs is considered, which corresponds to a worst-case sce-

nario. Hence, the classification methods distinguish ALNs based only on their shape

and sizes. The ALN models are defined with a relative permittivity of εr = 40 and a

dissipation factor tan(δ) = 0.1. The ALN models are restricted to a 20 × 20 × 20 mm3

size cube placed in a dielectric phantom of relative permittivity εr = 8 and a dissipation

factor tan(δ) = 0.1, which is meant to mimic adipose tissue.

Table 6.2 summarises the details for each scenario. In all scenarios, the antenna

is calibrated by performing the subtraction between the simulated monostatic signals

with all components (antenna, phantom and ALN models) and the signals obtained

from the corresponding simulation without the phantom and ALN models.

In the first and less complex scenario (Scenario A), the antenna and the ALN are

placed in the same medium with properties mimicking adipose tissue [Figure 6.4(a)].

Since the antenna is no longer placed in air, the antenna needs to be tailored to the

Table 6.2: Summary of scenarios considered in this study.

Scenarios

A B C D

Dielectric interface None
Cylindrical

shape

Pseudo-

-Realistic

Pseudo-

-Realistic

Number of ALNs per simulation 1 1 1 2

Number of simulations 60 60 60 30

Number of antenna positions 7 7 28 28

Number of scanned planes 1 1 4 4
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medium under consideration. Hence, a Crossed Exponential Tapered Slot Antenna

(XETS) antenna, similar to the one presented in Chapter 3, designed by my research

group, is used to record the simulated signals. It has the dimensions of 17 mm radius

and 0.25 mm thickness and it is impedance-matched from 2 to 6 GHz (Figure 6.3).

However, higher frequencies might provide a weaker response of the target due to the

lossy medium.
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Figure 6.3: (a) Schematic of XETS and (b) plot of the corresponding S-Parameter (magnitude in dB).

The antenna is swept in 7 antenna positions in a quarter of a circumference of

radius 140 mm at the same plane as the ALN [Figure 6.4(a)]. The ALN model is always

centred in the 20× 20× 20 mm3 cube to minimise confounders affecting the recorded

signals. The average distance between the centre of the ALN and the antenna positions

is 74.5 mm, ranging from 46 to 120 mm. Each simulation considers one of the 60 ALNs

at a time, resulting in a total of 60 simulations.

In the second scenario (Scenario B), the antenna is placed in air and the dielectric

is a simplified axillary region phantom represented by a pseudo-quarter of a cylinder

[Figure 6.4(b)]. The cylinder has a radius of 140 mm and 120 mm height. The antenna

is swept in 7 positions across a quarter of circumference 35 mm away from the dielectric

surface. As the antenna is placed in air, the XETS antenna presented in Chapter 3 is

used to record the simulated signals. This antenna is impedance-matched from 2 to

6 GHz. In this scenario, the reflection in the air-dielectric interface is expected to have

higher response than the ALN response and potentially mask it. The ALN model is

also always placed in the same position. The average distance between the position

of the ALN and the antenna positions is 105 mm, ranging from 80 to 120 mm. Sixty

simulations, i.e. one per ALN, are also performed.

In the third scenario (Scenario C), the dielectric has a more complex shape, closer

to a realistic axillary region phantom, with concavities and convexities. This shape

is created in CST using modelling tools (using an anatomically realistic shape would

substantially increase the computational time of the simulations). The phantom has

220 mm height and a varying radius that ranges from 120 mm to 260 mm. The antenna

is swept across a quarter of circumference of 155 mm radius. Four different planes of
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(a) (b)

Figure 6.4: Simulated scenarios with (a) no change in medium and (b) a cylindrical dielectric phantom.

the axillary region phantom are simulated. For each plane, the 7 antenna positions

and the ALNs are placed in that plane. Figure 6.5 shows the four considered planes

and Table 6.3 shows the variability of distances 1) between the ALN position and the

dielectric surface, and 2) between the surface and the first and last antenna positions.

This procedure allows to artificially represent different axillary region phantoms, while

increasing the variability of air-phantom interface and position of ALNs in relation to

the surface. The same antenna of setup B is used to transmit and record the signals.

(a) ∆y = −20 mm (b) ∆y = 0 mm (c) ∆y = 20 mm (d) ∆y = 40 mm

Figure 6.5: Screenshots from CST simulation of four different xz-planes of the axillary region phantom with one
ALN. The planes are separated from each other by 20 mm in the y-axis.

In the fourth scenario (Scenario D), multiple ALNs are placed inside the realistic-

shaped axillary region phantom. This scenario aims to evaluate whether the classifiers

are able to distinguish signals acquired in healthy axillary regions from axillary regions

with metastasised ALNs. Three positions are pre-defined to place the ALNs, as shown

in Figure 6.6, but only two ALNs are considered in each simulation. The two of the three

positions where ALNs are placed are chosen randomly, but each of the 3 combinations

is chosen the same number of times. The distance between the ALNs will depend on

which 2 pre-defined locations have ALNs, on their orientation within each location

and the size of each ALN. The distance between the centre of the adjacent pre-defined

positions of the ALN is 25 mm. This means the distance between the surfaces of ALNs
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Table 6.3: Relative approximate distances between the ALN position, antenna position and phantom surface in the
four planes of the axillary region phantom in scenario C.

Planes

Distances ∆y = −20 mm ∆y = 0 mm ∆y = 20 mm ∆y = 40 mm

ALN to nearest

phantom surface (mm)
46 41 35 29

First antenna position

to phantom surface (mm)
18 23 21 13

Last antenna position

to phantom surface (mm)
82 80 75 76

can vary from 0 to 50 mm. Each axillary region simulation includes a combination of

different ALNs, either 0, 1 or 2 metastasised ALNs. The same ALN model is not used in

more than one simulation. This means the 60 ALN models are distributed as follows:

10 simulations with 2 healthy ALNs; 10 simulations with 1 healthy and 1 metastasised

ALNs; 10 simulations with 2 metastasised ALNs. No dielectric contrast is considered

between healthy and metastasised ALNs. The antenna is swept in 7 positions around

(a) ∆y = −20 mm (b) ∆y = 0 mm (c) ∆y = 20 mm (d) ∆y = 40 mm

Figure 6.6: Screenshots from CST simulation of four different xz-planes of the axillary region phantom with multiple
ALNs. The planes are separated from each other by 20 mm in the y-axis.

the axillary region in four different planes. Similarly to Scenario C, this procedure aims

to artificially represent variability of the air-phantom interface and the positions of the

ALNs relatively to the air-phantom interface. Figure 6.6 shows the four considered

planes and the three pre-determined positions for the ALNs, and Table 6.4 shows the

variability of distances between each ALN position and the nearest phantom surface.

153



CHAPTER 6. CLASSIFICATION OF AXILLARY LYMPH NODES USING

MICROWAVE IMAGING SIGNALS

Table 6.4: Relative approximate distances between each ALN position and phantom surface in the four planes of
the axillary region phantom in scenario D. Positions 1 to 3 are defined in top-down order.

Planes

Distances ∆y = −20 mm ∆y = 0 mm ∆y = 20 mm ∆y = 40 mm

ALN (position 1)

to nearest

phantom surface (mm)

13 9 17 25

ALN (position 2)

to nearest

phantom surface (mm)

12 8 9 10

ALN (position 3)

to nearest

phantom surface (mm)

18 14 8 4

6.2 Classification Pipeline

The classification pipeline was fully implemented in MATLAB® 2018b using the Statis-

tics and Machine Learning Toolbox. An extensive combination of type of signals, Fea-

ture Extraction Methods (FEMs) and classifiers is used to create models able to classify

healthy and metastasised ALN models using microwave signals. Each microwave signal

is processed with a FEM, then used as an input to the classification models. In the sce-

narios with only one ALN, the output classes are defined as healthy and metastasised.

In scenario D, where multiples ALNs are used, three binary models are built where the

output classes are: 1) axillary regions with only healthy ALNs and axillary regions with

at least 1 metastasised ALN; 2) axillary regions with only healthy ALNs and axillary

regions with exactly 1 metastasised ALN; and 3) axillary regions with only healthy

ALNs and axillary regions with exactly 2 metastasised ALNs. Figure 6.7 shows the

adopted ML pipeline. The classifiers are trained using a cross-validation methodology,

ensuring that all signals acquired for one specific ALN are all included in the same set

(training or testing sets).

6.2.1 Type of signals

Four different types of signals were considered before applying FEMs: reflection co-

efficients si,i in Frequency Domain (FD) - absolute, real and imaginary parts - and

reflection coefficients Si,i in Time Domain (TD). Each type of signals is used, one at

once, for the remaining steps of the ML processing, as represented in Figure 6.7.

The FD signals are extracted from the CST simulations and originally have 1001
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Figure 6.7: Machine Learning pipeline divided in four steps: type of signals, feature extraction methods, classifiers
and results analysis.

frequency samples, from 1 to 8 GHz. Then, the signals are restricted to a 2 to 6 GHz

frequency band, resulting in 572 frequency samples. The TD signals are obtained after

applying an Inverse Fast Fourier Transform (IFFT) to the FD signals and also have 572

time samples.

6.2.2 Feature Extraction Methods

Three FEMs are used to select the features used to classify the microwave signals:

• RAW: No feature extraction is applied. Each frequency or time sample is consid-

ered as a feature.

• F25: Twenty-five customised features are extracted from the FD or TD microwave

signals.

• PCA-X: Principal Component Analysis (PCA) is applied to the signals and X

components are used as features. X ranges from 1 to 20.

The features extracted with the F25 method were designed by my research group in

previous studies [173], [222] inspired by morphological features of TD signals. In this

study, they are also extracted from FD signals. The 25 features are defined as follows:

1. Amplitude of the absolute maximum peak

2. Location of the absolute maximum peak

3. Amplitude of the absolute minimum peak
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4. Location of the absolute minimum peak

5. Variance

6. Standard deviation

7. Root-mean-squared error

8. Number of positive peaks

9. Number of negative peaks

10. Mean amplitude of the positive peaks

11. Mean amplitude of the negative peaks

12. Mean Full Width Half Maximum (FWHM) of the positive peaks (when exist)

13. Mean FWHM of the negative peaks (when exist)

14. Mean separation between positive peaks (when exist)

15. Mean separation between negative peaks (when exist)

16. Number of zero crossings (when exist)

17. Integral of the signal

18. Integral of the absolute of the signal

19. Positive percentage area of the signal (when exist)

20. Negative percentage area of the signal (when exist)

21. Mean value of the autocorrelation signal

22. Number of peaks of the autocorrelation signal

23. Mean amplitude of the peaks of the autocorrelation signal

24. Mean FWHM of the peaks of the autocorrelation signal

25. Mean separation between peaks of the autocorrelation signal
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6.2.3 Classifiers

As presented in Section 2.4.2, several classifiers, with different characteristics, have

been widely used in the literature to classify microwave signals. Although some are

known to provide promising results using microwave signals for breast tumour classi-

fication, such as Support Vector Machines (SVM) [171], k-Nearest Neighbours (kNN)

[174] and Random Forests (RFO) [173], in this study a larger range of classifiers is used

to evaluate the classification of ALNs in an axillary region. To this end, seven classifiers

are used: Linear Discriminant Analysis (LDA), Quadratic Discriminant Analysis (QDA),

kNN, Naïve Bayes (NB), Decision Trees (DT), RFO and SVM. The corresponding hy-

perparameters are optimised as per Table 6.5. The values were chosen in order to keep

a good compromise between the coverage of a wide range of values and a moderate

computational time of the training process.

6.2.4 Cross-Validation and Result Analysis

A Leave-One-Out cross-validation strategy is used to test the performance of the classi-

fiers, since the dataset is relatively small and to avoid over-fitting. In scenarios A to C,

the data is divided into 60 groups, where each group comprises the signals of one single

ALN. In scenario D, the data is divided into 30 groups or 20 groups (depending on

the binary model considered), where each group comprises the signals of one axillary

region with a combination of two ALNs. The training set has Na ∗ (Ng − 1) microwave

signals, while the testing set has Na signals, where Na is the number of antennas and

Ng is the total number of groups.

When considering PCA as FEM, PCA is applied to each training set and the resulting

transformation is applied to the corresponding testing set, ensuring there is no data

contamination. The classifiers hyperparameters are optimised globally, i.e. considering

the results of the final metrics and not for each testing set, in order to avoid over-fitting.

The resulting performance metrics (namely, accuracy, sensitivity and specificity)

are calculated considering the predictions of all testing sets. For unbalanced datasets,

accuracy is not the best metric. Therefore, the Matthews Correlation Coefficient (MCC)

(detailed in Section 2.4) is calculated, as it considers the weight of positive and negative

cases. A value of 1 means a perfect classification and 0 means a random classifica-

tion. Sensitivity and specificity are indicated for completeness but only the accuracy

metric or MCC are thoroughly discussed. The analysis of the results is performed by

considering the predictions of the signals from each antenna position treated as inde-

pendent observations (independent signals), and the majority vote of the predictions

of the signals of all antenna positions per ALN (grouped signals).
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Table 6.5: Hyperparameters optimised for each classifier.

Classifier Hyperparameter name Hyperparameter values

LDA
γ 10 linearly-spaced values: 0, . . . ,1

δ 10 logarithmically-spaced values: 10−2, . . . ,102

QDA γ 10 linearly-spaced values: 0, . . . ,1

kNN

Number of neighbours (k) 1,2, . . . ,10

Type of distance (d)

• cityblock (d =
∑n
i=1 ‖Ai −Bi‖)

• chebyshev (d = maxi(‖Ai −Bi‖))

• euclidean (d =
∑n
i=1

√
(Ai −Bi)2)

• hamming (where d is defined as the

fraction of number of different

coordinates Ai and Bi)

NB Data distribution

• normal (Gaussian)

• multivariate multinomial distribution

• kernel smoothing density estimate

DT
Pruning criterion

• error (1− p(j))

• impurity

Split criterion

(if impurity is chosen

as pruning criterion)

• Gini’s diversity index (1−
∑
i p

2(i))

• twoing rule (which considers the

fractions of observations of each

left and right child nodes)

• cross entropy (−
∑
i p(i) log2p(i))

RFO

Number of trees 12 linearly-spaced values 25, . . . ,300

Pruning criterion (same as for Decision Trees)

Split criterion (same as for Decision Trees)

SVM

Type of kernel

• linear

• polynomial of order 3

• Radial Basis Function (RBF)

C 7 logarithmically-spaced values 2−16,2−11, . . . ,29,214

γ 7 logarithmically-spaced values 2−16,2−11, . . . ,29,214

• Ai and Bi are the coordinates of two points A and B

• p(i) is the fraction of class i in the node; j is the class with the largest number of samples in a node
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6.3 Results and Discussion

The classification results of the four scenarios are presented in the following sections.

6.3.1 Single Axillary Lymph Node in the Same Medium as the

Antennas (scenario A)

This section presents the results with the simulated signals with each of the 60 ALNs

embedded in the same medium as the antenna. This scenario comprises 7 antenna

positions per ALN, which makes a total of 420 observations to be classified.

Figure 6.8 shows an example of the first samples of TD signals collected by antenna

1 of one healthy and one metastasised ALNs. The plot shows there is a difference

between the response from each of the ALNs for this antenna position. Depending on

the antenna position and the orientation of the ALN, the microwave signature of each

ALN may vary.

Figure 6.9 shows the box plots of the distribution of the samples of each type of

signal (absolute FD signals, real part of FD signals, imaginary part of FD signals, and

TD signals) used for classification before applying any FEM over each class (healthy

and metastasised). These plots allow to compare the variability of magnitude values of

the response of healthy and metastasised ALNs but this comparison is not performed

comparing the magnitude sample by sample (either time or frequency samples). The

performance of ML algorithms indicate whether the microwave responses of healthy

and metastasised ALNs can be classified. For each type of signal, box plots per each

of the 7 antenna positions are shown, as well as considering all antenna positions. For

each antenna position, each box plot is created using the magnitude values of 17,160

samples resulting from the 572 signal samples of the 30 simulated ALNs per class. For

the plot that considers all antenna positions, a total of 7×17,160 samples are considered.

Figure 6.8: Plots of reflection coefficient signal in time-domain of one healthy and one metastasised ALN in scenario
A with antenna position 1.
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(a) Absolute FD (b) Real Part FD

(c) Imaginary Part FD (d) TD

Figure 6.9: Box plots of magnitude distribution of each type of signals over each class (H: Healthy and M: Metasta-
sised) in scenario A and for the antenna positions. The red line represents the median, the boxes represent the first
and third quartile of the distribution, and the red crosses represent the outliers of the distribution.

The red crosses shown in the box plots represent outliers of the distribution. An out-

lier is a value that is more than 1.5 times the interquartile range away from the bottom

or top of the box. In this case, these outliers are values that represent the variability of

the magnitude values within the class (healthy or metastasised). In general, indepen-

dently of the type of signal, microwave signals present some differences regarding the

variability of the magnitude values between healthy and metastasised ALNs, but the

differences are not substantial. The responses recorded at different antenna positions

are different both regarding the maximum of magnitude and regarding the variability

in magnitude values. This is explained by the fact that each antenna position is placed

at a different distance from the target. In the TD signals, most of the magnitude values

are around 0, which means part of the signal has no response, and the box plots mostly

indicate high magnitude samples as outliers.

Table 6.6 shows the accuracy results of scenario A for each classifier after optimising

the hyperparameters. The accuracy values are obtained considering the signal from
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Table 6.6: Accuracy (%) of classification models considering independent signals of scenario A after optimising
classifiers hyperparameters. The PCA-X rows show the best results between 1 and 20 principal components. N/A
means the classifier was not able to converge.

Type of signals FEM LDA QDA kNN NB DT RFO SVM

Absolute FD

RAW 71.2 50.0 95.7 69.1 88.3 92.4 84.5

F25 N/A N/A 90.7 71.9 83.3 88.3 82.4

PCA-X 74.8 73.6 95.5 74.3 85.5 91.7 86.2

Real Part FD

RAW 65.2 52.9 94.5 70.5 84.8 92.6 86.7

F25 78.8 61.9 92.4 74.1 83.1 89.3 84.0

PCA-X 72.9 75.2 95.2 75.2 86.9 91.4 85.2

Imag. Part FD

RAW 64.8 46.9 95.2 68.8 85.0 93.1 85.2

F25 75.0 57.1 94.0 74.0 89.1 89.5 83.8

PCA-X 68.1 75.5 95.2 75.2 87.1 92.9 86.2

TD

RAW 62.6 55.5 92.9 74.5 85.0 87.4 84.3

F25 N/A N/A 92.1 70.0 81.2 87.4 84.3

PCA-X 71.9 73.8 94.5 74.3 88.8 92.1 85.0

each antenna as an independent observation (independent signals). When using LDA

and QDA, the accuracy results vary up to 10% for different type of signals or FEM.

kNN is the classifier yielding better results, followed by RFO. When considering an X

number of PCA components as features, the accuracy results outperform the results

with F25 and RAW in the majority of the cases. In other cases, RAW may outperform

PCA but the computational time of the training process is higher as the number of

features is considerably higher. The accuracy between the four types of signals are

different but differences are not substantial.

Optimal accuracy results for each type of signals correspond to different classifier

hyperparameters and X number of PCA components, and result in different accuracies

when grouping the antennas per ALN. The parameters of the models with highest

accuracy values, per type of signals, are as follows:

• Absolute FD signals: kNN, cityblock distance, k=2 (neighbours) and RAW sig-

nals; 95.7% accuracy, 98.6% sensitivity and 93.9% specificity when considering in-

dependent signals; 98.3% accuracy, 100% sensitivity and 96.7% specificity when

grouping the antenna signals per ALN (1 false positive)

• Real Part FD signals: kNN, euclidean distance, k=2 (neighbours) and 20 PCA
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components; 95.2% accuracy, 97.6% sensitivity and 92.9% specificity when con-

sidering independent signals; 98.3% accuracy, 100% sensitivity and 96.7% speci-

ficity when grouping the antenna signals per ALN (1 false positive)

• Imaginary Part FD signals: kNN, cityblock distance, k=2 (neighbours) and 20

PCA components; 95.2% accuracy, 98.1% sensitivity and 92.4% specificity when

considering independent signals; 98.3% accuracy, 100% sensitivity and 96.7%

specificity when grouping the antenna signals per ALN (1 false positive)

• TD signals: kNN, cityblock distance, k=2 (neighbours) and 16 PCA components;

94.5% accuracy, 98.6% sensitivity and 90.5% specificity when considering inde-

pendent signals; 98.3% accuracy, 100% sensitivity and 96.7% specificity when

grouping the antenna signals per ALN (1 false positive)

The ALN which is misclassified when grouping the antenna signals is the healthy

ALN 11 (see Appendix G). This ALN is one of the ALNs with the largest L (20 mm) and,

within those with the largest L, it is the one that has the lowest L/S ratio (2.5). These

dimensions might explain why the algorithm is not able to classify correctly this ALN.

Nonetheless, the high accuracy encourages the adoption of these algorithms to classify

ALNs using microwave signals.

A high number of PCA components and a low number of neighbours in kNN yield

the best accuracy results. Figure 6.10(a) shows how accuracy values vary over the

number of PCA components for a fixed combination of hyperparameters when consid-

ering TD signals. Figure 6.10(b) shows how the accuracy varies with the number of

K neighbours used in kNN for a fixed FEM (PCA-16) and remaining hyperparameters

also when considering TD signals. The changes of accuracy values are more evident

when considering independent signals versus considering grouped signals, i.e. the

majority vote of the predictions of all antenna signals grouped per ALN is less affected

(a) (b) (c)

Figure 6.10: Plots of (a, b) accuracy values over the number of PCA components as features and number of kNN
neighbours, respectively, and (c) PCA components in 3D view. Accuracy values in (a) are obtained with TD signals,
kNN using Cityblock distance and k = 2, while in (b) are obtained with TD signals, 16 PCA components as features
and kNN using Cityblock distance.
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by changing hyperparameters. The accuracy increases when more PCA components

are used and decreases when more neighbours are considered for kNN. Figure 6.10(c)

shows a 3D plot of the first 3 PCA components of signals of each class, which are rep-

resented in red and blue. There are no well-defined clusters for each class, while there

are several sub-clusters within the range of values. This may explain why kNN and a

low number of neighbours yields good results: each point is classified as the majority of

the closest neighbours in the closest sub-cluster. Considering a higher number of PCA

components, a better separation into these sub-clusters may be observed and, therefore,

the classification is improved. Similar conclusions can be drawn when using the three

other types of signals.

6.3.2 Single Axillary Lymph Node in a Cylindrical Phantom

(scenario B)

This section shows the results with the simulated signals obtained with a simplified

cylindrical dielectric mimicking the axillary region. Measurements are taken at 7

antenna positions per ALN in a total of 60 ALNs, yielding 420 observations to be

classified.

Figure 6.11 shows the box plots of the distribution of each type of signal used for

classification before applying a FEM over each class (healthy and metastasised). In

contrast with scenario A, when considering FD signals, there are less outliers (repre-

sented by red crosses) in the distributions and there is less variability of magnitude

values among the antenna positions. This means that the magnitude values of each

signal are similar within the class and among antennas, caused by the air-phantom

interface response. When considering TD signals, the box plots show the high mag-

nitude values as outliers, and no substantial difference is observed between healthy

and metastasised ALNs. One must note that the magnitude values cannot be directly

compared to scenario A because in that scenario the antenna positions were closer to

the ALN and embedded in a different medium, and in scenario B the response of the

cylindrical dielectric is higher than the ALNs.

Table 6.7 shows the accuracy results of scenario B for each classifier with optimised

hyperparameters. Similarly to the case of scenario A, kNN yields better results, also

followed by RFO. In most cases, using PCA improves the accuracy results in compari-

son to when F25 or RAW are used as FEM. Moreover, no relevant changes are observed

between the types of signals.

The optimal accuracy results with kNN for the four type of signals correspond

to different classifier hyperparameters, X number of PCA components and accuracy

values, as follows:

• Absolute FD signals: kNN, cityblock distance, k=2 (neighbours) and 14 PCA
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components; 97.1% accuracy, 99.1% sensitivity and 95.2% specificity when con-

sidering independent signals; 98.3% accuracy, 100% sensitivity and 96.7% speci-

ficity when grouping the antenna signals per ALN (1 false positive)

• Real Part FD signals: kNN, cityblock distance, k=2 (neighbours) and 16 PCA

components; 97.1% accuracy, 99.5% sensitivity and 94.8% specificity when con-

sidering independent signals; 98.3% accuracy, 100% sensitivity and 96.7% speci-

ficity when grouping the antenna signals per ALN (1 false positive)

• Imaginary Part FD signals: kNN, cityblock distance, k=2 (neighbours) and 14

PCA components; 97.4% accuracy, 99.1% sensitivity and 95.7% specificity when

considering independent signals; 98.3% accuracy, 100% sensitivity and 96.7%

specificity when grouping the antenna signals per ALN (1 false positive)

• TD signals: kNN, euclidean distance, k=2 (neighbours) and 17 PCA components;

(a) Absolute FD (b) Real Part FD

(c) Imaginary Part FD (d) TD

Figure 6.11: Box plots of magnitude distribution of each type of signals over each class (H: Healthy and M: Metasta-
sised) in scenario B and for the antenna positions. The red line represents the median, the boxes represent the first
and third quartile of the distribution, and the red crosses represent the outliers of the distribution
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96.0% accuracy, 97.1% sensitivity and 94.8% specificity when considering inde-

pendent signals; 98.3% accuracy, 100% sensitivity and 96.7% specificity when

grouping the antenna signals per ALN (1 false positive)

The optimal combination of hyperparameters in scenario B is similar to the one ob-

served in scenario A (low number of neighbours and high number of PCA components

yield better results). Contrarily to what was expected due to the high air-dielectric

interface response, the accuracy results of the independent signals are better when

compared to scenario A. Similarly to scenario A, the healthy ALN 11 is the only mis-

classified ALN when grouping the antenna signals per ALN independently of the type

of signal used. The presented results show the air-dielectric interface response does

not hamper the classification results.

6.3.3 Single Axillary Lymph Node in a Pseudo-realistic Axillary

Phantom (scenario C)

This section shows the results with the simulated signals obtained with a more complex

axillary region phantom, and antenna positions and ALNs in four different planes. It

comprises 7 angular antenna positions in each plane, i.e. 28 antenna positions per ALN,

and 60 simulated ALNs, which results in a total of 1680 observations to be classified.

Table 6.7: Accuracy (%) of classification models considering independent signals of scenario B after optimising
classifiers hyperparameters. The PCA-X rows show the best results between 1 and 20 principal components. N/A
means the classifier was not able to converge.

Type of signals FEM LDA QDA kNN NB DT RFO SVM

Absolute FD

RAW 63.8 57.9 96.9 64.5 85.7 94.3 89.3

F25 N/A N/A 93.1 65.7 85.7 89.8 83.1

PCA-X 71.4 80.7 97.1 72.4 87.1 94.0 87.6

Real Part FD

RAW 65.9 60.5 97.1 68.6 88.3 93.8 89.1

F25 N/A N/A 94.3 66.2 88.3 91.7 85.0

PCA-X 73.1 80.9 97.1 71.7 88.3 94.0 88.3

Imag. Part FD

RAW 64.8 55.7 97.4 66.9 88.8 94.5 89.3

F25 N/A N/A 96.2 66.9 86.7 90.2 84.1

PCA-X 68.1 81.7 97.4 71.4 86.7 93.8 89.5

TD

RAW 65.2 55.5 95.2 59.3 88.3 88.8 85.0

F25 N/A N/A 88.8 51.7 84.0 86.9 84.1

PCA-X 68.1 76.2 96.0 73.8 88.3 91.4 87.4
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Figure 6.12: Box plots of magnitude distribution of absolute FD signals over each class (H: Healthy and M: Metas-
tasised) in scenario C, for each antenna position and each plane. The red line represents the median, the boxes
represent the first and third quartile of the distribution, and the red crosses represent the outliers of the distribution

Figure 6.12 presents the box plots of the distribution of the absolute FD signals

samples used for classification before applying any FEM over each class (healthy and

metastasised). These box plots are shown for each antenna position in each plane (each

row of Figure 6.12). There are variable magnitude values across the same antenna

position in different planes. The differences of magnitude values may result from the

fact that the antenna is placed at different distances from the phantom surface at each

of the four planes, as shown in Table 6.3. Similarly to the previous scenarios, different

antenna positions also have distinct ranges of magnitude responses. Furthermore, the

box plots of antenna positions 3 and 5 in some planes show some outliers in magnitude

of signals from metastasised ALNs. Despite that, the differences between healthy and

metastasised ALNs are not substantial in most antenna positions.

Table 6.8 shows the accuracy results of scenario C for each classifier after optimising

the hyperparameters. kNN yields higher accuracy results when compared to other

classifiers independently of the type of signals or the FEM. The maximum accuracy

values are comparable to scenario B.

The different classifier hyperparameters, X number of PCA components and accu-

racy values which provide the optimal models are as follows:

• Absolute FD signals: kNN, cityblock distance, k=2 (neighbours) and 18 PCA

components; 96.0% accuracy, 97.6% sensitivity and 94.3% specificity when con-

sidering independent signals; 98.3% accuracy, 100% sensitivity and 96.7% speci-

ficity when grouping the antenna signals per ALN (1 false positive)

• Real Part FD signals: kNN, cityblock distance, k=2 (neighbours) and 20 PCA
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Table 6.8: Accuracy (%) of classification models considering independent signals of scenario C after optimising
classifiers hyperparameters. The PCA-X rows show the best results between 1 and 20 principal components. N/A
means the classifier was not able to converge.

Type of signals FEM LDA QDA kNN NB DT RFO SVM

Absolute FD

RAW 58.3 50.2 95.5 50.2 82.9 91.5 91.0

F25 N/A N/A 88.5 45.3 81.0 87.9 81.0

PCA-X 56.3 57.2 96.0 61.4 85.4 92.7 91.6

Real Part FD

RAW 61.8 49.6 95.3 49.6 82.6 91.1 90.0

F25 44.6 44.6 82.6 49.9 83.2 88.7 77.3

PCA-X 61.1 56.8 96.4 63.8 83.8 91.8 92.5

Imag. Part FD

RAW 60.4 50.0 95.5 50.0 83.7 92.3 90.5

F25 49.6 50.1 93.0 50.0 84.3 89.3 86.3

PCA-X 61.5 59.2 96.7 60.2 85.7 93.0 95.0

TD

RAW 55.6 50.5 95.0 50.5 85.7 87.5 90.5

F25 N/A N/A 90.3 51.8 82.7 86.8 84.9

PCA-X 45.2 60.7 95.6 64.7 85.1 92.1 91.9

components; 96.4% accuracy, 98.2% sensitivity and 94.6% specificity when con-

sidering independent signals; 98.3% accuracy, 100% sensitivity and 96.7% speci-

ficity when grouping the antenna signals per ALN (1 false positive)

• Imaginary Part FD signals: kNN, cityblock distance, k=2 (neighbours) and 20

PCA components; 96.7% accuracy, 98.4% sensitivity and 95.0% specificity when

considering independent signals; 98.3% accuracy, 100% sensitivity and 96.7%

specificity when grouping the antenna signals per ALN (1 false positive)

• TD signals: kNN, euclidean distance, k=2 (neighbours) and 20 PCA components;

95.6% accuracy, 97.1% sensitivity and 94.1% specificity when considering inde-

pendent signals; 98.3% accuracy, 100% sensitivity and 96.7% specificity when

grouping the antenna signals per ALN (1 false positive)

The only misclassified ALN was the healthy ALN 11. These results indicate that

the complexity of scenario C does not substantially affect the microwave signals and,

ultimately, the classification performance. However, these performance results may be

influenced by the fact that signals from the same plane are present in both training and

testing set. This means the training set may have information of the reflections at the

air-dielectric surface, and, as a result, the overall classification is slightly compromised.

Alternatively, the model could be trained with signals acquired in three planes and
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tested with the remaining plane. However, this procedure would require a different

implementation of the cross-validation step.

6.3.4 Multiple Axillary Lymph Nodes in a pseudo-realistic axillary

phantom (scenario D)

This section shows the results with the simulated signals obtained with the pseudo-

realistic axillary region phantom with 2 ALNs. The antenna positions and ALNs are

placed in four different planes. Seven angular antenna positions are considered in each

plane, i.e. 28 antenna positions per ALN, and 30 simulated groups of ALNs. Three

different models are created to perform the analysis with this dataset: 1) healthy axillary

regions are compared to axillary regions with metastasised ALNs (H-M), independently

of the number of healthy or metastasised ALNs, which means the dataset is unbalanced;

2) healthy axillary regions are compared to axillary regions with only one metastasised

ALN (H-M1); 3) healthy axillary regions are compared to axillary regions with only

metastasised ALNs (H-M2). A total of 840 observations are classified in model H-M,

while 560 observations are classified in models H-M1 and H-M2. For conciseness and

because using PCA has outperformed the other FEMs in previous results, only the

results with PCA-X are presented.

Table 6.9 shows the accuracy results of scenario D for each classifier with optimised

hyperparameters. The results show that when more than one ALN is included in the

axillary region, the classification between healthy and diseased axillary regions is more

challenging. The accuracy values decrease almost 20% when compared to scenario C.

Besides the increase of complexity in the phantom, the lower number of observations

used for training when compared to the scenarios A, B and C can also have an influence

in the results.

For the H-M model, the best accuracy results are obtained with RFO or SVM, outper-

forming kNN. As H-M model is created with an unbalanced dataset, MCC is calculated.

The optimal models are as follows:

• Absolute FD signals: SVM, linear kernel, γ = 2−16, C = 2−1, and 3 PCA com-

ponents; 77.6% accuracy, 82.5% sensitivity, 67.9% specificity and 0.50 of MCC

when considering independent signals; 73.3% accuracy, 75.0% sensitivity, 70.0%

specificity and 0.43 of MCC when grouping the antenna signals per ALN (5 false

negatives and 3 false positives)

• Real Part FD signals: RFO, 200 trees, error as prune criterion, Gini as split cri-

terion, and 20 PCA components; 78.4% accuracy, 93.0% sensitivity, 49.3% speci-

ficity and 0.49 of MCC when considering independent signals; 83.3% accuracy,

100% sensitivity, 50.0% specificity and 0.63 of MCC when grouping the antenna

signals per ALN (5 false positives)
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• Imaginary Part FD signals: RFO, 50 trees, impurity as prune criterion, Twoing

as split criterion, and 20 PCA components; 79.2% accuracy, 92.7% sensitivity,

52.1% specificity and 0.51 of MCC when considering independent signals; 86.7%

accuracy, 100% sensitivity, 60.0% specificity and 0.71 of MCC when grouping the

antenna signals per ALN (4 false positives)

• TD signals: RFO, SVM, RBF kernel, γ = 2−1, C = 24, and 15 PCA components;

82.3% accuracy, 94.6% sensitivity, 57.5% specificity and 0.59 of MCC when con-

sidering independent signals; 83.3% accuracy, 100% sensitivity, 50.0% specificity

and 0.63 of MCC when grouping the antenna signals per ALN (5 false positives)

Although the model with TD signals provides a higher accuracy value when con-

sidering the independent signals, the performance of the classification when grouping

the signals is better when using the imaginary part of FD signals. MCC is lower than

0.71 in all cases. A high number of false positives is observed, which means the model

tends to classify the data into the most frequent class in the training set. No pattern

is observed between the positions or sizes of the considered ALNs in the misclassified

cases.

As the dataset is balanced for the H-M1 models, accuracy is a good metric but

MCC is also presented for comparison with H-M models. The H-M1 models present

the worse accuracy values but they have similar MCC results to H-M. The classifiers

Table 6.9: Accuracy (%) of classification models considering independent signals of scenario D after optimising
classifiers hyperparameters when using PCA-X as FEM. N/A means the classifier was not able to converge.

Comparison Type of signals LDA QDA kNN NB DT RFO SVM

H-M

Absolute FD 66.9 54.6 73.8 66.8 66.6 76.6 77.6

Real Part FD 66.7 53.7 74.2 66.7 66.8 78.4 77.7

Imag. Part FD 70.8 54.8 74.6 66.7 69.4 79.2 78.0

TD 66.7 61.1 78.3 68.0 72.9 81.7 82.3

H-M1

Absolute FD 54.5 64.8 66.4 64.6 61.4 69.1 71.8

Real Part FD 49.8 63.0 67.0 62.7 59.5 72.5 73.4

Imag. Part FD 51.3 64.8 68.2 62.1 65.5 73.2 77.5

TD 32.5 68.0 72.9 65.7 68.6 76.6 74.3

H-M2

Absolute FD 52.5 64.1 71.6 66.3 61.3 68.2 72.7

Real Part FD 50.4 61.4 78.6 61.3 64.3 72.1 71.8

Imag. Part FD 53.4 61.6 77.5 62.3 67.1 74.6 71.8

TD 49.1 66.8 77.0 65.0 67.5 77.0 75.4
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obtaining best results are also RFO or SVM. The optimal models are as follows:

• Absolute FD signals: SVM, linear kernel, γ = 2−16, C = 2−16, and 4 PCA com-

ponents; 71.8% accuracy, 47.5% sensitivity, 96.1% specificity and 0.50 of MCC

when considering independent signals; 75.0% accuracy, 50.0% sensitivity, 100%

specificity and 0.58 of MCC when grouping the antenna signals per ALN (5 false

negatives)

• Real Part FD signals: SVM, RBF kernel, γ = 24, C = 214, and 20 PCA components;

73.4% accuracy, 67.5% sensitivity, 79.3% specificity and 0.47 of MCC when con-

sidering independent signals; 80.0% accuracy, 70.0% sensitivity, 90.0% specificity

and 0.61 of MCC when grouping the antenna signals per ALN (1 false positive

and 3 false negatives)

• Imaginary Part FD signals: SVM, polynomial kernel, γ = 2−1, C = 214, and 2

PCA components; 77.5% accuracy, 84.6% sensitivity, 70.4% specificity and 0.56

of MCC when considering independent signals; 80.0% accuracy, 90.0% sensitivity,

70.0% specificity and 0.61 of MCC when grouping the antenna signals per ALN

(3 false positives and 1 false negative)

• TD signals: RFO, 225 trees, error as prune criterion, Gini as split criterion, and 19

PCA components; 76.6% accuracy, 84.6% sensitivity, 68.6% specificity and 0.54 of

MCC when considering independent signals; 85.0% accuracy, 90.0% sensitivity,

80.0% specificity and 0.70 of MCC when grouping the antenna signals per ALN

(2 false positives and 1 false negative)

Contrarily to what was observed in scenarios A to C, different combinations of

type of signals, classifiers and corresponding hyperparameters values resulted in differ-

ent performances both when analysing each antenna signal independently and when

grouping the antenna signals. The most common false positive is one case where the

ALNs are placed in positions 1 and 2, 25 mm away from each other, and one ALN is

larger than the other. The most common false negative consists of one case where the

ALNs are also placed in positions 1 and 2, and the longest-axis of the healthy ALN is

larger than the metastasised ALN.

As expected, the best accuracy results are obtained in H-M2 models as the axillary

regions exclusively have only one type of ALNs. In this case, kNN, SVM and RFO

provide the best results. The optimal models are defined as follows:

• Absolute FD signals: SVM, linear kernel, γ = 2−11, C = 2−6, and 4 PCA com-

ponents; 72.7% accuracy, 71.4% sensitivity, 73.9% specificity and 0.45 of MCC

when considering independent signals; 70.0% accuracy, 70.0% sensitivity, 70.0%

specificity and 0.40 of MCC when grouping the antenna signals per ALN (3 false

positives and 3 false negatives)
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• Real Part FD signals: kNN, cityblock distance, k=1 (neighbours), and 20 PCA

components; 78.6% accuracy, 77.1% sensitivity, 80.0% specificity and 0.57 of

MCC when considering independent signals; 95.0% accuracy, 100% sensitivity,

90.0% specificity and 0.90 of MCC when grouping the antenna signals per ALN

(1 false positive)

• Imaginary Part FD signals: kNN, euclidean distance, k=1 (neighbours), and 20

PCA components; 77.5% accuracy, 71.4% sensitivity, 83.6% specificity and 0.55 of

MCC when considering independent signals; 95.0% accuracy, 90.0% sensitivity,

100% specificity and 0.90 of MCC when grouping the antenna signals per ALN

(1 false negative)

• TD signals: kNN, euclidean distance, k=1 (neighbours), and 19 PCA components;

77.0% accuracy, 71.8% sensitivity, 82.1% specificity and 0.55 of MCC when con-

sidering independent signals; 95.0% accuracy, 90.0% sensitivity, 100% specificity

and 0.90 of MCC when grouping the antenna signals per ALN (1 false negative)

In the three last models, only one axillary region is misclassified. The accuracy

results, as well as the misclassified cases, vary depending on the type of signals used.

In general, the absolute FD signals yield the worse classification results. There is also

no pattern observed among the misclassified cases. These results show that, when

multiple ALNs are inside the axillary region, more factors affect the classification of

the axillary region (healthy or diseased).

The results are encouraging but more realistic scenarios should be tested to evalu-

ate the feasibility of using this type of models to give more objective information in a

clinical scenario. This methodology is limited to infer the presence or the absence of

metastasised ALNs but no information is provided regarding which ALN may be af-

fected. Reconstructed images should be able to indicate that type of information. Thus,

reconstructed images and ML models would be complementing each other in order to

provide useful information to clinicians regarding the diagnosis of ALNs. The next

steps to assess the classification of ALNs should include the consideration of muscles

inside the model. In future work, anthropomorphic phantoms of the axillary region of

different dimensions should also be considered, as well as placing the ALNs at different

depths and considering realistic models of ALNs with their dielectric properties. Ulti-

mately, the combination of imaging results with ML classification should be evaluated,

by identifying in which scenarios they complement each other.

6.4 Chapter Conclusions

This chapter presented the first study of classification of healthy and metastasised

ALNs of different sizes and shapes using microwave signals, which were acquired in

171



CHAPTER 6. CLASSIFICATION OF AXILLARY LYMPH NODES USING

MICROWAVE IMAGING SIGNALS

simulation. Sixty ALNs models were created and used in four different scenarios with

increasing complexity. The scenarios comprised a scenario where single ALNs and

the antennas were placed in the same medium, a scenario with single ALNs inside

a cylindrical dielectric phantom and antennas placed in air, a scenario with single

ALNs inside a more realistic phantom of the axillary region and antennas placed in

air, and a scenario with multiple ALNs inside the same pseudo-realistic phantom and

antennas placed in air. Several combinations of types of signals, FEMs and classifiers

were considered. The results were analysed considering the signals recorded by each

antenna individually and grouping the results of all antennas per ALN.

The maximum accuracy values ranged from 94.5% to 97.4% when considering only

one single ALN per simulation, obtained with kNN and PCA, when considering each

antenna individually. When grouping the antenna signals per ALN, the accuracy values

were as high as 98.3% with kNN for several scenarios and combination of parameters.

PCA often outperforms the use of RAW or F25 features. No substantial difference of

classification was observed when considering different types of signals. The classifi-

cation of axillary region phantoms with multiple ALNs posed new challenges. The

accuracy values ranged from 71.8% to 82.3% when considering each antenna individ-

ually and performances varied with the type of signals and classifiers used. When

comparing axillary regions with only healthy ALNs and axillary regions with only

metastasised ALNs (when grouping the antennas per axilla) only one observation was

misclassified. PCA, together with kNN, SVM or RFO, yield the best results.

The results show there is potential to use models created with ML algorithms to

aid the assessment of presence of metastasised ALNs inside the axillary region and

complement imaging results. More tests should be performed in order to consider

more realistic scenarios, such as different axillary region phantoms with muscle, and

perform experimental tests.

172



7 Dielectric Lens in Breast
Microwave Imaging

In this chapter, Microwave Imaging (MWI) is applied to breast cancer detection. There

are several approaches in the literature to address this problem using MWI prototypes,

from monostatic to multistatic systems and with different antenna configurations. This

chapter presents a feasibility study of a new approach using an air-operated MWI sys-

tem. The proposed setup comprises the use of a shaped-beam dielectric lens assembled

with a feed to focus the energy in specific parts of the body, thus reducing the artefacts

caused by undesired body structures. In multistatic air-operated systems, since the an-

tennas are operating in air, the measured signals from antennas close to each other may

suffer from antenna coupling effects and affect the quality of imaging results. Focusing

the energy in the breast with a Bessel beam should minimise antenna coupling effects

and maximise the signal reflected by the breast tissues and, consequently, improve the

detection of targets in the reconstructed images.

This approach of using a Bessel lens to focus the energy is different from the state-

of-the-art antennas used for MWI. Authors in [223], [224] have used dielectric lenses

incorporated in the antenna to increase the directivity of the antennas immersed in

a coupling medium for MWI. However, these type of lenses are not suitable for air-

operated systems as the size of the lens increases for low permittivity media. In other

research areas, Wang et al. [225] used a flat left-handed metamaterial lens (i.e. has

negative permittivity and permeability) to study the focusing properties in microwave

detection and imaging of targets in free space. Later, the proposed lens was used

for breast cancer hyperthermia [226]. Akhter et al. [227] presented a Vivaldi antenna

and a hemispheric dielectric lens in a monostatic setup to improve the detection of

metallic targets, which could be applied to illegal imports detection. In contrast to

these studies, the Bessel lens proposed in this thesis has the advantage of creating a

beam with constant width along the axis, which allows a stable focusing region across

the different media and target detection in the near-field. Additionally, to the best of

my knowledge, applying lenses in air-operated MWI systems for medical applications

has never been attempted before.

The impact in image reconstruction when using a lens is evaluated with different
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approaches. Firstly, a monostatic and a multistatic approach are investigated when ap-

plied to simplified phantoms, via simulations created and run in Computer Simulation

Technology (CST) Studio Suite® software [189]. Secondly, a detailed evaluation with an

anthropomorphic phantom using the multistatic approach is performed, comprising

the implementation of realistic artefact removal algorithms with two breast tumours

mimicking models. The ability of selecting different targets with one radiating antenna

is evaluated. Then, the safety of a system using a dielectric lens is assessed in terms of

electromagnetic exposure. Finally, the experimental evaluation of the proposed mul-

tistatic system with a lens is presented using both homogeneous and heterogeneous

anthropomorphic breast phantoms.

7.1 Focal System

The considered focal system includes a feed placed behind a lens in its focus, which

radiates through the lens, which in turn will focus the energy into the body. The

considered feed is the Crossed Exponential Tapered Slot Antenna (XETS), the antenna

already presented in Section 3.2 [190], [191] (Figure 3.2). The antenna is impedance

matched from 2 to 6 GHz and this study was carried in that frequency band.

A Gaussian or a Bessel lenses could be considered for the setup. The main difference

between them is that Gaussian lenses focus the energy in a small region defined by a

beam waist along the lens axis, while Bessel lenses focus the energy in an elongated

region along the lens axis. This work considered the Bessel lens, which is represented in

Figure 7.1, because its beam is more stable across the tissues. The lens can be designed

with a dielectric material such as Polylactic Acid (PLA) or Polypropylene (PP). Either

material allows to create a lens with a focus beam and its dimensions can be adapted

according to the adopted material. The lens is designed using Geometric Optics to

have a continuous focus along the axis and a focal point (where the feed is placed) of

180 mm, following the methodology in [106], [228].

The initial tests in simulation were performed with PLA material, which has real

permittivity of εr = 2.9 and a dissipation factor tan(δ) = 0.013. The PLA lens used in

simulations has a radius of 126.85 mm and a thickness of 95.3 mm. For experimental

purposes, the lens could be fabricated either by 3D-printing or using a Computer

Numerical Controlled (CNC) machine. For technical reasons, the better choice was

to fabricate the lens in PP using CNC. The PP lens has real permittivity of εr = 2.3

and a dissipation factor tan(δ) = 0.001. It has a radius of 121.8 mm and a thickness of

118.1 mm. Both lenses were designed by my supervisor Carlos Fernandes [228].

Figure 7.2 shows the maps of the electric fields in the near-field produced by the

XETS at 2, 4, and 6 GHz in free-space. XETS has a main lobe in the Z direction, radiating

more energy at the central frequency (4 GHz). In contrast, Figure 7.3 shows the electric
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Figure 7.1: Schematic with Bessel lens dimensions and focus distances.

fields with both XETS and the PLA lens where the distance between the feed and the

lens (df eed−lens) is 110 mm. The lens allows to redirect the energy into a narrower

beam. The beam width is larger for lower frequencies than for higher frequencies

(approximately 150 mm compared to approximately 100 mm), and it depends on the

wavelength and the lens dimensions. The waves generated by the XETS alone or the

combination of XETS+Lens are different, as shown in the phase maps of Figure 7.4. The

XETS generates spherical waves, i.e. radial from the antenna source point, while the

waves generated by the XETS+Lens are plane waves, i.e. perpendicular to the xy-plane.

This can be a limitation in cross-range resolution when attempting to detect targets in

the same xy-plane.

7.2 Numerical Evaluation in Simulation

This section presents the numerical evaluations performed with the dielectric lens

and the comparison with an equivalent setup without lens (i.e. XETS as a stand-alone

antenna). Firstly, the focal distances of the Bessel lens are optimised. Then, preliminary

tests with a monostatic configuration are presented. Finally, a multistatic configuration

is proposed and validated with breast phantoms.

7.2.1 Optimisation of Distances

The design of the lens for a certain focal point is based on Geometrical Optics, which

uses the assumption that the size of the lens is much larger than the wavelength. As

it is not true in this application, the first tests consisted of finding the optimal focal

distances for the PLA lens, i.e., the optimal distance between the feed and the lens
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(a) (b) (c)

Figure 7.2: Representation of the electric field in the near-field of the XETS at (a) 2 GHz, (b) 4 GHz, and (c) 6 GHz.
The selected plane is at y = 0 and the magnitude of the absolute value of the electric field is represented with a scale
from 30 to 50 dB.

(a) (b) (c)

Figure 7.3: Representation of the electric field in the near-field of the XETS and the Bessel lens at (a) 2 GHz, (b) 4
GHz, and (c) 6 GHz. The selected plane is at y = 0 and the magnitude of the absolute value of the electric field is
represented with a scale from 30 to 50 dB.
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(a) (b)

Figure 7.4: Representation of the phase in the near-field with (a) a XETS as a stand-alone antenna and (b) a XETS
and the Bessel lens at 4 GHz. (a) shows the XETS radiating radially, the waves are spherical and becoming planar at
farther distances. (b) shows the waves becoming planar after the Bessel lens.

(df eed−lens), and between the feed and the target (df eed−target), in order to maximise

the transmitted signal. Several combinations of distances were simulated, and the

maximum of magnitude of the signal at x = 0 mm and the beam width were calculated.

The beam width is defined as the width between the points where the magnitude of

the beam drops to half of the maximum. One of the optimal combinations found was

df eed−lens = 110 mm and df eed−target = 305 mm and those were the distances used in the

setups represented in the following subsections. However, other combinations can also

present satisfactory results. Figure 7.5 shows how the beam width and the maximum

magnitude behaves while changing the distance of the target (df eed−target) for a fixed

distance between the feed and the lens (df eed−lens). For the chosen distances, the beam

width varies between 66 and 103 mm and the maximum between 34 and 38 dB in the

three frequencies (2, 4, and 6 GHz). These distances ensure a narrow beam width in

the region of interest with a satisfactory magnitude of the transmitted signal.

The electrical distance of the XETS+Lens was calculated using the same procedure

used for the XETS as a stand-alone antenna, presented in Section 3.2.1, and is 96 mm.

7.2.2 Monostatic Configuration

In this section, the performance of a monostatic focal system with a XETS and a Bessel

lens is evaluated. The XETS is placed in the xy-plane, with a discrete port at coordinates

(0,0,0) mm.
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Figure 7.5: Variation of (a) beam width and (b) maximum magnitude obtained with the Bessel lens over the distance
between the feed to the target (df eed−target) for a fixed distance between the feed and the lens (df eed−lens).

7.2.2.1 Signal Processing Algorithms

The analysed signals correspond to the input reflection coefficients si,i after applying

an ideal artefact removal. This means si,i results from the difference between the

simulated response from all components (i.e. antenna, phantom and targets) and the

simulated response of the same setup without the considered targets.

The wave-migration algorithm is used to reconstruct the images (as presented in

Section 2.2.3.1). Refraction effects are not considered in the image reconstruction

algorithm since, as concluded in Chapter 3, refraction computation can be disregarded

when phantoms have average low average permittivity values. The results are processed

in a frequency band from 2 to 6 GHz.

7.2.2.2 Dielectric Parallelepiped Phantom and Target

A dielectric parallelepiped phantom, with a Perfect Electric Conductor (PEC) target

inside, was placed in front of the assembly XETS+Lens (Figure 7.6) in order to evaluate

the target detection with this assembly. The dielectric has 150 mm width, 150 mm

length and 200 mm height, a relative permittivity εr = 4, and dissipation factor tan(δ) =

0.1. The PEC target is also a parallelepiped (with 60 mm width, 10 mm length and

60 mm height). The distances between the feed, the lens and the target were the ones

defined in the Section 7.1: df eed−lens = 110 mm and df eed−target = 305 mm.

Figure 7.7 shows the reconstructed images with this setup. The target is successfully

detected, with the maximum intensity approximately at the location of the surface of

the target. However, the shape is not well detected since only one antenna position is

used to reconstruct the image.
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(a) (b)

Figure 7.6: Screenshots from CST simulation with a dielectric parallelepiped and a target in front of the XETS and
Bessel lens.

(a) (b)

Figure 7.7: Reconstructed images of a PEC target inside a dielectric parallelepiped using monostatic signals and the
assembly XETS+Lens in (a) xz-plane and (b) yz-plane. The red contour represents the true location and shape of the
target. The parallelepiped contour is represented in white.
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7.2.2.3 Two Targets in Free-space

To test the resolution of the assembly XETS+Lens with a monostatic system, two tar-

gets were placed in free-space in front of a XETS at z = 100 mm and in front of the

XETS+Lens at z = 305 mm (i.e. 100 mm from the tip of the lens) for comparison, as

shown in Figure 7.8. The targets are two 10 mm radius PEC spheres separated by

20 mm in the x-axis. In both cases, XETS and the lens were shifted together in a range

of [−100,100] mm in the x-axis, with a step of 10 mm, in a total of 21 positions.

(a) (b)

Figure 7.8: Screenshots from the CST simulation of resolution tests for a monostatic setup with (a) XETS and with
(b) XETS and Bessel lens.

Figure 7.9 shows the reconstructed images of these two setups. The XETS, as a

stand-alone antenna, has higher cross-range resolution than the XETS+Lens, which

is expected due to the different shape of waves created by both antennas (Figure 7.4).

When using the assembly XETS+Lens, the two targets are detected together, as a conse-

quence of the plane waves in that region. The magnitude of the images is not compa-

rable as the targets are placed at different distances from the feed, but the resolution

of the assembly XETS+Lens would not improve significantly if the distance from the

feed was reduced or increased. This result shows that a monostatic setup with the lens

in a planar configuration is not a reasonable solution for target detection due to its low

cross-range resolution. Nonetheless, using the assembly XETS+Lens in a multistatic

setup may improve the resolution and the feasibility of a system with a dielectric lens.

7.2.3 Multistatic Configuration

In this section, a multistatic system with a dielectric lens is presented. This system is

designed for a scenario in which the patient lies in the prone position, with the breast

extending through an opening on the table (Figure 7.10). It is a bistatic configuration

where a ring of antennas, or a single antenna rotating around the breast, is positioned

in the z-plane. The lens with the respective feed is placed under the breast, using its

pencil beam to focus the breast. This positioning allows to improve the resolution

along the z-axis and it is the most feasible position in a real case due to the large size

of the lens. The antenna (XETS+Lens) can be translated to change the location of its
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(a) (b)

Figure 7.9: Reconstructed images of two PEC targets in free-space in the xz-plane using monostatic signals and (a)
the XETS as stand-alone antenna, and (b) the assemble XETS+Lens. The red contours represent the true location
and shape of the targets. The white dashed contour represents the lens contour.

Figure 7.10: Schematic of the setup with the feed below the lens. Tx is the transmit antenna coupled with the lens
and Rx is the receive antenna.

axis with respect to the breast, or, alternatively, the feed position can be slightly shifted

off-axis to change the direction of the pencil beam and thus scan different parts of the

breast.

In this type of setup, the analysed signals correspond to both reflection coefficients

si,j when i = j, and transmission coefficients si,j when i , j. In both cases, i and j

represent the number of the antenna position. In transmission coefficients, the transmit

(Tx) antenna is always the feed below the lens and the receive (Rx) antenna represents
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each antenna position around the breast.

In the following sections, the proposed setup comprises a single Rx antenna that

rotates in twelve positions circularly distributed around a breast phantom with 30◦

step in the z-plane with an 80 mm radius. The distance between the dielectric surface

of the breast and the Rx antenna in the z-plane is around 30 mm. In order to ensure

polarisation match between each Tx and Rx antennas, the Tx antenna is synchronously

rotated as the Rx antenna sweeps the breast phantom. Several phantoms, antennas and

two different lenses were considered for simulations. For conciseness, only a subset of

these tests, which were found to be the best choices, are presented.

Firstly, the tests are performed with a dielectric spherical phantom to evaluate

the lens capability to focus on specific regions using an ideal artefact removal algo-

rithm. Then, the performance of this multistatic system is evaluated in a realistic

scenario, while considering a realistic breast phantom and a Singular Value Decompo-

sition (SVD)-based artefact removal algorithm (see Section 2.2.3.3). Refraction effects

are not considered in the image reconstruction algorithm following the conclusions of

Chapter 3.

In both cases, the setup with the lens is compared to a setup without it, in order to

evaluate whether increasing the distance between the antenna and the phantom affects

the target detection. To do this comparison, the XETS as a stand-alone antenna is placed

at a distance from the breast phantom equivalent to the distance considered in the setup

XETS+Lens. This distance is found by calculating the point where the electric field

intensity at the breast surface is the same in both cases. Finally, an exposure assessment

is performed calculating the Specific Absorption Rate (SAR) for both setups with and

without the lens, to evaluate the safety of this system.

7.2.3.1 Spherical Breast Phantom

A dielectric spherical phantom of 50 mm radius was considered for the first tests with

the multistatic system. The phantom is homogeneous with relative permittivity εr = 8

and dissipation factor tan(δ) = 0.1, which corresponds approximately to the upper limit

of adipose tissue permittivity [126]. Two PEC targets were placed inside the sphere at

(x,y) = (±30,0) mm and at the same z plane (50 mm from the surface). The same setup

with and without the lens is compared (Figure 7.11). The distance between the feed

behind the lens and the surface of the sphere is 255 mm (df eed−target = 305 mm), while

the distance between the XETS (as stand-alone antenna) and the surface is 115 mm

(df eed−target = 165 mm). In both cases, both the XETS and the assembly XETS+Lens

were placed in two positions x = [0;30] mm, in order to evaluate if this setup allows to

select only one target and the differences between XETS and XETS+Lens.

Figure 7.12 shows the transmission signals si,j between the feed below the spherical

breast phantom at (x,y,z) = (0,0,0) mm and each of the antenna positions around
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(a) (b) (c)

Figure 7.11: Screenshots from the CST simulation of a multistatic setup with a dielectric spherical phantom above
(a) the XETS as a stand-alone antenna, and (b) XETS and Bessel lens. (c) shows the representation of antennas
polarisation, where the antenna behind the lens is located at the centre of the image and its polarisation matches
the 1st antenna position polarisation and rotates for the remaining positions.

the phantom. The signals correspond to the targets detection after applying an ideal
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Figure 7.12: Transmission signals si,j of the setup (a) without and (b) with the lens. i is the feed behind the lens at
x = 0 mm and j is each antenna position around the spherical phantom.

artefact removal algorithm, i.e. the signals correspond to the difference between the

simulated response from all components and the simulated response of the same setup
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without the targets. Figure 7.12(a,b) shows the signals in a setup without and with the

lens, respectively. In both cases, some si,j signals overlap due to the setup symmetries.

The level of targets response is similar to one another, below −40 dB, and all received

signals are above −80 dB within the frequency band of interest (2 to 6 GHz). This

means that 1) adding a lens and increasing the distance between the feed and the target

does not substantially reduce the targets response, and 2) the targets response is above

the noise level of our equipment which is −110 dBm [49].

Figure 7.13 shows the reconstructed images when both stand-alone XETS and

XETS+Lens are located at (x,y,z) = (0,0,0) mm. Both targets are successfully detected

and there are no substantial differences in the setup with and without the lens. The

intensity of the detection with XETS as a stand-alone antenna (43.7) is slightly higher

than with XETS+Lens (33.7). This bistatic setup increases the resolution in the xz-

plane, when compared to a case where only the monostatic signals collected by the

XETS rotating around the sphere are used (Figure 7.14). The detection in the xy-plane

is also closer to the true shape and size of the targets.

(a) (b)

(c) (d)

Figure 7.13: Reconstructed images of two PEC targets inside a dielectric sphere using multistatic signals, (a,b) XETS
as a stand-alone antenna, and (c,d) XETS+Lens placed at x = 0 mm. The images on the left (a,c) and on the right
(b,d) show the reconstructed images in the xz and the xy-planes, respectively. The red contours represent the true
location and shape of the targets. The spherical breast contour is represented in white.

Figure 7.15 shows the reconstructed images when the position of the XETS and

XETS+Lens is shifted to (x,y,z) = (30,0,0) mm, centred with only one of the targets. In

this case, only that target is detected. In the considered scenario, no significant changes

are observed between the setups with and without the lens. These results are promising
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(a) (b)

Figure 7.14: Reconstructed images of two PEC targets inside a dielectric sphere using monostatic signals recorded
from the XETS around the phantom. The left and right images show the reconstructed images on the xz and the
xy-planes, respectively. The red contours represent the true location and shape of the targets. The spherical breast
contour is represented in white.

(a) (b)

(c) (d)

Figure 7.15: Reconstructed images of two PEC targets inside the dielectric sphere using multistatic signals and (a,b)
XETS as a stand-alone antenna, and (c,d) XETS+Lens placed at x = 30 mm. The images on the left (a,c) and on the
right (b,d) show the reconstructed images in the xz and the xy-planes, respectively. The red contours represent the
true location and shape of the targets. The spherical breast contour is represented in white.

in the sense that this setup can be used to illuminate the area to image, allowing to

focus only on some parts of the breast at each time. In a clinical perspective, this feature

can be useful to analyse smaller parts of the breast at each time, avoiding structures

that can potentially hamper the imaging results, such as fibroglandular tissue or cysts.
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(a) (b)

Figure 7.16: Screenshots from CST simulation of a multistatic setup with a dielectric anthropomorphic breast
phantom above (a) the XETS as a stand-alone antenna, and (b) XETS and Bessel lens.

7.2.3.2 Anthropomorphic Breast Phantom

The realistic breast phantom was obtained from the repository available online [147]

for MWI validation. The Magnetic Resonance Imaging (MRI)-derived phantom with

ID 062204 was considered. Similarly to the dielectric spherical phantom, the realistic

breast was considered homogeneous with a real permittivity εr = 8 and dissipation

factor tan(δ) = 0.1. Several tests were completed, including placing one single target or

two targets in different positions within the breast phantom. For conciseness, only the

results with two spherical PEC targets with 5 mm radius are shown. They were placed

asymmetrically, at coordinates (x,y) = (30,0) mm and (x,y) = (−30,10) mm at the same

z plane (50 mm from the surface). These targets will be called T1 and T2 from now on,

as shown in Figure 7.16.

Shifting the XETS+Lens to one position yields a similar result if only the XETS

below the lens is shifted in the opposite direction. Hence, three positions of the XETS

below the lens were considered x = [−30,0,30] mm, while y and z coordinates remain

the same (0 mm). Figure 7.17 shows the three equivalent positions for each setup with

and without the lens.

Artefact Removal Algorithm The results with the anthropomorphic breast phantom

are obtained after applying an artefact removal algorithm to the input transmission

coefficients si,j (with i , j, where i is always the same antenna). The original si,j are

obtained from the difference between the simulated response from all components (i.e.

antennas, breast and targets) and the simulated response of the same setup without

the breast and the targets (i.e. only the antennas). The air-breast interface response is

removed using the SVD algorithm.

In this study, an automated procedure was implemented in order to find the optimal

number of singular vectors which should to be removed (nsv) to successfully remove
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(a) (b) (c)

Figure 7.17: Representation of the XETS positions for the setup with and without the lens (a) in a centred position,
(b) focusing T1, and (c) focusing T2. The light blue circle corresponds to the breast phantom, the black circles
correspond to the targets, the dark blue triangle corresponds to the lens, the blue cross corresponds to the antenna,
and the orange line corresponds to the direction of the beam.

the artefacts and maintain the target response. Contrarily to the case of the axillary

region phantom, a constant number of nsv does not provide good results in the majority

of the tests performed with the breast phantom using multistatic signals. Hence, the

algorithm proposed by Felício et al. [49], where nsv is found for each antenna position

by minimising the response at air-phantom interface, was adapted for a multistatic

imaging setup. The matrix M is aNf ×Ns matrix where each column corresponds to the

input transmission coefficient si,j , where i corresponds to the XETS below the breast

and j corresponds to the XETS that rotates around the breast. Nf is the number of

frequency points and Ns is the number of antenna positions considered for the matrix

factorisation.

The artefact response is removed from each si,j signal considering the signals of the

three neighbouring antennas of each side of the antenna position i, j: si,j−3,si,j−2,si,j−1,

si,j ,si,j+1,si,j+2,si,j+3. The signals after removing 1 to Ns − 1 singular vectors are auto-

matically analysed, where Ns corresponds to the maximum number of singular vectors.

Two electrical distances are considered in this analysis, as shown in Figure 7.18: the

sum of the distance between antenna j and the closest entry point in the phantom and

the distance between that entry point and feed i (dmin); the sum of the distance be-

tween antenna j and the farthest entry point in the phantom and the distance between

that entry point and the feed i (dmax). The optimal nsv for each antenna position is

determined considering the ratio between the magnitudes of the singular vector at the

minimum (mdmin) and maximum (mdmax) distances to the air-phantom interface and the

maximum magnitude of each singular vector (msv), ensuring the following criteria is

verified: mdmin/msv ≤ 0.5 and mdmin/msv +mdmax /msv ≤ 1. This ensures the response of

the air-phantom interface is minimised, even when multiple reflections are recorded

by the receiving antenna j.

Results and Discussion Table 7.1 shows the performance metrics of each 3D recon-

structed image for all the considered scenarios.
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(a) (b)

Figure 7.18: Schematic of the minimum and maximum distances to the air-phantom interface for one pair of
antennas in (a) xz and (b) xy planes. The orange and green lines represent the minimum (dmin) and the maximum
(dmax) distances between the two antenna positions to the air-phantom interface, respectively.

Figures 7.19 and 7.20 show the reconstructed images in the same planes as the tar-

gets using a realistic calibration of a setup with and without a Bessel lens, respectively,

when the XETS was placed at (x,y,z) = (0,0,0) mm [Figure 7.17(a)]. The intensity scale

of the images are normalised to the highest intensity value of the 3D-volume, while the

images are reconstructed in the planes of the targets. In both cases, SVD is not able

to successfully remove the artefacts, as the highest intensity value of the 3D-volume

is not located close to the targets and the artefacts have a much higher intensity than

the target intensity. However, the intensity near the true location of the targets is about

half of the maximum intensity, and higher than the surrounding voxels. Although the

targets are detected, they cannot be observed in the presented images.

Table 7.1: Performance metrics of the reconstructed images with the anthropomorphic breast phantom using SVD
as the artefact removal algorithm.

Focus region

XETS + Lens XETS

Metrics -30 0 30 -30 0 30

SCR (dB) 0.8 1.4 1.9 0.5 1.5 1.3

SMR (dB) 8.9 9.7 11.2 8.9 9.9 9.3

FWHM T1 (mm) 18.0 13.3 14.3 6.3 5.3 7.7

FWHM T2 (mm) 16.3 7.3 4.7 2.3 9.3 13.7

LE T1 (mm) 41.2 35.4 7.0 47.9 51.0 57.8

LE T2 (mm) 15.9 43.9 61.2 53.0 55.0 31.0
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(a) T1 xy-plane (b) T1 xz-plane (c) T1 yz-plane

(d) T2 xy-plane (e) T2 xz-plane (f) T2 yz-plane

Figure 7.19: Reconstructed images of two PEC targets inside an anthropomorphic breast phantom using multistatic
signals and the XETS and Bessel lens, where XETS is placed at x = 0 mm, when applying SVD as the artefact removal
algorithm. (a-c) show the images in the planes of the true location of T1, and (d-f) T2. The left, centre and right
images show the coronal, sagittal and axial planes, respectively. The red contour represents the true location and
shape of the target in the selected planes and the black contour represents the projection of the true location and
shape of the other target, which is located in at least one different plane. The breast contour is represented in white.

Figures 7.21 and 7.22 show the reconstructed images in the same planes as the tar-

gets using a realistic calibration of a setup with and without a Bessel lens, respectively,

where the region of T1 (x = 30 mm) is illuminated. The XETS was placed at x = −30 mm

when the Bessel lens was used, and placed at x = 30 mm when it worked as a stand-

alone antenna [Figure 7.17(b)]. When using a Bessel lens, T1 is well-detected with an

Localisation Error (LE) of 7 mm, while T2 is not detected. Signal-to-Clutter Ratio (SCR)

and Signal-to-Mean Ratio (SMR) are 1.9 dB and 11.2 dB, respectively, which are satis-

factory values for a positive detection. Full Width Half Maximum (FWHM) is 14.3 mm,

which means the detection is slightly larger than the true size of the target (10 mm

diameter). This is due to the fact that only one plane of antennas is considered in the

z-axis, which limits the resolution. Nonetheless, the resolution is better compared to

when no antenna was placed below the breast, which would result in a similar result

to Figure 7.14. Furthermore, when removing the lens from the setup, the XETS is not

able to focus the target and there are several artefacts spread over the whole volume.

Figures 7.23 and 7.24 show the reconstructed images using a realistic calibration of a

setup with and without a Bessel lens, respectively, where the region of T2 (x = −30 mm)

is illuminated. Unlike the previous example, the XETS was placed at x = 30 mm when

combined with the Bessel lens and placed at x = −30 mm when it operated as a stand-

alone antenna [Figure 7.17(c)]. When the Bessel lens is used, T2 is detected, with an LE
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(a) T1 xy-plane (b) T1 xz-plane (c) T1 yz-plane

(d) T2 xy-plane (e) T2 xz-plane (f) T2 yz-plane

Figure 7.20: Reconstructed images of two PEC targets inside an anthropomorphic breast phantom using multistatic
signals and the XETS at x = 0 mm, when applying SVD as the artefact removal algorithm. (a-c) show the images in
the planes of the true location of T1, and (d-f) of T2. The left, centre and right images show the coronal, sagittal
and axial planes, respectively. The red contour represents the true location and shape of the target in the selected
planes and the black contour represents the projection of the true location and shape of the other target, which is
located in at least one different plane. The breast contour is represented in white.

of 15.9 mm (observed both in y and z axes), but with some clutter in the images. This

can be explained by the fact that T2 is not centred in the y-axis and the XETS was only

shifted in the x-axis, and therefore, T2 was not fully illuminated by the Bessel beam.

When considering the XETS as a stand-alone antenna, no high intensity regions can

be associated with T2. The highest intensity voxel of the 3D volume is not located in

the 2D planes shown in the figure, which explains the LE higher than 47 mm for both

targets. Because this position of the XETS did not directly illuminate the region of T1,

the detection of this target using this position was not expected. The positive detection

of T1 and the non-detection of T2 may be a result of the higher coupling between

the transmitting antenna and the receiving antenna positions closest to T2, and lower

coupling between the transmitting antenna and the receiving antenna positions closest

to T1. The large beam of the XETS, in contrast to the Bessel beam, still illuminates

the region of T1, and, therefore, the receiving antenna positions closest to T1 can still

record the response of the target.

An electromagnetic exposure safety assessment is performed in the following sec-

tion in order to evaluate the compliance in terms of SAR of the proposed prototype.

Although the results are promising for the use of the lens, experimental evaluation is

required, as presented in Section 7.3.
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(a) T1 xy-plane (b) T1 xz-plane (c) T1 yz-plane

(d) T2 xy-plane (e) T2 xz-plane (f) T2 yz-plane

Figure 7.21: Reconstructed images of two PEC targets inside an anthropomorphic breast phantom using multistatic
signals and the XETS and Bessel lens, where XETS is placed at x = −30 mm, when applying SVD as the artefact
removal algorithm. (a-c) show the images in the planes of the true location of T1, and (d-f) of T2. The left, centre and
right images show the coronal, sagittal and axial planes, respectively. The red contour represents the true location
and shape of the target in the selected planes and the black contour represents the projection of the true location
and shape of the other target, which is located in at least one different plane. The breast contour is represented in
white.

7.2.3.3 Assessment of Electromagnetic Exposure Risk

A realistic breast phantom with skin, fibroglandular and fat tissue was considered to

calculate the SAR and study the effect of adding a Bessel lens to the prototype in terms

of electromagnetic exposure. To this end, SAR was calculated for the antenna below

the breast in both prototypes with and without the lens. The radiated power by the

XETS was 1 W.

Table 7.2 shows the SAR values for three frequencies and Figure 7.25 shows the SAR

maps at 4 GHz. The maximum value of SAR is located in the first illuminated region.

At lower frequencies, it tends to be deeper in the breast than at higher frequencies.

In the case of the lens, a deeper maximum value of SAR is more evident which can

be explained by the focusing feature the lens has. The maximum value of SAR is

similar in both setups with or without the lens, which is expected since the simulated

scenarios had the same electric field at the breast surface. All calculated values are

below International Commission on Non Ionizing Radiation Protection (ICNIRP) limits

(2 W/kg up to 6 GHz), which means the presence of the lens does not substantially

increase the SAR. The results also indicate that the radiated power by the XETS under

the breast can be increased at least 3 times using a power amplifier, and therefore

increase the signal-to-noise ratio. These values are calculated for 1 W of radiated
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(a) T1 xy-plane (b) T1 xz-plane (c) T1 yz-plane

(d) T2 xy-plane (e) T2 xz-plane (f) T2 yz-plane

Figure 7.22: Reconstructed images of two PEC targets inside an anthropomorphic breast phantom using multistatic
signals and the XETS at x = 30 mm, when applying SVD as the artefact removal algorithm. (a-c) show the images
in the planes of the true location of T1, and (d-f) of T2. The left, centre and right images show the coronal, sagittal
and axial planes, respectively. The red contour represents the true location and shape of the target in the selected
planes and the black contour represents the projection of the true location and shape of the other target, which is
located in at least one different plane. The breast contour is represented in white.

power. In an experimental setup, this power can be as low as 0.01 W, which means the

SAR values would be even lower.

Table 7.2: Maximum SAR values and location for each simulated setup in three frequencies.

XETS + Lens XETS

2 GHz 4 GHz 6 GHz 2 GHz 4 GHz 6 GHz

Max. SAR (W/kg) 0.62 0.64 0.37 0.61 0.54 0.38

x (mm) 11.86 4.51 13.26 6.71 11.98 12.75

y (mm) 10.91 7.59 8.29 11.27 8.57 8.66

z (mm) 314.42 267.44 255.30 143.74 115.21 115.06

7.3 Experimental Evaluation

This section presents the experimental evaluation of the multistatic prototype with the

lens and its comparison with an equivalent setup without the lens. Firstly, a preliminary

experimental prototype was built to define the best distances between each component

of the setup that provide the ideal focusing beam. Secondly, the final experimental
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(a) T1 xy-plane (b) T1 xz-plane (c) T1 yz-plane

(d) T2 xy-plane (e) T2 xz-plane (f) T2 yz-plane

Figure 7.23: Reconstructed images of two PEC targets inside an anthropomorphic breast phantom using multistatic
signals and the XETS and Bessel lens, where XETS is placed at x = 30 mm, when applying SVD as the artefact removal
algorithm. (a-c) show the images in the planes of the true location of T1, and (d-f) of T2. The left, centre and right
images show the coronal, sagittal and axial planes, respectively. The red contour represents the true location and
shape of the target in the selected planes and the black contour represents the projection of the true location and
shape of the other target, which is located in at least one different plane. The breast contour is represented in white.

prototype was used to image an anthropomorphic breast phantom. The first tests

were performed with a homogeneous medium with single and multiple targets. Then,

heterogeneity was included with a fibroglandular tissue phantom.

7.3.1 Optimisation of Distances

A monostatic experimental prototype was used to find the distances between the feed

(XETS) and the PP Bessel lens (df eed−lens), between the lens and the target (dlens−target),

and, consequently, between the feed and the target (df eed−target). The prototype com-

prises a linear positioner where the lens is fixed and the position of the XETS and the

target are changed in several combinations of distances (Figure 7.26). The XETS is

impedance-matched in the frequency band of 2 to 6 GHz. The signals are acquired in

the frequency band of 1 to 7 GHz, but only the bandwidth 2 to 6 GHz is considered for

analysis. A 40×40 mm2 aluminium square is used as target, as shown in Figure 7.26(c).

The distance df eed−lens was varied from 50 to 350 mm, with a spacing of 25 mm, and

dlens−target was varied from 177 to 447 mm, with a spacing of 25 mm. The target was

moved in the x-axis from the centre of the lens (x = 0 mm) to a distance of 104 mm,

with a spacing of 13 mm. The target position was only varied for the subset of values of
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(a) T1 xy-plane (b) T1 xz-plane (c) T1 yz-plane

(d) T2 xy-plane (e) T2 xz-plane (f) T2 yz-plane

Figure 7.24: Reconstructed images of two PEC targets inside an anthropomorphic breast phantom using multistatic
signals and the XETS at x = −30 mm, when applying SVD as the artefact removal algorithm. (a-c) show the images
in the planes of the true location of T1, and (d-f) of T2. The left, centre and right images show the coronal, sagittal
and axial planes, respectively. The red contour represents the true location and shape of the target in the selected
planes and the black contour represents the projection of the true location and shape of the other target, which is
located in at least one different plane. The breast contour is represented in white.

(a) (b)

Figure 7.25: SAR maps in an average volume of 10 g at 4 GHz of a numerical breast phantom when considering (a)
the assembly XETS+Lens and (b) the XETS as a stand-alone antenna. Red colours correspond to higher values of
SAR, while blue colours correspond to lower values of SAR in each reference scale.

df eed−lens that provide a beam with higher and more stable magnitude over its depth.

The beam is evaluated measuring the magnitude of the signal reconstructed with

the imaging algorithm in 1D. The beam width is defined as the distance in the x-axis

at which the magnitude of the signal drops to half of the magnitude at x = 0 mm. Fig-

ure 7.27 shows the maximum magnitude of the signal and the beam width over the
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(a)

(b) (c)

Figure 7.26: Experimental prototype with a linear positioner used to find the optimal distances between the feed,
the lens and the target. (a) shows the all components ([A] styrofoam support for the feed, [B] feed, [C] styrofoam
support for the lens, and [D] lens). (b) shows a closer picture of [B] the feed behind the [D] dielectric lens, and (c)
shows the [F] aluminium target. The metallic parts of the linear positioner are covered with [E] electromagnetic
absorbers.

dlens−target for fixed values of df eed−lens. The beam width is mostly constant for the eval-

uated values of dlens−target when df eed−lens = 175 mm, over a depth of at least 175 mm.

The beam width is around 110 mm, one of the narrowest beams for a combination of

distances, which corresponds approximately to the size of a small breast. The higher

magnitude of the beam for df eed−lens = 175 mm is at dlens−target = 227 mm.

Hence, the optimal distances are the following: df eed−lens = 175 mm, dlens−target =

227 mm, and consequently df eed−target = 402 mm. These distances are higher than the

ones considered in Section 7.2.

7.3.2 Breast Phantoms

The experimental tests were performed with the physical phantom of the numerical

anthropomorphic breast phantom presented in Section 7.2.3.2 [147]. All elements

of the phantoms used in this work are made of compartments and had been already

designed and 3D-printed for the work of Felício et al. [49] (Figure 7.28).
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(a)

(b)

Figure 7.27: Plots of the (a) maximum magnitude and (b) total width of the beam created with the Bessel lens in the
experimental prototype, considering a frequency band from 2 to 6 GHz.

The breast phantom was 3D-printed using an Ultimaker 3 Extended 3D-printer

(Ultimaker [213]), with a 1.2 mm-thickness wall in PLA, which has a relative permit-

tivity ranging from 2.75 and 2.9 and dissipation factor tan(δ) = 0.01 [214]. The tumour

models are positioned inside the breast phantom by inserting them in pre-determined

openings through the cover. Two tumour phantoms were used. They are ellipsoids

with dimensions 20×10×10 mm3 connected to a tube with varying length that defines

the depth of the tumour within the breast. The tumour denominated T1 is connected

to a tube with length of 32 mm, while the tumour denominated T2 is connected to a

tube with length of 50 mm. The fibroglandular phantom, adapted from the original

phantom [147] by Felício et al. [49], is attached to another cover with new openings for

the tumour models. No skin layer was considered at this stage.

The phantoms were filled with the tissue mimicking liquids proposed by Joachi-

mowicz et al. [145]. The G3, G1 and T mixtures were considered to mimic adipose

tissue, fibroglandular tissue, and the tumour, respectively. Figure 5.10 of Chapter 5

shows the curves of these liquids, which were also used for the axillary imaging experi-

ments.
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Figure 7.28: Anthropomorphic breast phantom including the fibroglandular and tumour compartments [49].

7.3.3 Measurement Setup

The Radio Frequency (RF) measurements were acquired with an Agilent E5071C Vec-

tor Network Analyser (VNA). Similarly to the simulation setup, two XETS antennas

impedance-matched from 2 to 6 GHz were used as transmitting and receiving antennas.

The measurements were performed in the frequency domain between 1 and 7 GHz, but

only the bandwidth 2 to 6 GHz is used for image reconstruction. As mentioned in

Section 2.2.1, one advantage of using a bistatic configuration is the possibility to use an

amplifier to increase the dynamic range of the measurements. Hence, the transmitting

antenna is placed below the breast connected to an amplifier, which is then connected

to port 1 of the VNA [Figure 7.29(a)]. The amplifier is a Mini-Circuits® ZVA-183-S+,

which works in the frequency band of 0.7-18 GHz, with a gain of 26 dB, output power

of 24 dBm, and noise figure of 3 dB. These specifications allow the setup to be compli-

ant with the SAR limits presented in Section 7.2.3.3. The receiving antenna is placed at

a radius of 80 mm, which corresponds approximately to a 30 mm distance to the breast

wall, and connected to the port 2 of the VNA.

The rotation of the antenna is emulated by rotating the breast phantom in a total

of twelve positions using the circular grid shown in Figure 7.29(b) as reference, while

keeping the antenna fixed. When the XETS below the breast is centred, it is equivalent

to rotate the breast while the antennas are fixed or rotate both antennas while the breast

is fixed. However, this is not true when the XETS is moved below the lens, as the region

focused by the Bessel beam changes as the breast rotates. Hence, the experimental tests

presented with this prototype are limited to the case where the XETS is centred at the

breast.

In the setup with the lens, the distances were defined as df eed−lens = 170 mm and

dlens−target = 233 mm, and therefore, df eed−target = 403 mm. These are a few millime-

tres different from the distances defined in Section 7.3.1, due to technical constraints.

However, such small differences do not have an impact on the beam shape. In the

setup without the lens, the XETS was placed at an equivalent distance from the target,

ensuring the electric field intensity at the breast surface is the same in both cases. This
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(a) (b)

Figure 7.29: Measurement setup with (a) all components ([A] breast phantom, [B] antenna, [C] lens, [D] wood
supports, [E] styrofoam support, and [F] feed). (b) shows a picture of the phantom and the reference grid setup for
rotation from a top view.

distance was found by simulating the electric field of both setups in CST and is defined

as df eed−target = 120 mm. In both cases, the df eed−target corresponds to the z coordinate

of the receiving antenna positions.

The electrical distance offsets of all antennas were calculated using a similar proce-

dure to the one presented in Section 3.2.1. It is 281 mm for the assembly XETS+Lens

connected to the amplifier, 231 mm for the XETS as a stand-alone antenna below the

breast connected to the amplifier, and 192 mm for the XETS connected to port 2.

7.3.3.1 Signal processing

The algorithms presented in Section 7.2.3.2 are applied to the experimental signals. In

these experimental tests, the artefact response is successfully removed considering only

one neighbouring antenna of each side of the antenna position under analysis. The

shape of the breast is assumed to be known for the image reconstruction algorithm. As

mentioned before, in a clinical scenario, the retrieval of this shape can be performed

using low-cost optical devices [49] or laser systems [217].

7.3.4 Results and Discussion

Three experimental tests were completed with the prototype using both the XETS as a

stand-alone antenna, and the assembly XETS+Lens. The first test consisted of a single

target T1 placed on the same plane of the receiving antenna, at position (x,y) = (20,−15)

in a homogeneous phantom. The second test, called T1T2, consisted of two targets, T1,

and T2 placed at position (x,y) = (5,15) and 20 mm below the plane of the receiving

antenna, in a homogeneous phantom. The third test, called T1-FG, was performed with

a heterogeneous phantom, by inserting fibroglandular tissue compartment inside the

phantom and T1 at position (x,y) = (30,20).

198



7.3. EXPERIMENTAL EVALUATION

Table 7.3: Performance metrics of the reconstructed images with the homogeneous phantom using the experimental
prototype. “Ref” corresponds to the reference experimental test without target.

Maximum

Intensity

SCR

(dB)

SMR

(dB)

FWHM T1

(mm)

FWHM T2

(mm)

LE T1

(mm)

LE T2

(mm)

XETS

+

Lens

T1 1171 2.81 8.71 23.7 - 15.7 -

T1T2 2107 1.95 7.84 21.7 23.0 33.6 18.1

Ref 638 0.64 7.71 23.0 22.7 11.9 42.5

XETS

T1 2721 0.38 8.93 19.0 - 23.5 -

T1T2 4169 2.67 9.30 20.3 18.7 11.2 54.2

Ref 659 1.96 8.64 20.0 20.0 12.7 23.8

Table 7.3 summarises the performance metrics of the reconstructed images of the

experimental tests with the homogeneous breast phantom using both the XETS as a

stand-alone antenna and the assembly XETS+Lens.

Figures 7.30 and 7.31 show the reconstructed images of the experimental tests with

target T1 for both XETS+Lens and XETS, respectively. The images are reconstructed

on the planes of the voxel with maximum intensity of the whole reconstructed 3D

image. When the Bessel lens is used, a single target in the same z-plane of the antennas

is well detected. SCR is higher than 1.5 dB and SMR is satisfactory, as the target is

distinguishable from the surrounding medium. LE is 15.7 mm and FWHM is 23.7 mm,

mainly due to the oval effect observed in the z-axis. As mentioned before, this is a

consequence of using just one plane of antenna positions around the breast, instead

of using multiple planes. When only the XETS is used below the breast, an artefact

with higher intensity is detected near the air-phantom interface, resulting in an LE of

23.5 mm and a low SCR (0.38 dB).

Figures 7.32 and 7.33 show the reconstructed images of the experimental tests with

target T1 and T2 for both XETS+Lens and XETS, respectively. In both cases, only one

target is detected. When the XETS+Bessel lens is used, only T2 is detected in the correct

position (LE of 18.1 mm, with a higher contribution from the z-axis). A second high

intensity spot, a false positive, is detected in a location that does not match the location

of any of the targets, resulting in an LE of 33.6 mm. SCR and SMR are sufficiently high

to indicate a positive detection. When the XETS is used as a stand-alone antenna, only

T1 is detected, with an LE of 11.9 mm. The second detected high intensity region has

approximately half the maximum intensity of the whole image (Figure 7.33(d-f)) and

it is in a location that also does not match the location of any of the targets. Similarly

to what happens in simulation (Section 7.2.3.2), when the feed is centred at the breast,

the detection of multiple targets is more challenging.

The reference measurements (i.e. where no target was inside the phantom) are
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(a) (b) (c)

(d) (e) (f)

Figure 7.30: Reconstructed images of experimental tests with XETS and Bessel Lens and with target T1 inside a
homogeneous breast phantom. (a-c) show the reconstructed images with the target in the planes of the voxel with
maximum intensity, and (d-f) show the reconstructed images when there is no target. The left, centre and right
images show the coronal, sagittal and axial planes, respectively. The red contour represents the projection of the
approximate location and shape of the target in each plane. The breast contour is represented in white.

(a) (b) (c)

(d) (e) (f)

Figure 7.31: Reconstructed images of experimental tests with XETS as stand-alone antenna and with target T1 inside
a homogeneous breast phantom. (a-c) show the reconstructed images with the target in the planes of the voxel with
maximum intensity, and (d-f) show the reconstructed images when there is no target. The left, centre and right
images show the coronal, sagittal and axial planes, respectively. The red contour represents the projection of the
approximate location and shape of the target in each plane. The breast contour is represented in white.
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(a) (b) (c)

(d) (e) (f)

Figure 7.32: Reconstructed images of experimental tests with XETS and Bessel Lens and two targets inside a
homogeneous breast phantom. (a-c) show the images of the breast with the targets in the planes of maximum
intensity closest to T1, and (d-f) show the images of the breast with the targets in the planes of maximum intensity
closest to T2. The left, centre and right images show the coronal, sagittal and axial planes, respectively. The red
and black contours represent the projection of the approximate location and shape of the targets. The red contour
corresponds to the target closest to the selected planes and the black contour corresponds to the other target. The
breast contour is represented in white.

important to understand how well a target is detected. As discussed in Chapter 5, using

only SCR as a metric for positive detection may not be sufficient. In the experimental

tests with the homogeneous breast phantom, when the lens is considered, SCR is below

1.5 dB in the reference measurement, and the maximum intensity is approximately less

than half of the maximum intensity when a target is inside the phantom. However, in

the measurement without the lens, SCR is 1.96 dB, although the maximum intensity of

the image is one quarter of the maximum when a target is considered. More tests would

be needed to define the intensity threshold to complement the SCR in the definition of

a positive detection.

Table 7.4 shows the performance metrics of the reconstructed images of the experi-

mental tests with the heterogeneous breast phantom. The maximum intensity of these

images are higher than the intensity verified with the homogeneous phantom (Table

7.3). Although the measurements with the homogeneous and heterogeneous phantoms

were performed in different days and the amount of tissue mimicking liquid inside

the target may have varied, this might not be the reason for such intensity differences.

Firstly, the intensity values when applying an ideal artefact removal (results not shown)

are in the same order of magnitude when comparing T1 and T1-FG. Nonetheless, the

maximum intensity of T1-FG when applying an ideal artefact removal is 5 times higher
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(a) (b) (c)

(d) (e) (f)

Figure 7.33: Reconstructed images of experimental tests with XETS as stand-alone antenna and two targets inside
a homogeneous breast phantom. (a-c) show the images of the breast with the targets in the planes of maximum
intensity closest to T1, and (d-f) show the images of the breast with the targets in the planes of maximum intensity
closest to T2. The left, centre and right images show the coronal, sagittal and axial planes, respectively. The red
and black contours represent the projection of the approximate location and shape of the targets. The red contour
corresponds to the target closest to the selected planes and the black contour corresponds to the other target. The
breast contour is represented in white.

than the intensity of T1. Secondly, the targets in the heterogeneous phantom are shal-

lower than in the homogeneous breast phantom, which may explain the higher intensity

of T1-FG. This can also influence the results with SVD, as less singular vectors may

have been removed in order to detect the target. Thirdly, the presence of the fibroglan-

dular tissue in the phantom may influence the reflections inside the breast and how the

signals coherently add between them, creating high intensity regions.

Whether the lens is used or not, the target T1 is successfully detected in the correct

location with an LE lower than 8.2 mm. FWHM is larger than the dimensions of the

target, also due to the z-axis resolution. SMR is satisfactory in both cases. When the

lens is considered, SCR is lower than 1.5 dB due to some clutter in the air-phantom

interface. When the lens is not used, SCR is 1.63 dB. Visually, the images do not present

substantial differences. The reference measurements with the breast and fibroglandular

phantoms show a substantial decrease in both maximum intensity and SCR when

compared to the tests with target.

In all experimental tests, SVD has a satisfactory performance. Since the breast has a

more regular shape, no focusing region is observed unlike was observed in the axillary

region application (see Section 5.2.5.4).

The advantages of using a Bessel lens in the proposed bistatic system are promising
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(a) (b) (c)

(d) (e) (f)

Figure 7.34: Reconstructed images of experimental tests with XETS and Bessel Lens and a heterogeneous breast
phantom. (a-c) show the images with the target in the planes of the voxel with maximum intensity, and (d-f) show the
images without the target. The left, centre and right images show the coronal, sagittal and axial planes, respectively.
The red contour represents the projection of the approximate location and shape of the target in each plane. The
breast and fibroglandular contours are represented in white.

(a) (b) (c)

(d) (e) (f)

Figure 7.35: Reconstructed images of experimental tests with XETS as stand-alone antenna and a heterogeneous
breast phantom. (a-c) show the images with the target in the planes of the voxel with maximum intensity, and (d-f)
show the images without the target. The left, centre and right images show the coronal, sagittal and axial planes,
respectively. The red contour represents the projection of the approximate location and shape of the target in each
plane. The breast and fibroglandular contours are represented in white.
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Table 7.4: Performance metrics of the reconstructed images with the heterogeneous phantom using the experimental
prototype. “FG Ref” corresponds to the reference experimental test without target and with fibroglandular tissue
phantom.

Maximum

Intensity

SCR

(dB)

SMR

(dB)

FWHM

(mm)

LE

(mm)

XETS +

Lens

T1-FG 53681 1.16 8.31 20.3 8.2

FG Ref 28521 0.38 7.05 24.0 21.0

XETS
T1-FG 56484 1.63 9.35 18.7 5.0

FG Ref 31169 0.71 8.99 14.3 42.1

but still inconclusive. In the first experimental test with a single target in a homogenous

breast, the assembly XETS+Lens presents better imaging results than when only the

XETS is used. In the second test, when two targets are considered, the imaging results

are different but none of the two setups (stand-alone XETS or XETS+Lens) successfully

detect both targets, only one target is detected. Nonetheless, this experimental test

outperforms the test performed in the simulated test where none of the two targets

were detected. In the third test, the results with a heterogeneous breast are similar

between both configurations but the XETS as stand-alone antenna slightly outperforms

the assembly XETS+Lens. This test is an important milestone towards the feasibility of

this prototype as it uses a more realistic phantom. However, these experimental tests

were limited to the case where the feed is centred at the breast. More evidences may

be found when shifting the XETS, as performed in simulation in Section 7.2.3.2, and

considering larger breast phantoms.

7.4 Chapter Conclusions

This chapter proposed the use of a Bessel lens for focusing targets in the breast and,

consequently, improve their detection. Two configurations to include the Bessel lens

in an MWI prototype were tested. In a monostatic approach, the use of the Bessel

lens was not able to provide a satisfactory cross-range resolution and ultimately, this

approach was discarded. However, promising results were obtained when considering

a multistatic approach using a Bessel lens in a static position below the breast and a

ring of antennas around the breast. This also gives the possibility to include power

amplifiers in the system in order to increase the dynamic range and improve target

detection.

The proposed multistatic prototype was tested in simulation and in experimental

work. Two comparable setups with and without the lens were evaluated. Firstly, the

configuration was tested using a spherical and a realistic-shaped breast phantoms. SVD

was presented as an option for artefact removal algorithm and an adaptation from the
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previously proposed automated methods was presented. The imaging results showed

the use of the lens and this type of multistatic setup is able to increase the resolution

in the coronal axis of the patient without moving the ring of antennas. Nonetheless,

an elongated shape was still observed in the coronal axis. The results also showed

the ability of selecting targets inside the breast when moving the antenna below the

breast. The safety in terms of electromagnetic exposure of the prototype was assessed

by calculating its SAR. The results showed the SAR is below the defined limits and

power amplifiers can be used to increase SCR. Experimental results allowed to confirm

the feasibility of the prototype and the proposed algorithms to detect breast tumour

phantoms. The validation of the selection of targets observed with the simulated setup

was not possible due to technical and time constraints. The proposed setup allows

to increase the resolution in the coronal axis without the need of a large number of

antennas, which allows to decrease the acquisition time. It also allows the use of power

amplifiers with the transmitting antenna, potentially improving target detection. The

size and weight of the lens can be a limitation but most pre-clinical prototypes already

include a bed table, where the lens could be placed. Preliminary experimental tests

did not provide an explicit advantage of adding the lens to the multistatic setup but

further testing is advised.

Future work should include experimental validation with larger and more complex

phantoms, with different Breast Imaging-Reporting and Data System (BI-RADS) cate-

gories. In these cases, using the beam of the dielectric lens to focus the energy into the

region of interest can be more beneficial. Using higher frequencies, in order to reduce

the beam width, can also be considered. The selection of targets by moving the feed

below the breast should also be tested experimentally in the proposed scenarios, which

would require modifications in the prototype.
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8 Conclusions and Future Work

This chapter summarises the work developed in this thesis and presents suggestions for

future work. Section 8.1 summarises the work developed per chapter and the drawn

conclusions. Finally, Section 8.2 presents the relevant steps that should be explored in

the future to further extend and/or validate the findings of this thesis.

8.1 Summary and Conclusions

Many advances have been conducted in the last few decades towards the develop-

ment and implementation of Microwave Imaging (MWI) systems in clinical practice,

namely as an alternative imaging modality for early breast cancer detection. This the-

sis presented the first complete study to aid both breast cancer detection and staging

using MWI systems. Many studies have addressed breast cancer detection, but can-

cer staging through detection of Axillary Lymph Nodes (ALNs) with MWI has never

been attempted before. Simulated and experimental work was conducted to study the

feasibility of such systems, and further explore air-operated MWI systems.

The development of the MWI prototype aimed to diagnose ALNs included a com-

plete research of several aspects that are crucial to evaluate the feasibility of such a

system. These included anatomically realistic phantoms, which resulted in the creation

of an open-access repository, dielectric properties information, experimental assess-

ment with realistic conditions in the first developed prototype for this application, and

complementary classification of ALN signatures, which were still a gap in the literature.

Moreover, an analysis of refraction effects in air-operated MWI systems was performed,

showing how they can affect MWI results and when a real-time image reconstruction is

not compromised. A preliminary study towards the development of a prototype with

novel features for breast cancer detection was also performed, presenting a possible

solution for a selective scanning of breast tumours.

Overall, the work yielded promising results in the areas of electromagnetic sim-

ulations, experimental work with Radio Frequency (RF) acquisition, implementation

and optimisation of signal processing algorithms, development of image processing

pipelines, model creation and 3D-printing, dielectric properties assessment, and Ma-

chine Learning (ML) for classification of microwave signals.
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Chapter 3 presented a study of refraction effects in air-operated MWI systems. Air-

operated MWI setups have been recently introduced by several authors to avoid the

limitations of using a coupling liquid between antennas and the body. While recon-

structing the images, researchers consider a direct path between the antenna and each

voxel (corresponding to a point in the body), without considering refraction at the

interface between air and the body. However, a quantification of refraction effects on

imaging results using this type of setups had never been performed before this thesis.

Numerical simulations and experimental tests were used to qualitatively and quan-

titatively study the effects of refraction by varying several conditions: spherical or

planar waves, regular or irregular shapes, permittivity values of the medium, size of

targets and number of antennas. The results showed for the first time that blind regions

can occur for certain antenna positions due to refraction by the curved surface of the

body. These blind regions can affect target detection when considering planar waves

or spherical waves for high permittivity values (e.g. εr = 40). The differences between

imaging results for low to moderate permittivity values (εr <= 8) were negligible, while

for high permittivity values, the detection of targets can be affected if refraction is not

taken into account. The size of targets and number of antennas affected the imaging

results but there was no substantial change when refraction was considered or not. This

means there are conditions where discarding refraction does not substantially improve

the imaging results and an unnecessary increase of computational cost can be avoided,

allowing real-time image reconstruction. The results from this study can be used as a

reference for other researchers to decide whether to consider refraction in their calcula-

tions or not when using air-operated systems. This work was published in a conference

and a journal publications.

In Chapter 4, a Magnetic Resonance Imaging (MRI) processing pipeline was pre-

sented to create numerical phantoms of the axillary region with realistic representa-

tions of ALNs and infer information about the dielectric properties of ALNs. The

pipeline comprised pre-processing steps to remove noise and effects of MRI inhomo-

geneities and different segmentation steps to segment the main tissues in the axillary

region. Ten numerical phantoms were made available in an open-access repository,

the first of its kind for the axillary region, comprising different file formats and with

information of dielectric properties mapping. The phantoms presented variability in

terms of number of healthy and metastasised ALNs and Body Mass Index (BMI) of the

patient.

Moreover, Magnetic Resonance (MR) images were used to estimate the dielectric

properties of ALNs by associating state-of-the-art dielectric properties of known tis-

sues to the images. A large study with 50 patients, and a total of 100 ALNs, showed

there is a dielectric contrast of 32% between healthy and metastasised ALNs. A large

variability of property values among healthy ALNs, as reported in the literature, was
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also observed. As there are many factors that may affect MRI voxel intensities, a 3D-

printed phantom filled with liquids with known dielectric properties was tested in an

MRI scanner and used to validate the methodology of estimating dielectric properties.

This study showed the error of the method can range from 2 to 17.2 of points of permit-

tivity. Nonetheless, the results indicated the methodology produced underestimated

contrasts between dielectric properties of tissues. The dielectric properties of only a

very limited number of metastasised ALNs had been assessed before this study and

the heterogeneity of ALNs had compromised the measurements in some of the state-of-

the-art studies. This study complemented the knowledge about dielectric properties of

ALNs, by confirming a large variability of values of healthy ALNs and indicating a high

dielectric contrast between healthy and metastasised ALNs. These findings are encour-

aging to the feasibility of the diagnosis of ALNs using MWI, since the underestimated

contrast is still large enough to allow MWI-based diagnosis. This work was published

in a conference and a journal publication.

Chapter 5 presented the evaluation of an air-operated radar MWI prototype to im-

age the axillary region. Firstly, a preliminary study was performed with 2D simulated

slices of anthropomorphic axillary region phantoms. The results with different shapes

showed the shape of the axillary region presents some challenges in the design of an

MWI prototype: the antenna positioning is limited by the size of the torso and the

irregularities of the axillary region; the scanning range is limited because a 360◦ scan-

ning would include structures outside the region of interest, and so the scanning range

was limited to 90◦; the concavities and convexities of the axillary region may hamper

the performance of the artefact removal algorithms and consequently hinder the ALN

detection.

Then, an experimental evaluation of an MWI prototype was performed tackling

the above challenges. This work comprised the definition of the antenna positioning,

the creation of the ALN models that were placed inside a previously created axillary

region phantom, and the development of signal processing algorithms dedicated to

the axillary region imaging application. In a 3D configuration, it was more difficult

to remove the air-phantom response because of the irregularity of the axillary region.

The results allowed to conclude that the target detection can be improved by finding

an optimal combination of parameters for artefact removal, by implementing a spatial

filter to select the region where ALNs are usually located inside the axillary region,

and by considering a pre-selection of antenna positions for image reconstruction. The

resulting images presented a focusing region, i.e. a region with higher intensity voxels

in the centre of the phantom, as a consequence of the shape of the axillary region,

which is not observed in breast MWI. Despite the challenges, the performance metrics

of the considered experimental tests showed a Signal-to-Clutter Ratio (SCR) higher than

2.77 dB and a Localisation Error (LE) lower than 14.7 mm. Although these results were

promising for ALN detection, the implemented methodology still needs to be tested in
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other realistic phantoms. The findings in this chapter were a valuable contribution to

the development of a radar MWI system to address the detection of ALNs by giving

a first overview of the challenges and a first proposal of a pre-clinical system. This

work was published in a conference and a journal publications, and a second journal

publication is currently under review.

Several authors have shown that machine learning algorithms have the potential

to complement MWI results by classifying microwave signals. In this context, Chap-
ter 6 presented a study of classification between healthy and metastasised ALNs us-

ing microwave signals. Sixty ALN models were created using mathematical formula-

tions according to the state-of-the-art characteristics of healthy and metastasised ALNs.

Backscattered signals of these ALN models were acquired in simulation considering

four scenarios of different complexity. The first three scenarios considered one single

ALN inside a dielectric and the fourth scenario comprised two ALNs placed inside a

pseudo-realistic axillary region phantom. Several combinations between type of sig-

nals, Feature Extraction Methods (FEMs) and classifiers were considered.

The classification performance in the first three scenarios was similar. The max-

imum accuracy values of the classification were 95.7% in the first scenario and ap-

proximately 97% in the second and third scenarios, all obtained with k-Nearest Neigh-

bours (kNN). The classification with multiple ALNs inside an axillary region was more

challenging. The accuracy results ranged from 73.4% to 82.3%, with different com-

binations of classifiers and type of signals. The development of classification models

for the axillary region presented a more challenging problem than the classification

of breast tumours, as multiple ALNs are always present in a heterogeneous medium

with muscles surrounding them. Overall, these preliminary results indicate classifica-

tion algorithms were able to differentiate healthy from metastasised ALNs based on

their shape and size, and potentially will be able to distinguish healthy from diseased

axillary regions. Hence, there is potential in using classification models to aid the inter-

pretation of reconstructed images of an axillary MWI system. One journal publication

is in preparation regarding this part of the work.

The work presented in Chapter 7 focused on the study of some aspects which have

not yet been fully addressed in air-operated systems for breast cancer detection. To

this end, a novel setup with a dielectric lens was proposed, which aimed to increase

the energy coupling to the breast, while minimising the coupling between antennas

in multistatic systems. It comprised an assembly of a feed and a dielectric lens which

illuminate the breast, while one antenna sweeps one coronal plane of the breast and

records the backscattered signals. This prototype allows the use of power amplifiers

to increase the dynamic range, which are important to potentially increase the target

response.

Firstly, the prototypes with and without dielectric lens were compared in 3D sim-

ulation. The use of the lens provided better results in the detection of the targets and
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in focusing targets inside the breast region, while being compliant with the Specific

Absorption Rate (SAR) limits. When the beam created by the lens was centred at one

of the targets, the LE was 7 mm, and SCR and Signal-to-Mean Ratio (SMR) were 1.9

and 11.2 dB, respectively. Additionally, results showed this type of setup allowed to

increase the resolution in the coronal axis without requiring a higher number of an-

tennas. Finally, an experimental validation of the setup was performed using both

homogeneous and heterogeneous anthropomorphic breast phantoms, with single and

multiple targets, when the feed and the lens were centred with the breast. Multiple

targets were not successfully detected but the detection of a single target in the hetero-

geneous phantom was satisfactory with an LE below 8.2 mm. Nonetheless, there was

no consistency across all the results regarding the advantage of using the dielectric lens

when compared to the same prototype with only a feed radiating from below. Further

evaluation is still needed with this prototype in order to draw final conclusions. This

work was published in two conference publications.

8.2 Future Work

The work developed in this thesis showed promising results in air-operated systems for

the detection of ALNs and breast cancer. However, there are several aspects that need

further investigation in order to create suitable MWI systems for clinical implementa-

tion in the breast cancer screening process.

The study of refraction effects covered some of the main aspects that can vary in

an MWI scan, namely the permittivity of the body/phantom under evaluation. The

major refraction effect in air-operated systems happens in the transition between air

and the body/phantom, which was analysed in this study. However, other effects may

affect other transitions between tissues when imaging a part of the body and may be

worth studying. Heterogeneous phantoms may be considered. The skin layer may be in-

cluded in the phantoms. In this study skin was not considered as no major effects were

expected, considering that the used wavelength is much higher than the skin thickness.

In the case of breast imaging, fibroglandular tissue can also be considered. Due to the

extreme irregularity of the fibroglandular tissue, other effects such as diffraction may

occur and these are more challenging to account for in the calculations of ray paths.

The work towards the development of an MWI system to detect the ALNs can still

be deepened and several research possibilities should be explored. Firstly, although

the study presented in Chapter 4 contributes to a better understanding of the dielec-

tric properties of ALNs with different morphologies, complementary studies should

be performed. A large-scale study of measurements of dielectric properties of ALNs

with traditional methods is still encouraged. Factors such as the heterogeneity and

dehydration of the samples should be considered during such measurements.
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Secondly, from an anatomical perspective, there are two main characteristics of the

axillary region which were not evaluated during the evaluation of the radar prototype:

the effect of the muscle response and the detection of multiple ALNs. Although an

experimental test was performed with a muscle phantom, the phantom was simple and

did not represent the large volume of muscles that surround the region where ALNs

are often located. The detection of ALNs is expected to be more challenging in patients

with lower BMI, where the muscles are closer to the skin and closer to the ALNs, which

may create higher reflections than the ALNs. In fact, Savazzi et al. [56] performed a

preliminary radar imaging study with a 2D slice of an axillary region phantom of a

patient with low BMI and showed the muscle response was strong and comparable to

ALN response. The spatial filter designed in this thesis can be a useful tool to attenuate

this response when combined with suitable artefact removal algorithms.

Moreover, the correct detection of multiple ALNs is crucial to implement an MWI

system to diagnose the ALNs in clinical practice. The study presented in this thesis

showed the feasibility of detecting ALNs in a 3D configuration but the feasibility of the

diagnosis is yet to be explored. The evaluation of the resolution of the system, i.e. how

well can two or more ALNs can be detected as different structures, and the ability of

the system to differentiate between healthy and metastasised ALNs should be further

assessed. Numerical phantoms, such as those presented in Chapter 4, can be used for

this purpose as they include ALNs of different depths within the axillary region and

of different sizes and shapes. The contrast between healthy and metastasised ALNs

in imaging results can also be compared to the estimated properties and contrast re-

ported in Chapter 4. Additionally, a skin layer should also be included in the evaluated

phantoms.

Thirdly, the performance of the proposed artefact removal and imaging algorithms

should be tested with more axillary region phantoms, ensuring representativeness of

sizes and shapes. The numerical models presented in Chapter 4 can also be used

for these experimental tests once optimised for 3D-printing. The repeatability of the

measurements should also be ensured, in order to find a magnitude threshold that

defines the presence of an ALN and can be used to complement the performance metric

SCR, commonly used to define the presence of targets. These tests can also contribute

to the definition of the parameters for artefact removal and the selection of the optimal

antenna position grid used for image reconstruction.

New antenna positioning to image the axillary region can also be investigated. In

this thesis, a semi-cylindrical antenna positioning was considered, based on the most

frequent state-of-the-art prototypes that use fixed antennas in circular configurations.

However, as observed in Chapter 5, the large range of distance values between each

antenna position and the axillary region may hinder the performance of the artefact

removal algorithm. One alternative that can be explored is to use a mechanical arm

that changes the positions of the antenna while scanning the axillary region in order to
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maintain a constant distance between the antenna and the body. However, the prototyp-

ing of this type of configuration poses technical challenges, and therefore, the viability

of such configuration should be first evaluated in 3D simulations. Another possible

antenna configuration is a planar configuration, similar to what Eleutério et. al [52]

proposed. As mentioned before, the number of antennas that can be used are limited

by the antenna dimensions for the microwave frequencies used (2 to 6 GHz). An alter-

native to this would be to place the antennas inside a conformable water-tight pillow

that would adapt to the shape of the axillary region and contain a coupling medium.

This type of solution would reduce the antenna dimensions (since the properties of the

medium are higher), allowing more antennas, and does not pose sanitation issues as

immersing the axillary region would do. Additionally, other frequency ranges can also

be explored. The frequency range from 2 to 6 GHz was chosen due to the similarity of

the axillary region to the breast imaging case, and other frequency ranges were briefly

investigated, but no definitive conclusions could be drawn.

The classification of ALNs with ML algorithms have also an important role to po-

tentially give additional and more objective information to clinicians when analysing

microwave images. Several tests still need to be performed to extend the study pre-

sented in this thesis. The feasibility of ML models rely on the representativeness of the

training data. Hence, more complex and real scenarios should be used to train the ML

models, such as including varying axillary region phantoms, realistic-shaped ALNs at

different depths, inclusion of realistic-shaped muscles, and improving the ALN mod-

elling with realistic shapes and assigned corresponding dielectric properties. The data

collection in experimental conditions is also important in order to consider more real-

istic data. However, these tests should be performed step-by-step as proposed in this

thesis, so the effects of each new feature of the evaluated phantoms in the classification

can be analysed. Depending on the results, more complex algorithms such as neural

networks or deep learning algorithms may be tested to improve the classification perfor-

mance. Complementing imaging results with the results from ML models is important

to provide an easier interpretation of the MWI results by clinicians. Therefore, the

combination of the two methods should be evaluated. In a clinical scenario, this type

of models could give an indication of the probability of the examined axillary region

to have metastasised ALNs.

During the course of my PhD, I received training towards the translation of the

technology developed in my research to the market. There are a few points that should

be considered when developing this system so it can be viable from a commercial point-

of-view. After evaluating the feasibility of the system, the sensitivity and specificity

of the system should be determined and compared to other imaging techniques for

proper benchmarking. To this end, patient studies should be performed where the same

patient undergoes an MWI exam and at least one of the other standard medical imaging

exams (e.g. MRI). The beneficiaries of this type of system are women with breast cancer
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in more advanced stages (reported to be around 0.5 million every year worldwide [1],

[2]), radiology technicians and radiologists will use the system but the medical centres

are the ones who will buy the technology. For the adoption of this technique, MWI

should be advantageous for all these beneficiaries: an MWI exam should be comfortable

and accessible to the patients; it should not require a complex training of the medical

professionals, by ensuring it is user-friendly for radiology technicians and allows an

easy interpretation of imaging results by the radiologists; and the cost/benefit ratio of

the acquisition of these systems should be advantageous for the medical centres.

The current most accurate method to diagnose lymph nodes, Sentinel Lymph Node

Biopsy (SLNB), is invasive, time-consuming and has high costs for the health care

system. This procedure can cost more than 1000€ [229], while costs for MWI are com-

parable to an ultrasound exam, which costs around 60€ per exam (excluding the cost

of the machine) [230]. The use of MWI could be accepted by the medical community

if it can replace or reduce the need for SLNB. Although many women may have ALNs

affected by breast cancer and a dedicated screening might be important, the current

incidence may not justify the acquisition of such a system by most medical centres. As

significant progress has been made in the development of breast MWI systems, the

most viable solution would be to incorporate this setup to a breast MWI prototype,

addressing two problems at once. To this end, in more advanced stages of development,

the prototype to aid axillary imaging should be designed in such a way that can be

combined with a breast MWI prototype. Considering the most advanced breast MWI

prototypes [35], [94], [231], the design seems compatible with attaching the axillary

imaging prototype to one of the sides of the examination table.

A novel prototype for breast cancer detection with a focal system was also proposed

in this thesis. Many breast MWI prototype designs have been proposed in the liter-

ature. Hence, the adoption of a new proposed system requires a clear definition of

the advantages of using a dielectric lens to focus the energy in the breast. To this end,

more experimental studies with breast phantoms of different sizes and densities need

to be performed. Using larger breasts combined with an increase of frequency band

can show new advantages of the narrow beam created by the Bessel lens. The ability

of focusing targets inside the breast should also be evaluated experimentally while

considering situations where only a region of the breast is meant to be illuminated.

Overall, the results of this thesis suggest that MWI, together with the use of ML,

has the potential to be a complementary medical imaging technique for breast cancer

detection and staging, through ALN diagnosis, and can have a real impact on patient

outcome.
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A Analytical Form of Refraction
Calculation

This appendix extends the implementation of the analytical form of refraction calcula-

tion briefly described in Sections 2.2.3.2 and 3.1.

Refraction is a change in direction of a wave passing between two media and it

follows the Snell’s law:

n1 sin(θi) = n2 sin(θt) (A.1)

where n1 and n2 are the refraction indexes of each medium and θi and θt are the angles

of the incident and transmission rays with respect to the interface normal.

Considering a transition between air and a dielectric, n1 = 1 and n2 =
√
εdiel , where

εdiel is the relative permittivity of the dielectric, and the equation can be simplified to

a vector form:

î × N̂ =
√
εdiel t̂ × N̂ ⇔

(
1

√
εdiel

î − t̂
)
× N̂ = 0 (A.2)

where î is the unit vector in the incident direction, N̂ is the unit normal vector to the

surface, and t̂ is the unit vector in the direction of the refracted ray.

For a spherical surface, the N̂ vector is radial to the surface and is easily determined.

Given the source point of the incident ray of coordinates (xa, ya, za) and the destination

point of coordinates (xp, yp, zp), the entry point at the interface of coordinates (xc, yc, zc)

that follows Snell’s law can be analytically calculated using the implicit equation A.2,

considering:

î =
(xc − xa, yc − ya, zc − za)√

(xc − xa)2 + (yc − ya)2 + (zc − za)2
(A.3)

t̂ =
(xp − xc, yp − yc, zp − zc)√

(xp − xc)2 + (yp − yc)2 + (zp − zc)2
(A.4)

N̂ =
(x0 − xc, y0 − yc, z0 − zc)

R
(A.5)

where R and (x0, y0, z0) are the radius and coordinates of the centre of the sphere.

Although multiple solutions for (xc, yc, zc) can be sometimes found, the correct solu-

tion can be singled-out, by excluding imaginary or physically impossible solutions.
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B Model AR_001

This appendix shows the details of the axillary region models AR_001 developed using

the methodology presented in Chapter 4.

B.1 Patient Details

• Body Mass Index: 22

• Age: 57

• Approximate Skin Thickness: 3 mm

B.2 Left Axillary Region Model
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APPENDIX B. MODEL AR_001

(a) (b)

(c) (d) (e)

Figure B.1: Left axillary region model of AR_001 in: (a) 3D with all tissues, (b) 3D without skin nor adipose tissue,
(c) axial, (d) coronal, and (e) sagittal planes. Blue represents the skin, green represents the adipose tissue, purple
represents the muscle and fibroglandular tissue, black represents the lung cavity, yellow represents the healthy
ALNs and red represents the metastasised ALNs.

• Available Files:

1. AR_001_R_skin (.mat/.raw/.stl)

2. AR_001_R_skin_filled (.stl)

3. AR_001_R_adipose (.mat/.raw/.stl)

4. AR_001_R_adipose_filled (.stl)

5. AR_001_R_lung (.mat/.raw/.stl)

6. AR_001_R_muscle (.mat/.raw/.stl)

7. AR_001_R_h_aln (.mat/.raw/.stl)

8. AR_001_R_m_aln (.mat/.raw/.stl)

9. AR_001_R_label_map (.mat/.raw)

10. AR_001_R_weight_map (.mat/.raw)

• Grid Size: 190× 298× 121 (Axial × Coronal × Sagittal)

• Voxel Size: 0.9965× 0.9965× 1 mm3 (Axial × Coronal × Sagittal)

• Number of Healthy Lymph Nodes: 1

• Number of Metastasised Lymph Nodes: 2 + 1 Matted
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B.2. LEFT AXILLARY REGION MODEL

B.2.1 Volume Ratios

(a) (b)

Figure B.2: Ratio between the volume of each tissue type and the total volume of: (a) the whole model and (b)
restricted to the axillary region of AR_001. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.

Figure B.3: Ratio between the volume of each ALN and the total volume of ALNs. H means Healthy and M means
Metastasised.
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APPENDIX B. MODEL AR_001

B.2.2 Dielectric Properties

(a) (b)

Figure B.4: Average (a) relative permittivity and (b) effective conductivity of each tissue type at 5 GHz considering
MRI-intensity-based dielectric properties map. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.
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B.3. LEFT AXILLARY REGION MODEL

B.3 Left Axillary Region Model

(a) (b)

(c) (d) (e)

Figure B.5: Left axillary region model of AR_001 in: (a) 3D with all tissues, (b) 3D without skin nor adipose tissue,
(c) axial, (d) coronal, and (e) sagittal planes. Blue represents the skin, green represents the adipose tissue, purple
represents the muscle and fibroglandular tissue, black represents the lung cavity, and yellow represents the healthy
ALNs.

• Available Files:

1. AR_001_L_skin (.mat/.raw/.stl)

2. AR_001_L_skin_filled (.stl)

3. AR_001_L_adipose (.mat/.raw/.stl)

4. AR_001_L_adipose_filled (.stl)

5. AR_001_L_lung (.mat/.raw/.stl)

6. AR_001_L_muscle (.mat/.raw/.stl)

7. AR_001_L_h_aln (.mat/.raw/.stl)

8. AR_001_L_label_map (.mat/.raw)

9. AR_001_L_weight_map (.mat/.raw)

• Grid Size: 190× 298× 126 (Axial × Coronal × Sagittal)

• Voxel Size: 0.9965× 0.9965× 1 mm3 (Axial × Coronal × Sagittal)

• Number of Healthy Lymph Nodes: 3

• Number of Metastasised Lymph Nodes: 0
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APPENDIX B. MODEL AR_001

B.3.1 Volume Ratios

(a) (b)

Figure B.6: Ratio between the volume of each tissue type and the total volume of: (a) the whole model and (b)
restricted to the axillary region of AR_001. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.

Figure B.7: Ratio between the volume of each ALN and the total volume of ALNs. H means Healthy.
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B.3. LEFT AXILLARY REGION MODEL

B.3.2 Dielectric Properties

(a) (b)

Figure B.8: Average (a) relative permittivity and (b) effective conductivity of each tissue type at 5 GHz considering
MRI-intensity-based dielectric properties map. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.
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C Model AR_002

This appendix shows the details of the axillary region models AR_002 developed using

the methodology presented in Chapter 4.

C.1 Patient Details

• Body Mass Index: 24

• Age: 40

• Approximate Skin Thickness: 3 mm

C.2 Right Axillary Region Model
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APPENDIX C. MODEL AR_002

(a) (b)

(c) (d) (e)

Figure C.1: Right axillary region model of AR_002 in: (a) 3D with all tissues, (b) 3D without skin nor adipose
tissue, (c) axial, (d) coronal, and (e) sagittal planes. Blue represents the skin, green represents the adipose tissue,
purple represents the muscle and fibroglandular tissue, black represents the lung cavity, and red represents the
metastasised ALNs.

• Available Files:

1. AR_002_R_skin (.mat/.raw/.stl)

2. AR_002_R_skin_filled (.stl)

3. AR_002_R_adipose (.mat/.raw/.stl)

4. AR_002_R_adipose_filled (.stl)

5. AR_002_R_lung (.mat/.raw/.stl)

6. AR_002_R_muscle (.mat/.raw/.stl)

7. AR_002_R_m_aln (.mat/.raw/.stl)

8. AR_002_R_label_map (.mat/.raw)

9. AR_002_R_weight_map (.mat/.raw)

• Grid Size: 204× 297× 144 (Axial × Coronal × Sagittal)

• Voxel Size: 0.9965× 0.9965× 1 mm3 (Axial × Coronal × Sagittal)

• Number of Healthy Lymph Nodes: 0

• Number of Metastasised Lymph Nodes: 6

C.2.1 Volume Ratios
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C.2. RIGHT AXILLARY REGION MODEL

(a) (b)

Figure C.2: Ratio between the volume of each tissue type and the total volume of: (a) the whole model and (b)
restricted to the axillary region of AR_002. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.

Figure C.3: Ratio between the volume of each ALN and the total volume of ALNs. M means Metastasised.

C.2.2 Dielectric Properties
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APPENDIX C. MODEL AR_002

(a) (b)

Figure C.4: Average (a) relative permittivity and (b) effective conductivity of each tissue type at 5 GHz considering
MRI-intensity-based dielectric properties map. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.

C.3 Left Axillary Region Model

(a) (b)

(c) (d) (e)

Figure C.5: Left axillary region model of AR_002 in: (a) 3D with all tissues, (b) 3D without skin nor adipose tissue,
(c) axial, (d) coronal, and (e) sagittal planes. Blue represents the skin, green represents the adipose tissue, purple
represents the muscle and fibroglandular tissue, black represents the lung cavity, and yellow represents the healthy
ALNs.

• Available Files:

1. AR_002_L_skin (.mat/.raw/.stl)

2. AR_002_L_skin_filled (.stl)
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C.3. LEFT AXILLARY REGION MODEL

3. AR_002_L_adipose (.mat/.raw/.stl)

4. AR_002_L_adipose_filled (.stl)

5. AR_002_L_lung (.mat/.raw/.stl)

6. AR_002_L_muscle (.mat/.raw/.stl)

7. AR_002_L_h_aln (.mat/.raw/.stl)

8. AR_002_L_label_map (.mat/.raw)

9. AR_002_L_weight_map (.mat/.raw)

• Grid Size: 204× 297× 105 (Axial × Coronal × Sagittal)

• Voxel Size: 0.9965× 0.9965× 1 mm3 (Axial × Coronal × Sagittal)

• Number of Healthy Lymph Nodes: 4

• Number of Metastasised Lymph Nodes: 0

C.3.1 Volume Ratios

(a) (b)

Figure C.6: Ratio between the volume of each tissue type and the total volume of: (a) the whole model and (b)
restricted to the axillary region of AR_002. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.
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APPENDIX C. MODEL AR_002

Figure C.7: Ratio between the volume of each ALN and the total volume of ALNs. H means Healthy.

C.3.2 Dielectric Properties

(a) (b)

Figure C.8: Average (a) relative permittivity and (b) effective conductivity of each tissue type at 5 GHz considering
MRI-intensity-based dielectric properties map. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.
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D Model AR_003

This appendix shows the details of the axillary region models AR_003 developed using

the methodology presented in Chapter 4.

D.1 Patient Details

• Body Mass Index: 26

• Age: 57

• Approximate Skin Thickness: 3 mm

D.2 Right Axillary Region Model
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APPENDIX D. MODEL AR_003

(a) (b)

(c) (d) (e)

Figure D.1: Right axillary region model in: (a) 3D with all tissues, (b) 3D without skin nor adipose tissue, (c) axial,
(d) coronal, and (e) sagittal planes of AR_003. Blue represents the skin, green represents the adipose tissue, purple
represents the muscle and fibroglandular tissue, black represents the lung cavity, and yellow represents the healthy
ALNs.

• Available Files:

1. AR_003_R_skin (.mat/.raw/.stl)

2. AR_003_R_skin_filled (.stl)

3. AR_003_R_adipose (.mat/.raw/.stl)

4. AR_003_R_adipose_filled (.stl)

5. AR_003_R_lung (.mat/.raw/.stl)

6. AR_003_R_muscle (.mat/.raw/.stl)

7. AR_003_R_h_aln (.mat/.raw/.stl)

8. AR_003_R_label_map (.mat/.raw)

9. AR_003_R_weight_map (.mat/.raw)

• Grid Size: 169× 325× 114 (Axial × Coronal × Sagittal)

• Voxel Size: 1.0764× 1.0764× 1 mm3 (Axial × Coronal × Sagittal)

• Number of Healthy Lymph Nodes: 3

• Number of Metastasised Lymph Nodes: 0

D.2.1 Volume Ratios
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D.2. RIGHT AXILLARY REGION MODEL

(a) (b)

Figure D.2: Ratio between the volume of each tissue type and the total volume of: (a) the whole model and (b)
restricted to the axillary region of AR_003. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.

Figure D.3: Ratio between the volume of each ALN and the total volume of ALNs. H means Healthy.

D.2.2 Dielectric Properties
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APPENDIX D. MODEL AR_003

(a) (b)

Figure D.4: Average (a) relative permittivity and (b) effective conductivity of each tissue type at 5 GHz considering
MRI-intensity-based dielectric properties map. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.

D.3 Left Axillary Region Model

(a) (b)

(c) (d) (e)

Figure D.5: Left axillary region model of AR_003 in: (a) 3D with all tissues, (b) 3D without skin nor adipose tissue,
(c) axial, (d) coronal, and (e) sagittal planes. Blue represents the skin, green represents the adipose tissue, purple
represents the muscle and fibroglandular tissue, black represents the lung cavity, yellow represents the healthy
ALNs and red represents the metastasised ALNs.

• Available Files:

1. AR_003_L_skin (.mat/.raw/.stl)

2. AR_003_L_skin_filled (.stl)
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D.3. LEFT AXILLARY REGION MODEL

3. AR_003_L_adipose (.mat/.raw/.stl)

4. AR_003_L_adipose_filled (.stl)

5. AR_003_L_lung (.mat/.raw/.stl)

6. AR_003_L_muscle (.mat/.raw/.stl)

7. AR_003_L_h_aln (.mat/.raw/.stl)

8. AR_003_L_m_aln (.mat/.raw/.stl)

9. AR_003_L_label_map (.mat/.raw)

10. AR_003_L_weight_map (.mat/.raw)

• Grid Size: 169× 325× 111 (Axial × Coronal × Sagittal)

• Voxel Size: 1.0764× 1.0764× 1 mm3 (Axial × Coronal × Sagittal)

• Number of Healthy Lymph Nodes: 1

• Number of Metastasised Lymph Nodes: 1 Matted

D.3.1 Volume Ratios

(a) (b)

Figure D.6: Ratio between the volume of each tissue type and the total volume of: (a) the whole model and (b)
restricted to the axillary region of AR_003. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.
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APPENDIX D. MODEL AR_003

Figure D.7: Ratio between the volume of each ALN and the total volume of ALNs. H means Healthy and M means
Metastasised.

D.3.2 Dielectric Properties

(a) (b)

Figure D.8: Average (a) relative permittivity and (b) effective conductivity of each tissue type at 5 GHz considering
MRI-intensity-based dielectric properties map. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.
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E Model AR_004

This appendix shows the details of the axillary region models AR_004 developed using

the methodology presented in Chapter 4.

E.1 Patient Details

• Body Mass Index: 26

• Age: 79

• Approximate Skin Thickness: 3 mm

E.2 Right Axillary Region Model
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APPENDIX E. MODEL AR_004

(a) (b)

(c) (d) (e)

Figure E.1: Right axillary region model of AR_004 in: (a) 3D with all tissues, (b) 3D without skin nor adipose tissue,
(c) axial, (d) coronal, and (e) sagittal planes. Blue represents the skin, green represents the adipose tissue, purple
represents the muscle and fibroglandular tissue, black represents the lung cavity, yellow represents the healthy
ALNs and red represents the metastasised ALNs.

• Available Files:

1. AR_004_R_skin (.mat/.raw/.stl)

2. AR_004_R_skin_filled (.stl)

3. AR_004_R_adipose (.mat/.raw/.stl)

4. AR_004_R_adipose_filled (.stl)

5. AR_004_R_lung (.mat/.raw/.stl)

6. AR_004_R_muscle (.mat/.raw/.stl)

7. AR_004_R_h_aln (.mat/.raw/.stl)

8. AR_004_R_m_aln (.mat/.raw/.stl)

9. AR_004_R_label_map (.mat/.raw)

10. AR_004_R_weight_map (.mat/.raw)

• Grid Size: 213× 360× 144 (Axial × Coronal × Sagittal)

• Voxel Size: 0.9965× 0.9965× 1 mm3 (Axial × Coronal × Sagittal)

• Number of Healthy Lymph Nodes: 1

• Number of Metastasised Lymph Nodes: 2
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E.2. RIGHT AXILLARY REGION MODEL

E.2.1 Volume Ratios

(a) (b)

Figure E.2: Ratio between the volume of each tissue type and the total volume of: (a) the whole model and (b)
restricted to the axillary region of AR_004. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.

Figure E.3: Ratio between the volume of each ALN and the total volume of ALNs. H means Healthy and M means
Metastasised.
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APPENDIX E. MODEL AR_004

E.2.2 Dielectric Properties

(a) (b)

Figure E.4: Average (a) relative permittivity and (b) effective conductivity of each tissue type at 5 GHz considering
MRI-intensity-based dielectric properties map. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.
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E.3. LEFT AXILLARY REGION MODEL

E.3 Left Axillary Region Model

(a) (b)

(c) (d) (e)

Figure E.5: Left axillary region model of AR_004 in: (a) 3D with all tissues, (b) 3D without skin nor adipose tissue,
(c) axial, (d) coronal, and (e) sagittal planes. Blue represents the skin, green represents the adipose tissue, purple
represents the muscle and fibroglandular tissue, black represents the lung cavity, and yellow represents the healthy
ALNs.

• Available Files:

1. AR_004_L_skin (.mat/.raw/.stl)

2. AR_004_L_skin_filled (.stl)

3. AR_004_L_adipose (.mat/.raw/.stl)

4. AR_004_L_adipose_filled (.stl)

5. AR_004_L_lung (.mat/.raw/.stl)

6. AR_004_L_muscle (.mat/.raw/.stl)

7. AR_004_L_h_aln (.mat/.raw/.stl)

8. AR_004_L_label_map (.mat/.raw)

9. AR_004_L_weight_map (.mat/.raw)

• Grid Size: 213× 360× 154 (Axial × Coronal × Sagittal)

• Voxel Size: 0.9965× 0.9965× 1 mm3 (Axial × Coronal × Sagittal)

• Number of Healthy Lymph Nodes: 3

• Number of Metastasised Lymph Nodes: 0
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APPENDIX E. MODEL AR_004

E.3.1 Volume Ratios

(a) (b)

Figure E.6: Ratio between the volume of each tissue type and the total volume of: (a) the whole model and (b)
restricted to the axillary region of AR_004. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.

Figure E.7: Ratio between the volume of each ALN and the total volume of ALNs. H means Healthy.
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E.3. LEFT AXILLARY REGION MODEL

E.3.2 Dielectric Properties

(a) (b)

Figure E.8: Average (a) relative permittivity and (b) effective conductivity of each tissue type at 5 GHz considering
MRI-intensity-based dielectric properties map. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.
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F Model AR_005

This appendix shows the details of the axillary region models AR_005 developed using

the methodology presented in Chapter 4.

F.1 Patient Details

• Body Mass Index: 31

• Age: 67

• Approximate Skin Thickness: 3 mm

F.2 Right Axillary Region Model

273



APPENDIX F. MODEL AR_005

(a) (b)

(c) (d) (e)

Figure F.1: Right axillary region model of AR_005 in: (a) 3D with all tissues, (b) 3D without skin nor adipose tissue,
(c) axial, (d) coronal, and (e) sagittal planes. Blue represents the skin, green represents the adipose tissue, purple
represents the muscle and fibroglandular tissue, black represents the lung cavity, yellow represents the healthy
ALNs and red represents the metastasised ALNs.

• Available Files:

1. AR_005_R_skin (.mat/.raw/.stl)

2. AR_005_R_skin_filled (.stl)

3. AR_005_R_adipose (.mat/.raw/.stl)

4. AR_005_R_adipose_filled (.stl)

5. AR_005_R_lung (.mat/.raw/.stl)

6. AR_005_R_muscle (.mat/.raw/.stl)

7. AR_005_R_h_aln (.mat/.raw/.stl)

8. AR_005_R_m_aln (.mat/.raw/.stl)

9. AR_005_R_label_map (.mat/.raw)

10. AR_005_R_weight_map (.mat/.raw)

• Grid Size: 217× 443× 169 (Axial × Coronal × Sagittal)

• Voxel Size: 0.9965× 0.9965× 1 mm3 (Axial × Coronal × Sagittal)

• Number of Healthy Lymph Nodes: 1

• Number of Metastasised Lymph Nodes: 1
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F.2. RIGHT AXILLARY REGION MODEL

F.2.1 Volume Ratios

(a) (b)

Figure F.2: Ratio between the volume of each tissue type and the total volume of: (a) the whole model and (b)
restricted to the axillary region of AR_005. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.

Figure F.3: Ratio between the volume of each ALN and the total volume of ALNs. H means Healthy and M means
Metastasised.
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APPENDIX F. MODEL AR_005

F.2.2 Dielectric Properties

(a) (b)

Figure F.4: Average (a) relative permittivity and (b) effective conductivity of each tissue type at 5 GHz considering
MRI-intensity-based dielectric properties map. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.
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F.3. LEFT AXILLARY REGION MODEL

F.3 Left Axillary Region Model

(a) (b)

(c) (d) (e)

Figure F.5: Left axillary region model of AR_005 in: (a) 3D with all tissues, (b) 3D without skin nor adipose tissue,
(c) axial, (d) coronal, and (e) sagittal planes. Blue represents the skin, green represents the adipose tissue, purple
represents the muscle and fibroglandular tissue, black represents the lung cavity, and yellow represents the healthy
ALNs.

• Available Files:

1. AR_005_L_skin (.mat/.raw/.stl)

2. AR_005_L_skin_filled (.stl)

3. AR_005_L_adipose (.mat/.raw/.stl)

4. AR_005_L_adipose_filled (.stl)

5. AR_005_L_lung (.mat/.raw/.stl)

6. AR_005_L_muscle (.mat/.raw/.stl)

7. AR_005_L_h_aln (.mat/.raw/.stl)

8. AR_005_L_label_map (.mat/.raw)

9. AR_005_L_weight_map (.mat/.raw)

• Grid Size: 217× 443× 138 (Axial × Coronal × Sagittal)

• Voxel Size: 0.9965× 0.9965× 1 mm3 (Axial × Coronal × Sagittal)

• Number of Healthy Lymph Nodes: 2

• Number of Metastasised Lymph Nodes: 0
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APPENDIX F. MODEL AR_005

F.3.1 Volume Ratios

(a) (b)

Figure F.6: Ratio between the volume of each tissue type and the total volume of: (a) the whole model and (b)
restricted to the axillary region of AR_005. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.

Figure F.7: Ratio between the volume of each ALN and the total volume of ALNs. H means Healthy.
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F.3. LEFT AXILLARY REGION MODEL

F.3.2 Dielectric Properties

(a) (b)

Figure F.8: Average (a) relative permittivity and (b) effective conductivity of each tissue type at 5 GHz considering
MRI-intensity-based dielectric properties map. The asterisk (*) means that other tissue types may have been included
in the calculation, such as fibroglandular tissue. H means Healthy and M means Metastasised.
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G Axillary Lymph Nodes Models
Used for Machine Learning

This appendix shows images of all 60 Axillary Lymph Nodes (ALNs) models created for

simulation of the reflected microwave signals, which were then used for classification

between healthy and metastasised ALNs.
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APPENDIX G. AXILLARY LYMPH NODES MODELS USED FOR MACHINE

LEARNING

Figure G.1: Models of healthy ALNs in the xz and xy-planes of the setups reported in Chapter 6.
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Figure G.2: Models of metastasised ALNs in the xz and xy-planes of the setups reported in Chapter 6.
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