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Abstract

Scientific research progresses via model-building. Researchers attempt to build realistic models of
real-world phenomena, ranging from bacterial growth to galactic motion, and study these models
as a means of understanding these phenomena. However, making these models as realistic as
possible often involves fitting them to experimentally measured data.

Recent advances in experimental methods have allowed for the collection of large-scale datasets.
Simultaneously, advancements in computational capacity have allowed for more complex model-
building. The confluence of these two factors accounts for the rise of machine learning methods as
powerful tools, both for building models and fitting these models to large scale datasets.

In this thesis, we use a particular machine learning technique: generative adversarial networks
(GANs). GANs are a flexible and powerful tool, capable of fitting a wide variety of models. We
explore the properties of GANs that underpin this flexibility, and show how we can capitalize on
them in different scientific applications, beyond the image- and text-generating applications they
are well-known for.

Here we present three different applications of GANs. First, we show how GANs can be used
as generative models of neural spike trains, and how they are capable of capturing more features
of these spike trains compared to other approaches. We also show how this could enable insight
into how information about stimuli are encoded in the spike trains. Second, we demonstrate how
GANs can be used as density estimators for extending simulation-based Bayesian inference to high-
dimensional parameter spaces. In this form, we also show how GANs bridge Bayesian inference
methods and variational inference with autoencoders and use them to fit complex climate models to
data. Finally, we use GANs to infer synaptic plasticity rules for biological rate networks directly from
data. We then show how GANs be used to test the robustness of the inferred rules to differences in
data and network initialisation.

Overall, we repurpose GANs in new ways for a variety of scientific domains, and show that they
confer specific advantages over the state-of-the-art methods in each of these domains.
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Zusammenfassung

Die wissenschaftliche Forschung schreitet durch Reproduktion voran. Forscher versuchen, realistis-
che Modelle von realen Phänomenen zu erstellen, vom Bakterienwachstum bis zur galaktischen
Bewegung, und untersuchen diese Modelle, um diese Phänomene zu verstehen. Um diese Modelle
so realistisch wie möglich zu gestalten, müssen diese jedoch oft an experimentell gemessene Daten
angepasst werden.

Jüngste Fortschritte bei den experimentellen Methoden haben es ermöglicht, große Datensätze
zu sammeln. Gleichzeitig haben Fortschritte bei den Rechenkapazität eine komplexere Modell-
bildung ermöglicht. Das Zusammentreffen dieser beiden Faktoren hat dazu geführt, dass sich
Methoden des maschinellen Lernens zu leistungsfähigen Werkzeugen entwickelt haben, sowohl für
die Erstellung von Modellen als auch für die Anpassung dieser Modelle an große Datensätze.

In dieser Arbeit verwenden wir eine besondere Technik des maschinellen Lernens: generative ad-
versarische Netzwerke (GANs). GANs sind ein flexibles und leistungsstarkes Werkzeug, mit dem sich
eine Vielzahl von Modellen an Daten anpassen lässt. Wir untersuchen die Eigenschaften von GANs,
die diese Flexibilität untermauern, und zeigen, wie wir sie in verschiedenen wissenschaftlichen
Anwendungen nutzen können, die über die bekannten Bild- und Textgenerierungsanwendungen
hinausgehen.

Hier stellen wir drei verschiedene Anwendungen von GANs vor. Zunächst zeigen wir, wie GANs
als generative Modelle neuronaler Spike Trains verwendet werden können und wie sie im Vergle-
ich zu anderen Ansätzen in der Lage sind, viel mehr Merkmale dieser Spike Trains zu erfassen.
Wir zeigen auch, wie dies einen Einblick in die Art und Weise ermöglichen könnte, wie Infor-
mationen über Stimuli in den Spike Trains kodiert werden. Zweitens zeigen wir, wie GANs als
Dichteschätzer verwendet werden können, um simulationsbasierte Bayes’sche Schlussfolgerungen
auf hochdimensionale Parameterräume auszuweiten. In dieser Form zeigen wir auch, dass GANs
eine Brücke zwischen Bayes’schen Inferenzmethoden und Variationsinferenz mit Autoencodern
schlagen und sie zur Anpassung komplexer Klimamodelle an Daten verwenden. Schließlich ver-
wenden wir GANs, um synaptische Plastizitätsregeln für biologische Geschwindigkeitsnetzwerke
direkt aus Daten abzuleiten. Anschließend zeigen wir, wie GANs verwendet werden können, um die
Robustheit der abgeleiteten Regeln gegenüber Unterschieden in den Daten und der Initialisierung
des Netzwerks zu testen.

Insgesamt setzen wir GANs auf neue Art und Weise für eine Vielzahl von wissenschaftlichen
Bereichen ein und zeigen, dass sie in jedem dieser Bereiche spezifische Vorteile gegenüber den
modernsten Methoden bieten.
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Chapter 1

Introduction

Douglas Adams in the Hitchhikers’ Guide to the Galaxy said, “If you try and take a cat apart to
see how it works, the first thing you have on your hands is a non-working cat.” Despite that
accurate observation, scientists routinely try to take apart real-world systems to see how they work.
For example, scientists disrupt DNA transcription [78], interfere with insect and animal social
hierarchies [45, 161], build massive interferometers [62] and much more, to try and understand a
variety of natural phenomena. Perturbing the normal functioning of a system in the hopes of trying
to gather data about its behaviour is the established scientific method. However, gathering data
about these systems requires observing them under perturbation, and measuring various quantities
relevant to the perturbation we want to study. Sophisticated observation methods abound from
microscopy[138] to observe biological and physical processes at atomic and molecular length-scales
to long-term tracking devices for monitoring the behaviour of groups of animals [14], extra-solar
planet detection [183] and plate-tectonics [48].

However, observing systems under perturbation is not the only avenue of enquiry into real-
world systems: an alternative is model building. Constructing simplified mathematical models to
explain observed phenomena has long been a mainstay of science. These models are typically
set up to produce behaviour that resembles a real-world system, and contain tunable parameters
that effectively allow us to control how the model behaves. For example, a Newtonian model of
planets revolving around the sun generates orbital trajectories, and has parameters that include
the gravitational constant and the masses of the planet and the sun. The parameters of the model,
their relationship to each other and the outputs (or behaviour) of the model together constitute a
hypothesis about the mechanisms underlying real-world phenomena. Recent advances in computa-
tional power have allowed us to push the boundaries of modelling techniques beyond the regime
where only tractable and analytical models could be studied. Almost all scientific fields these days
rely on realistic models of natural phenomena as a means of understanding these phenomena.

While model building and observational methods independently provide plenty of scientific
insight, they are most useful when they each inform the other. To this end, we attempt to "fit" our
models to observed experimental data i.e. we use our experimental measurements to edify and
improve the models we build. In order to do this effectively, we construct models that can mimic the
experimental conditions under which we perturb the real-world system i.e. the model is explicitly
set up to include the aspects of the system that we perturb, and also to produce the same data we
observe. For example, the Hodgkin-Huxley model of the neuron generates cell membrane voltages,
which we can measure experimentally [66]. In the model, the cell membrane is also influenced
by input currents, which Hodgkin and Huxley used to experimentally elicit membrane voltage
changes in squid neurons. Models that replicate experimental conditions are effectively testable
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Introduction 8

hypotheses about natural phenomena: we can now compare the data that we get from perturbing
the model, to the data that we collect from perturbing the real system. Any similarity between
the two sets of data is evidence for the hypothesis embodied by the model. Furthermore, we can
tune the parameters of the model until it produces output that is identical to observed data under
some measure of similarity (or objective function) – this is model fitting. For example, Hodgkin
and Huxley fixed the parameters of their model (ion channel conductances and membrane time
constants) such that their model produced the exact changes in voltage traces with input currents
that they obtained experimentally. Finally, a fitted model can be further interrogated, either in ways
that natural systems cannot be, or to propose further experiments or hypothesis to gain scientific
insight – Hodgkin and Huxley hypothesized the existence of an ion channel with 4 protein subunits
from their model.

The natural world however, is influenced by factors that we may be unable to pinpoint, perturb
or measure e.g. it is hard to accurately predict how interacting prey-predator populations evolve
without taking into account the complex interactions between the prey or predator and other
animals and plants that make up their environment. More precisely, these factors cause our experi-
mental measurements to vary even when we do not perturb the system, or vary disproportionately
to a perturbation. This means that there is a need for more and more sophisticated models that cap-
ture, in addition to changes in the system under perturbation, the variability in these phenomena.
However, the endeavour to capture these additional factors of variability in the model also lead to
them being more complex, both to set up and to study. It also leads to greater difficulty in fitting
these models to data. Fitting these models to data is non-trivial, both due to the dimensionality of
the model parameters and the outputs as the models grow in complexity, as well as the difficulty
in defining an objective function to tune the model parameters (i.e. train the model) to capture all
of these desired features of variability.

In this thesis, we show how machine learning methods, and specifically, generative adversarial
networks [50, GANs] are effective in tackling the challenges presented by these models. GANs are
renowned for being able to generate realistic data – the goal of most model-building endeavours.
Furthermore, GANs are well-suited for generating realistic, high-dimensional data such as images
or video, and are capable of of encapsulating complex data-generating mechanisms. Finally, they
can be fit directly to observed data, without the need for a well-defined objective function. This
makes them applicable to a wide-range problems. We demonstrate how these properties can be
exploited when dealing with the challenge of fitting sophisticated, high-dimensional, stochastic
models to observed data.

We present some applications where complex and stochastic scientific models need to be set up
and fit to observed data. The first application concerns accurately reproducing neural population
spike trains, by capturing both signal-driven responses in neurons, as well as latent noise sources
that lead to variability in the responses. The second application deals with capturing how variabil-
ity in the parameter settings of a scientific model contributes to variability in its outputs, using
Bayesian inference. The third application involves inferring the mechanisms of weight changes in
plastic networks of neurons from observations of neural activity. All three applications deal with
complex models attempting to capture real-world phenomena, that incorporate stochasticity in
order to capture variability in the model outputs. All of these models are further complicated by
the dimensionality of the model parameters and outputs (e.g. climate models are high-dimensional
because of the spatial and temporal extent of the model parameters and inputs), the nature of
the model output (e.g neural population responses are binary-valued, which makes defining an
objective function based on variability in the responses difficult) and the necessity of defining an
objective function to fit these models (e.g. defining an objective over observed data that captures
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information about the underlying plasticity mechanism for the neural population). We show how
the flexibility of the GAN approach can be extended to tackle these challenges.

In the following chapters, we first introduce some relevant machine learning concepts (sec-
tion 2.1), and then present an overview of GANs (section 2.2). We then present our algorithm
using GANs for reproducing neural data (chapter 3), for Bayesian inference (chapter 4) and for
inferring plasticity rules from data (chapter 5). With these applications, we demonstrate how GANs
enable and extend our model-fitting capabilities, and how their use engenders scientific insight
into the domains outlined above.



Chapter 2

General Background

In this chapter, we provide an overview of some of the concepts that are relevant for the work
described in this thesis.

2.1 Overview of probabilistic machine learning concepts
Deep learning can be thought of as a set of tools for learning complex and flexible input-output
functions from data i.e. we learn a mapping f from inputs x to targets y: y = f(x). These functions
are implicitly represented by neural networks with parameters ϕ: y = fϕ(x), that are learnt by
optimizing a performance measure for this function f i.e, an objective function or error function.
Some examples include mapping temperature to disease prevalence [28], images to classes [71,
88, 160], stimuli to neural activity [11, 110, 141]: machine learning is widely applicable precisely
due to this potentially infinite range of mappings that neural networks are capable of representing.

When all quantities of interest (x, y) are considered random variables: i.e. the outcome of
random events, learning mappings between x and y is probabilistic machine learning. In this case,
the neural networks are statistical models of a stochastic process that predict y from x. While
deterministic models are useful when we wish to reproduce y from x in precise detail, in most
real-world applications we interested in capturing some global features of the relationship between
x and y, rather than strictly reproducing y from x. Moreover, real-world observations of x and
y, which we use to train our models, are always noisy. Thus, we would also need to represent
the uncertainty in the mapping y = fϕ(x) due to this noise. In these cases, probabilistic machine
learning is advantageous. Generative adversarial networks[50, Generative Adversarial Networks
(GANs)], the workhorse of this thesis, are an example of a probabilistic machine learning approach.

2.1.1 Generative models

In this thesis, we deal almost exclusively with generative models of data. We use "generative" in
the sense that the models we deal with produce some target data y given labels or inputs x, rather
than inferring labels x given data y. While this distinction is rather blurry and depends strongly on
our definition of label and target, it is nevertheless useful, since the variables we are interested in
for the problems considered in this thesis are generated by the model, rather than input to them.

10



General Background 11

2.1.2 Supervised models

In supervised learning, we can define an objective function L that measures the discrepancy
between the outputs of the function or neural network ŷ and the groundtruth targets y i.e. L(ŷ, y),
in closed form. This error function is a notion of "distance" between the outputs of the network
ŷ and the targets y that we want it to produce. We use this objective function to update the
parameters of the network, such that the L(ŷ, y) is minimized i.e., we compute the gradient of the
objective function with respect to the parameters ∇ϕL(ŷ, y), and use it to update the parameters
ϕ:

ŷ = fϕ(x)

ϕ←− ϕ−∇ϕL(ŷ, y)
ϕ∗ = min

ϕ
L(ŷ, y)

Classification, regression and risk minimization [20] are all examples of supervised learning prob-
lems.

Maximum likelihood estimation

Since in probabilistic machine learning, x and y are random variables, we can define a likelihood
distribution p(y|x) i.e. the conditional distribution of targets y, given inputs x. If we think of the
mapping y = f(x) as representing the likelihood, then the neural network mapping ŷ = fϕ(x)
represents an approximation to the likelihood qϕ(y|x). Maximum Likelihood Estimation (MLE)
allows us to learn the parameters ϕ, such that the ground-truth data y has the highest probability
given in put x, under qϕ(y|x). Thus, MLE is a special case of supervised learning, where the loss
function is the negative log likelihood of the outputs y given the inputs qϕ(y|x) under the model
defined by the neural network fϕ. In other words:

ŷ ∼ p(ŷ|fϕ(x)) = qϕ(ŷ|x)
ϕ∗ = min

ϕ
− log qϕ(y|x)

= max
ϕ

log qϕ(y|x) (2.1)

Linear regression can be recast as an MLE problem, in which the network outputs are Gaussian
distributed i.e y ∼ N (fϕ(x), 1), and logistic regression is a form of MLE in which the network
outputs are Bernoulli random variables (y ∼ Bernoulli(fϕ(x)).

Latent variable models

Latent variable models incorporate latent variables into the statistical model approximating the
likelihood of the targets given the inputs, in order to capture correlations in the data that are not
driven by the inputs. This nescessitates incorporating additional random variables r ∼ p(r) into
the model, and integrating over them to obtain the likelihood:

ŷ = gϕ(x, z, r), r ∼ p(r)
=⇒ ŷ ∼ qϕ(ŷ|x, r)

qϕ(ŷ|x) =
∫
qϕ(ŷ|x, r) p(r) dr (2.2)
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Computing this integral is non-trivial, since the product of the distributions qϕ(ŷ|x, r) and p(r) can
be computed in closed-form, only when the two are conjugate distributions [124].

Factor analysis [61] circumvents computing this integral by assuming that the variability due
to these latents indicates structure in a manifold that has fewer dimensions than the data. These
methods attempt to capture this manifold using dimensionality reduction methods such as principal
component analysis [137, PCA] and independent component analysis [73, ICA].

Latent dynamical systems analysis[105, 130, 193] also learns the low-dimensional manifold
from data and relies on MLE for learning the model parameters. These methods assume that
the reduced-dimension latents vary over time, and capture the dynamics using either Gaussian
Processes [149, GPs] or flow equations:

ŷt =gϕ(xt, zt) + Crt (2.3)

rt =fθ(rt−1) + ϵ, ϵ ∼ p(ϵ) (2.4)

Note that these models typically assume Markov dynamics [46]: i.e. the activity yt is directly
influenced only by rt and not by latents from previous timesteps. This makes fitting the parameters
ϕ, θ and C using MLE – which requires computing the integral in Equation 2.2 – easier. These
models achieve this using a techinique called expectation-maximisation [36, EM]: EM alternates
between two steps. In the expectation step, the integral over the latents in Equation 2.2 is computed
by calculating the expectation of the log likelihood over the latents: i.e. given Equation 2.4 =⇒
rt ∼ qθ(rt) = p(r0)

∏t−1
t′=0 qθ(rt′+1|rt′):

L(ϕ, θ, C) =
∑

t

Ert∼qθ(rt) log qϕ(yt|xt, zt, rt, C) (2.5)

Note that this expectation is a Monte Carlo approximation to the integral in Equation 2.2. In the
maximisation step, the log likelihood L(ϕ, θ, C) is maximised with respect to the the parameters
ϕ, θ, C.

2.1.3 Unsupervised models

In unsupervised learning, there are no well-defined x, y pairs to learn a mapping, or well-defined
loss between network outputs and targets, or both. Clustering, reinforcement learning and neural
density estimation [20] are all unsupervised learning problems.

2.1.4 Density estimation

Density estimation refers to a set of methods that attempt to approximate the probability density
of some observed data, given only samples from the dataset. These can be non-parametric i.e.,
building histograms or kernel density estimation [135, 153], or parametric i.e., variational inference
[21]. For the purposes of this thesis, we focus on variational inference.

Variational inference

Variational inference refers to a set of approaches that approximate the probability density over data
p(y), that are otherwise difficult to obtain in closed form. These approaches hypothesise a family
of density functions qϕ(y), learn the density qϕ∗(y) within this family, with the minimum "distance"
to the true density p(y). These are models that attempt to learn the distribution of the data, rather



General Background 13

than match individual samples. Thus, they typically, do not require labeled data – however, the
distinction between supervised methods and unsupervised variational inference becomes less clear
in the case of conditional densities p(y|x), where "labels" or inputs x are conditioning variables for
the densities.

Variational autoencoders

Variational Autoencoders (VAEs)[84] represent a particular approach to variational inference,
which incorporates dimensionality reduction of the data to a latent manifold. VAEs consist of
an encoder, which stochastically maps data y to latents z — z ∼ qϕ(z|y), and a decoder network
which maps the latents z back into data y — y ∼ qθ(y|z). The objective is to capture the density of
the data p(y):

p(y) ≈
∫
qθ(y|z)qϕ(z) dz (2.6)

by maximizing log p(y). Since qϕ(z) =
∫
qϕ(z|y)p(y) dy is hard to compute, we instead maximize a

lower bound to log p(y):

log p(y) ≈ log

∫
q(y, z) dz

= logEqϕ(z)
q(y, z)

qϕ(z)

>Eqϕ(z) log
q(y, z)

qϕ(z)

=−DKL(qϕ(z) || q(y, z)) (2.7)

This Kullback-Leibler divergence is called the evidence lower bound, and thus, the approach is called
Evidence Lower Bound Optimization (ELBO). Note that when we wish to model data distributions
for inputs x, all densities involved become conditioned on x i.e q(·|x).

GANs also perform variational inference, and can be used to approximate densities. They are
also trained in an unsupervised manner. We expand more on GANs, and their use as generative
models, in the following section.

2.2 Overview of generative adversarial networks
GANs have become the machine learning approach of choice for learning powerful models in a
wide range of fields. GANs, like most machine learning approaches, are immensely flexible in that
they can be adapted for generating a wide variety of data. They are used in widely disparate
fields such as computer vision [125, 185, 189], medicine [12, 187, 199] and music [42]. Some
of the well-known GAN variants are image-generating GANs: StyleGAN [80], which generates
realistic images of people who never existed; Pix2Pix [74] and CycleGAN[200] which perform
image-to-image translation; StackGAN [198] which performs text-to-image translation; BigGAN
[25] which is the current state-of-the-art method for generating images from the ImageNet dataset
[37]. This extensive application of GANs is enabled by the fact that the method is unsupervised (i.e.
it does not require an explicit objective to optimize the parameters of the network)1, completely

1For more details on supervised versus unsupervised learning, see section 2.1



General Background 14

Figure 2.1: Generative adversarial networks. The generator takes latents z as input to generate outputs
ŷ. The discriminator classifies generated ŷ as fake, and targets y as real. The two networks are trained as
adversarially.

agnostic to the nature of the target data and therefore easily scalable with the dimensionality of
the data, and does not impose many restrictions on the architecture of networks used. This confers
advantages to the GAN approach that few other machine learning approaches share.

2.2.1 Formulation

In the original formulation [50], GANs consist of two networks: a generator gϕ and a discriminator
Dψ. The objective of GANs training is to obtain a generator that produces random variables ŷ
that match target samples y from a probability distribution p(y): in other words, the generator
implicitly represents a distribution qϕ(ŷ) that we want to match to p(y). The generator network
gϕ, parameterized by ϕ implicitly represents a distribution since it takes input noise z ∼ p(z) and
transforms it into the target data ŷ: ŷ = gϕ(z).

z ∼ p(z)
ŷ = gϕ(z)

}
ŷ ∼ qϕ(ŷ) (2.8)

The discriminator network Dψ, parameterized by ψ, is a classifier: it classifies data from the target
distribution y ∼ p(y) as "real" and generated data ŷ as "fake". The two networks are trained
adversarially: the generator is updated such that it fools the discriminator into classifying ŷ as
real, and the discriminator is trained to improve its classification accuracy. This is achieved using a
minimax objective:

min
ϕ

max
ψ
L(ϕ, ψ) = Ep(y) log Dψ(y) + Eqϕ(ŷ) log

(
1−Dψ(ŷ)

)
(2.9)

The first term is the expectation of the discriminator classifying y ∼ p(y) as real, and the second
term is the expectation that the discriminator classifies generated data ŷ ∼ qϕ(ŷ) Assuming that
the generator and discriminator architecture have the capacity to fit the data y, the two networks
will have converged to the Nash equilibrium [122], where the parameters of neither network ϕ, ψ
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can be updated without resulting in a non-optimal value of the objective function in Equation 2.9.
This is in contrast to most other machine learning methods, where the objective is to find the
parameters of the neural network that results in the most optimal value for the objective function.

Nevertheless, Goodfellow et al.(2014) [50] show in Proposition 1., that if the discriminator is
a perfect classifier then the corresponding generator minimizes the Jensen-Shannon Divergence
(JSD) between the generated and target data distributions: i.e.,

D∗
ψ(y) = max

ψ
L(ϕ, ψ) = max

ψ
Ep(y) log Dψ(y) + Eqϕ(ŷ) log

(
1−Dψ(ŷ)

)

=
p(y)

p(y) + qϕ(y)
(2.10)

=⇒ g∗ϕ = min
ϕ

Ep(y) log D∗
ψ(y) + Eqϕ(ŷ) log

(
1−D∗

ψ(ŷ)

)

= min
ϕ

Ep(y) log
p(y)

p(y) + qϕ(y)
+ Eqϕ(y) log

qϕ(y)

p(y) + qϕ(y)

= min
ϕ

JSD(p(y)||qϕ(y)) (2.11)

The JSD is an objective function that reaches its optimal value (i.e. 0), when qϕ(y) = p(y). Thus,
at the theoretical limit, the generator network implicitly represents the true data distribution p(y),
and forward passes through the generator are equivalent to sampling from p(y). Thus, GANs are
implicit density estimators.

Note that the generator transforms latents z deterministically into targets ŷ: hence, the choice
of latent distribution and dimensionality are unrestricted, contributing the flexibility of the GAN
framework. Furthermore, the discriminator as an implicit loss between the generated and target
data, thus allowing a lot of leeway in the choice and dimensionality of the target data – it would
otherwise be hard to define a good loss function between images or audio data for supervised
training. Finally, since the discriminator and generator are both trained only with samples y from
the distribution p(y), we do not need to be able to evaluate p(y) – this contributes to the flexibility
and the scalability of the GAN framework. Similarly, we also do not need to evaluate qϕ(ŷ) while
training the GAN, thus allowing for freedom in the choice of architecture for the two networks.
However, it is still possible to introduce inductive biases and domain knowledge via architecture
and hyperparameter tuning e.g. using convolutional networks or recurrent neural networks when
y is a time-series, or using Fourier-transforms of y when it has periodic structure.

2.2.2 Conditional generative adversarial networks

We have considered GANs that map noise z to targets y, implicity representing a distribution p(y).
This is equivalent to a distribution over images of cats, or all possible temperature values, or all
possible words in the English language. However, in many real world applications, we are interested
in distributions of target variables y, given a conditioning variable m i.e conditional distributions
p(y|m). This is equivalent to distributions over images of cats (y) of a particular breed (m), or the
distribution of temperature values during different seasons, or the distribution of English words
used in specific countries. GANs can be used as implicit density estimators of conditional densities
[113]: e.g. for generating images given line-drawings [74], images given text [150], audio given
text [40], etc. Practically, the generator and discriminator additionally take m as input (Figure 2.2),
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Figure 2.2: Conditional generative adversarial networks. Both the generator and the discriminator can
additionally be conditioned on variable m, to obtain a conditional distribution over the data p(y|m).

and theoretically the minmax objective function from Equation 2.9 is modified as follows:

min
ϕ

max
ψ
L(ϕ, ψ) = Ep(y) log Dψ(y;m) + Ep(z) log

(
1−Dψ

(
gϕ(z;m);m

))
(2.12)

Finally, the generator implicitly represents the conditional density p(y|m) at convergence. Condi-
tional GANs are as flexible as the vanilla formulation in terms of dataset and network architecture,
but do require labeled target data for training.

2.2.3 Challenges with GAN training

The flipside of the flexibility conferred by the GAN formulation, is enormous difficulty in training.
The fact that the loss landscape for the generator changes with every update to the discriminator,
makes the setup very sensitive to initial conditions and prone to mode collapse – where the
GAN simply reproduces a single or a subset of samples from the target distribution to fool the
discriminator. Moreover, the flexibility in architecture choice can also be an obstacle: an enormous
amount of hyperparameter tuning is required in order to achieve stable training and convergence
of the networks, and the corresponding computational cost is staggering. Myriad modifications
to the GAN formulation have been suggested to mitigate issues of mode collapse and training
stability, including changes to the minmax objective [6, 94, 108, 118], specific architecture choices
[144, 197], penalising discriminator updates [56, 114] and general rules of thumb for training [99,
156]. However, new GAN variants emerge everyday, and the wheel must be reinvented (or at least
existing solutions need to be mixed in different permutations and combinations) depending on the
application.

In the following chapters, we show that the flexibility and scalability of GANs in learning
conditional densities, and the fact that they require access to the target densities only via samples,
are advantages that can be leveraged for modelling a wide variety of data: from the activity of
neural populations to ocean depth profiles. We also demonstrate how the trained GANs can then
be used to gain scientific insight into these domains.



Chapter 3

Adversarial training of neural encoding models
on population spike trains

In this chapter, we provide some background and describe the contributions of the publication
Ramesh et. al (2019) [145].

3.1 Background: neural encoding models
Understanding how information about input stimuli are encoded in neural population activity is
an important problem in systems neuroscience. Populations of neurons spike in response to input
stimuli, and theories about how the responses are influenced by different features of the stimulus
abound – when expressed as statistical or dynamical systems models, they are collectively termed
neural encoding models.

Hypotheses for neural encoding models include (but are not limited to) rate coding [3, 136,
165], where the stimulus influences the responses of individual neurons averaged over time or
repeated stimulus presentations 1; temporal coding [59, 151, 171, 173] where the precise timing
of the spikes are thought to carry information about the stimulus; and phase coding [26, 81, 116]
where neurons spike at different phases of an oscillatory input. These theories address how infor-
mation about the stimulus is translated into spikes, and could potentially provide insight into how
the brain parses information about the external world. Furthermore, understanding how stimu-
lus features are encoded in neural activity is crucial for studying decision-making and behaviour
– this has ramifications for a wide range of fields including medicine, artificial intelligence, and
economics.

Sensory systems research typically investigates stimulus-response relationships. However, neu-
ral population activity is driven not just by an input stimulus, but also by latent processes that we
cannot observe. For example, the stimulus could increase the average number of spikes (i.e., the
mean firing rate) from two neurons independently (Figure 3.2). On the other hand, a latent process
(e.g., synaptic connections) could cause one neuron to fire in tandem with another, independent
of any input stimulus to the neurons. In both instances, the spike trains of the two neurons would
be positively correlated. When both these mechanisms are at play, neural population activity is
highly variable: a combination of stimulus-driven variability and stimulus-independent variability
(Figure 3.1). Understanding how neurons encode stimuli requires disentangling these sources of

1This average response is called the firing rate. It has no biological significance, since neurons communicate via
spikes, and not rates
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Figure 3.1: Neural encoding models for capturing signal and noise.

variability. Thus, in addition to stimulus-coding theories, sophisticated neural encoding models in-
clude hypotheses for latent processes driving neural activity: e.g., predictive coding [32, 44, 148],
feedback from downstream brain regions [10, 159], attention modulation [51, 70, 100, 170], and
adaptation [4, 18, 119, 180]. Testing these hypotheses can be hard in vivo, particularly when it
involves multiple repetitions of experiments, with many variations or perturbations to the input
stimulus, in order to tease apart the effect of stimuli and latent "noisy" processes.

3.1.1 Generative models of neural activity

Generative models for neural activity use hypotheses about stimulus and latent noise encoding
to map stimuli to neural responses. These models are trained to generate "realistic" spike trains
corresponding to input stimuli, by fitting them to experimentally measured spike trains from neural
populations presented with the same stimuli.

The ideal generative model would capture not just the signal-driven component of population
activity, but also the latent noise correlations that are independent of the stimulus (Figure 3.2).

Such generative models of neural activity can enable rapid hypothesis testing: having a model
that perfectly reproduces the neural activity in response to a given stimulus would allow us to
perform rapid in-silico experiments, and fine tune hypotheses that can then be tested experimentally.
Furthermore generative models might enable experiments that are impossible in vivo: for example,
with generative models that explicitly represent theories of latent noise processes influencing the
population activity, we might be able to probe how input stimuli perturb the shared latent noise
structure and connectivity between neurons.

3.1.2 Models for neural data

In this section, we discuss different formulations for generative models of neural population activity.
We focus our discussion on statistical models: i.e. models with parameters ϕ that assume population
spike trains y are samples from a distribution qϕ(y|x), where x denotes inputs to the neural
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Figure 3.2: Signal and noise-driven correlations between 2 neurons. (Left) The activity of two neurons can
be positively correlated only because their mean response (white) increases with increase in the amplitude
of input stimuli ((blue and orange)). (Right) Neural responses can additionally be correlated because of
latent noise processes unrelated to the stimulus.

population, and discuss their limitations. For a detailed description of statistical models, and related
machine learning concepts, see section 2.1.

Maximum likelihood estimation for neural data

Most state-of-the-art encoding models explicitly model only certain features of the population
activity: [9, 52, 110, 124, 177] all capture the relationship between stimulus and firing rate of the
neural population i.e. spike trains averaged across multiple presentations of the same stimulus.
These models are typically fit using maximum likelihood-based approaches: Given target spike
trains y, conditioned on stimuli x, and a stochastic generative model of the data ŷ = gϕ(x, z), z ∼
p(z) =⇒ ŷ ∼ qϕ(y|x), we learn the parameters ϕ of the generative model by maximizing the log
likelihood of the target data y under qϕ(y|x), as described in Equation 2.1. These methods are useful
and powerful, but typically only capture the mean and the variance of the population spike trains,
while ignoring other features of the population activity. This is because MLE is guaranteed to be
convex, and converge to a global optimum, only when the model assumes that the data distribution
belongs to the exponential family, and ϕ parameterizes specific moments of the distribution [124].
MLE does not allow for modelling latent processes that contribute to noise correlations between
neurons.

Latent variable models

Latent variable models [105, 193] endeavour to capture mean firing rate, pairwise correlations as
well as higher order correlations in population activity, by explicitly incorporating a latent noise
process into the generative model.This requires computing an integral over the latent variable r
(Equation 2.2). Latent variable models, nevertheless approximate this integral to perform MLE for
generative models with latent dynamics. We here focus on two examples: one using factor analysis,
and one using a latent dynamical system.
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Yu et al. (2008) [193] use factor analysis to learn a low-dimensional (i.e., latent) representation
r of the population activity y, and a Gaussian process[149] to approximate correlations between
the latents r across time. Under this model, the assumption is that the neural population activity has
low-dimensional dynamics and the spikes at each time point are instantaneous high-dimensional
projections (parametrized by C, with bias d) of the latent variables:

yt = Crt + d+ ϵ, ϵ ∼ N (0,Σ) (3.1)

Note that Yu et al. (2008) [193] use a square-root transform of the spike counts in order to
approximate the distribution of spikes as a Gaussian distribution as in Equation 3.1. They assume
the latents at each time point are correlated via a Gaussian process with a square-exponential
kernel K(t, t′) = σ exp(− 1

τ (t− t′)2):

r1···T ∼ N (0,K) (3.2)

Macke et al. (2011) [105] go one step further and also learn the distribution of the latents, rather
than approximating it with a Gaussian process. They model a linear dynamical system for time-
varying latents rt with autoregressive weights A and bias b

rt+1 = Art + b+ ϵ, ϵ ∼ N (0,Σ) (3.3)

Both models have well-defined likelihoods over yt (Gaussian for Yu et al. (2008) [193] and Poisson
for Macke et al. (2011) [105]), conditioned both on the inputs xt and the latents rt. The parameters
of these models are learnt using expectation-maximisation (EM).

While latent variable models in combination with EM allow us to train effective generative
models of neural data, capable of reproducing variability more accurately, they are computationally
expensive, do not scale well for longer (in time) spike trains, and are limited by the requirement
of having evaluable distributions for the latents and for the spiking data (e.g. Gaussian or Poisson
distribution) that are easy to integrate over.

Copula-based models

Macke et al. (2009) [104] use copula-based models for capturing instantaneous mean and pairwise
noise correlations of the neural population activity. This approach estimates a Gaussian distribution
with an instantaneous mean and covariance matrix, such that when samples from this distribution
are binarized, the resulting "spikes" have the same mean firing rate and pairwise correlations as
the target neural population data: Given a spike train y with mean firing rate µy and covariance
Σy, we define a Gaussian random variable z ∼ N (µz,Σz) such that

µiy =Φ(µiz)

Σiiy =Φ(µiz)Φ(−µiz)
Σijy =Φ2(µ

i
z, µ

j
z,Σ

ij
z )− Φ(µiz)Φ(µ

i
z)

where i and j index the neurons in the population, Φ denotes the univariate standard Gaussian
cumulative density function (CDF) and Φ2 denotes the bivariate Gaussian CDF. With this model,
when we sample N (µz,Σz) and binarize them i.e yi = 1 if zi > 0, we obtain spike trains with
mean µy and covariance Σy. Like latent variable models, this approach captures more statistics
of the population activity than the vanilla likelihood-based approach, and is capable of perfectly
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reproducing the pairwise correlational structure of neural activity. Its advantage over latent variable
models stems from the fact that it does not require any integration step: it solves a constrained
optimisation problem to estimate µx and Σx. However, it does not capture any other statistics of
the data, cannot generalise to test data and does not explicitly use any information about the input
x while generating spike trains.

Variational Autoencoders

The VAEs allows us to incorporate latent processes in modelling neural population activity via
the encoder, and generate spike trains using the decoder. Pandarinath et al. [130] employ VAEs to
capture spiking data, by using an encoder that represents a dynamical equation, similar to the latent
dynamical systems models. However, since the ELBO objective involves computing the DKL over
the joint distribution of the latents and the data, there is no explicit marginalisation step over the
latents z as with EM. However, since the latents are modelled by a dynamical system, computing
the product (or sum, in log space) of the latent distribution per timestep is still a requirement.

In general, this is a more robust approach than supervised or copula models for modelling
neural population dynamics. However, since the ELBO computation requires evaluable densities, it
severely limits the space of possible latent distributions, or the architecture of the encoder network.

We now show that GANs can be used as a generative model of neural data, while eliminating
many of the problems that we outlined with likelihood-based, latent variable, copula-based and
variational autoencoder models.

3.2 Generative adversarial networks as neural encoding models
GANs are also capable of matching the density of observed samples via the generator network.
Since they take latent noise variables as input in addition to conditioning variables, they are
capable of capturing higher order correlations in data unlike MLE-based models. They can be set
up to use information from inputs to the neural population via conditioning unlike the copula
models. Finally, training them does not require integration over latent densities like the latent
variable models. These advantages translate into greater flexibility in the choice of architecture,
dimensionality and complexity of inputs and latent variables when modelling neural activity using
GANs.

Although they come with their own pitfalls (section 2.2 for details), there exist several GANs-
based generative models for neural data: e.g. Arakaki et al. [5] train GANs as rate models of neural
population data, Molano-Mazon et al. [115] train GANs for spontaneous neural population spike
trains. However, generating spiking data and capturing higher order correlations along with the
stimulus-driven mean and variance of the population activity, is non-trivial. This would require
directly matching binary spike trains from the generator to measured spike trains. If the generator
is to produce spike trains , then it must incorporate a step function in its hidden layers. However,
the step function would make it impossible to backpropagate gradients through the generator, and
thus prohibit training for the GANs.

We would thus need solutions for backpropagating gradients through the generator network in
order to train them: we would need surrogate gradient methods.
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3.2.1 Surrogate gradients

Surrogate gradient methods are widely used for backpropagating gradients in spiking neural net-
works [123], for applications in natural language processing [89] where data can also be discrete,
and optimisation for black-box models [53]. In general, surrogate gradient approaches aim to
replace the intractable step in the forward pass (while generating data) or backward pass (while
calculating gradients) with a tractable function.

Bengio et al. [16] use "straight-through" gradient estimation, where the gradient before the
threshold function in the backward pass is carried through to the units after the threshold function,
as if the threshold were the identity function. This works well, but leads to biased gradients.
Neftci et al.[123], Maddison et al. [106] and Kusner et al. [89] all replace the threshold function
with a smooth function, (e.g., sigmoid σ(·) = 1

1+exp(−·)) that closely approximates the threshold
function, but produces continuous-valued outputs. This is known as concrete relaxation, and it also
works well for computing gradients for generators of discrete data: Molano-Mazon et al. [115] use
precisely this method to train a GAN for generating spontaneous spiking activity. However, this
method also leads to biased outputs – the concrete relaxation tends to shift the mean firing rate of
the neurons, because it allows for non-binary values of "spikes" to count towards the firing rate.

Another approach is to use the log-derivative trick [186]: if the loss is computed as an expecta-
tion of some function f over the data y, then the loss gradient can be expressed as an expectation
over the derivative of the data distribution qϕ(y), without having to compute the derivative of the
function f . Given a loss function L(ϕ) = Ey∼qϕ(y)f(y) for the parameters of the generative model
ϕ, and assuming that the model outputs y are discrete random variables i.e y ∼ qϕ(y), we compute
the gradients as follows:

∂

∂ϕ
L(ϕ) =Ey∼qϕ(y)

[
f(y)

∂

∂ϕ
log qϕ(y)

]
(3.4)

This method produces gradients that are unbiased, but with high variance. We can however mitigate
the variance in gradients by using control variates [92]: terms added to the loss function, such that
the gradients have the same mean as in Equation 3.4, but with lower variance. One option is to
use a constant (with respect to ϕ): L′(ϕ) = f(y) − c,∋ c = min

c
Var( ∂∂ϕL(ϕ)). Another approach,

REBAR [178] computes the control variate by using concrete-relaxed estimates of the data y:

∂

∂ϕ
L(ϕ) =Ey∼qϕ(y)

[(
f(y)− ηf(yrelax|yg)

) ∂

∂ϕ
log qϕ(yg)

]

+ η
∂

∂ϕ
Eyrelax∼qϕ(yrelax)[f(yrelax)] (3.5)

This approach provides lower variance gradients compared to the log-derivative trick, but is more
computationally expensive.

In Ramesh et al. (2019) [145], we motivate the use of GANs as neural encoding models. We
then compare the merits of different surrogate gradient estimation methods, specifically concrete
relaxation, the log derivate trick and REBAR, to train GANs for generating spike trains. We show
how GANs outperform some of the methods we described in this chapter, by capturing more
statistics of spike trains while also providing more flexibility as neural encoding models. Thus, they
potentially expand the scope for neuroscientific insight from generative models of spike trains.



Adversarial training of neural encoding models on population spike trains 23

3.3 Publication: Adversarial training of neural encoding models on
population spike trains
This paper was accepted for a talk at the workshop "Real Neurons & Hidden Units" at the 33rd
Conference on Neural Information Processing Systems in 2019, and was published in the conference
proceedings.

Neural population activity exhibits variability both due to external stimuli and due to unob-
served latent noise factors (Figure 3.1). Generative models for reproducing neural data typically
focus on capturing only the stimulus-driven component [9, 110, 141], or on some aspects of the
latent noise-driven component such as pairwise correlations [104, 130]. Accurate generative mod-
els of neural data are important for studying the effect of stimulus features on neural activity, and
would potentially speed up experiments and hypothesis testing for the factors that drive neurons’
behaviour. However, the discrete nature of the spikes in neural population activity makes setting
up and training generative models of this activity, while capturing all aspects of its variability,
non-trivial. This is further compounded by the dimensionality of the data: it becomes harder and
more computationally expensive to capture all statistics of the population activity with increasing
number of neurons in the population, or the time for which the activity is recorded.

Generative adversarial networks (GANs) are good generative models for data of arbitrarily high
dimensionality, such as images [74, 79] or audio [42]. They are capable of learning the distribution
of a given dataset p(y), based only on samples y from this distribution. This makes them the
optimal tool for reproducing neural data. Arakaki et al.[5] and Molano-Mazon et al. [115] attempt
to reproduce firing rates and spontaneous spiking activity respectively using GANs. However, in
order to have a generative model to study stimulus effects on population activity, one would have
to train a GAN to reproduce spikes given an input stimulus.

We propose to do this using conditional GANs (Figure 3.3). We use a generative network gϕ
that takes both the stimulus x and latent noise z ∼ p(z) as input, and produces binary-valued
spikes:

y ∼ Bernoulli
(
gϕ(z, x)

)
, z ∼ p(z) (3.6)

We use a discriminator Dψ conditioned on stimulus x, to differentiate between generated spikes
and groundtruth or experimentally measured spikes. We train the two networks adversarially with
a cross-entropy loss:

ϕ∗, ψ∗ = min
ϕ

max
ψ

Ep(y|x) logDψ(y|x) + Ep(y|gϕ(x,z)) log
(
1−Dψ(y|x)

)
(3.7)

The discrete nature of the spikes makes backpropagation of gradients impossible for the gener-
ator network gϕ parameters. We thus turn to surrogate gradient methods in order to calculate the
gradients for ϕ – for a detailed discussion of surrogate gradient methods, see section 3.2. We tried
3 different methods of gradient estimation: first, concrete relaxation [106]. Given the discrete step
function for obtaining Bernoulli random variables:

u ∼ U(0, 1)
y = H(u; 1− p)

}
⇒ y ∼ Bernoulli(p) (3.8)

(where U denotes the uniform distribution, and H(·;h) denotes a step-function, with threshold at
h), concrete relaxation replaces H with a smooth function i.e. sigmoid σ(·) = 1

1+exp(− 1
τ
·) , where τ
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Figure 3.3: Generative adversarial networks for reproducing neural population activity.

controls the steepness of the sigmoid slope i.e lim
τ−→0

σ(·) −→ H(·). However, concrete relaxation is

known to lead to biased outputs.
Thus, we also tried the log-derivative trick (also called the REINFORCE gradient estimator)

[186]. Given that we can write down the likelihood p(y|x, z) for a Bernoulli distribution in closed-
form, and the loss function for the generator assuming a fixed discriminator D′

ψ:

L(ϕ) = Ey∼p(y|gϕ(x,z)) log

(
1−D′

ψ(y|x)
)

=

∫
dy p(y|gϕ(x, z)) log

(
1−D′

ψ(y|x)
)
, (3.9)

we estimate the gradient for this loss function as follows:

d

dϕ
L ≈

∫
dy p(y|gϕ(x, z)) log

(
1−D′

ψ(y|x)
)

d

dϕ
log p(y|gϕ(x, z)). (3.10)

Finally, since the REINFORCE estimator is known to produce high-variance gradients, we also
tried REBAR [178], which uses REINFORCE to estimate gradients. In addition to this, it uses
concrete-relaxed spikes from the generator as control variates to reduce the variance of the REIN-
FORCE gradients. Given
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yrelax = σ(gϕ(x, z, u))

{
u ∼ U(0, 1)

yrelax = σ(gϕ(x, z) +
u

1−u)
(3.11)

f(y|x) = log

(
1−D′

ψ(y|x)
)
, (3.12)

the gradient is estimated as:

d

dϕ
L ≈ Ep(y|gϕ(x,z)), p(yrelax|y)

[(
f(y|x)− ηf(yrelax|x)

) d

dϕ
log p(y|gϕ(x, z))

]

+ η
d

dϕ
Ep(yrelax|gϕ(x,z))[f(yrelax|x)]. (3.13)

While training the GANs on simulated data from a Bernoulli distribution with three different
gradient estimators, we found that concrete relaxation did indeed lead to biased outputs. We also
showed that the bias stems from the mismatch between the binary-valued groundtruth activity, and
the continuous-valued outputs from the generator: when we changed the groundtruth data so that
it also consisted of continuous-valued "spikes", the bias in the outputs from the concrete-relaxed
generator disappeared. We also found that there was no real difference in the output or the ability
of the GANs to capture the statistics of the groundtruth data when using either REINFORCE or
REBAR.

We then trained the GANs to reproduce data recorded from the primary visual cortex of a
macaque [163], which was measured while the monkey watched a video. We showed that the GANs
(irrespective of training with REBAR or REINFORCE) perfectly reproduced target data statistics
including the mean, variance, pairwise correlations and the population spike histogram. This was
in contrast to a maximum-likelihood based model, that only captured the mean and variance, and
a copula-based model [104], which captured the mean, variance and the pairwise correlations (for
detailed information on maximum likelihood estimation and copula-based models, see section 3.1).
We also, found that the GANs and the maximum-likelihood model did not generalise to test data
i.e. they did not accurately reproduce neural activity for video frames that they did not have
access to during training. However, we found that artificially increasing the signal-to-noise-ratio
of the target data improved generalization, indicating that poor test performance on the original
data was due to insufficient information about the stimulus-driven component of the activity
in the recorded data. We also found that GANs were the only models of the three capable of
reproducing activity with heteroscedastic latent factors: i.e., the variance of the latent factors is
stimulus-dependent. Finally, we showed that the stimulus features that contribute to the GANs
capturing higher order correlations were completely different from the stimulus features that
drive the maximum-likelihood model’s estimate of the population activity. This indicates that
capturing all aspects of the neural population data might lead to different insights about the
system’s behaviour in response to input, compared to a more restricted model.

To summarize, we showed how GANs can be used as generative models of discrete neural
activity, using surrogate gradients. We demonstrated their capacity to capture more aspects of
the neural population variability than existing models, and the utility of fitting such models for
understanding stimulus-response relationships.
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Jakob H. Macke had the idea for using GANs and surrogate gradients for reproducing neu-
ral data. Mohamad Atayi implemented the code for using surrogate gradients on the simulated
Bernoulli data. I implemented code for applying GANs, maximum-likelihood estimation and copula-
based models to the macaque primary visual cortex data, and generated all results and figures for
the paper. Jakob H. Macke and I wrote the paper.

3.4 Summary
In this chapter, we have discussed the different models typically used for generating neural data.
We argued for the uses of good generative models of data. We also discussed how unsupervised
learning, and GANs in particular, may be used for generating realistic population activity, and how
we can use surrogate gradients to backpropagate gradients for spiking networks.

In the publication Ramesh et al. (2019) [145], we demonstrate how to construct GANs for gen-
erating population spike trains given an input stimulus, compute gradients for the GAN generator
using some of the surrogate gradient methods described above and the findings from training such
GANs.



Chapter 4

GATSBI: Generative Adversarial Training for
Simulation-Based Inference

In this chapter, we provide some background and describe the contributions of the publication
Ramesh et al. (2022) [147].

4.1 Background: Bayesian inference for scientific simulators
Various disciplines in science model study real-world phenomena by modeling them with reduced
representation: simulators. Simulators are typically amenable to hypothesis testing, and have pa-
rameters θ representing real-world conditions or experimentally measurable quantities e.g. channel
conductances in the Hodgkin-Huxley model of action potentials in neurons [66]; the gravitational
constant in Newtonian physics; rate constants in chemical kinetics reactions. The outputs of the
simulator x usually embody real-world observations such as neural population activity, planetary
orbits, or chemical compositions of mixed liquids. When these simulators are stochastic i.e., the
simulator incorporates noise to account for unobserved or latent processes influencing the real-
world phenomena they model, the corresponding outputs x can be thought of as draws from a
likelihood distribution, conditioned on the simulator parameters θ: x ∼ p(x|θ).

4.1.1 Simulation-based inference

Hypothesis testing with stochastic simulators involves asking which sets of interpretable param-
eters θ in the simulator could give rise to a particular observation xo. It also involves obtaining
uncertainty estimates due to noise in the simulator e.g., asking whether the same parameter set
could lead to vastly different observations, or if multiple parameters could give rise to the same
observation. Bayesian inference would allow us to pursue these questions, by obtaining a posterior
distribution over the parameters θ, given the observed data x i.e., p(θ|x). The posterior density
then gives us insight into how the parameters influence the outputs of the simulator, and thus
enables us to probe the simulator in ways that may not be possible without extensive perturbation
or ablation experiments on the simulator. It may also reveal dependencies between the simulator
parameters.

Given a prior π(θ) over the parameters that incorporates any domain knowledge about the
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simulator, and the likelihood of the simulator p(x|θ), Bayes’ Rule allows us to obtain the posterior:

p(θ|x) = p(x|θ) π(θ)∫
p(x|θ) π(θ) dθ (4.1)

The posterior is relatively easy to compute when we know the simulator likelihood. However, for
most simulators, particularly mechanistic ones, the likelihood is intractable – we cannot evaluate
it either because it is computationally expensive to calculate, or the internal computations of the
simulator are inaccessible. For such ’black-box’ simulators, the set of approaches that perform
Bayesian inference are collectively termed Simulation-Based Inference (SBI) [35], since these
methods use simulations or samples from running the simulator forward in lieu of the likelihood
p(x|θ).

4.1.2 Approximate Bayesian Computation

Classical methods for SBI are usually collectively termed Approximate Bayesian Computation (ABC)
[162]. ABC approaches typically work on the principle of rejection sampling [142, 169]. In ABC,
we sample x ∼ p(x|θ) via forward passes through the simulator for multiple θ ∼ π(θ), and accept
θs that produce xs sufficiently similar to xo (Figure 4.1). In other words, we accept θ ∼ π(θ) if
ρ(x, xo) < ϵ, where ρ is a similarity metric between the simulations x and observation xo, and ϵ is a
tolerance value. In the limit ϵ→ 0, the accepted θs are samples from the posterior p(θ|xo). However,
in practice, smaller ϵ would make the set of θs that lead to ρ(x, xo) < ϵ vanishingly small in the
prior domain, and require a large number of samples from the simulator to obtain a posterior.
However, larger ϵ values result in poorer approximations to the posterior. Thus there exists a
trade-off between accuracy and computational cost for inference with ABC approaches. Accurate
posterior estimation with ABC also becomes more problematic with increasing observation and
parameter dimension.

Different ABC methods attempt to reduce the accuracy-computation trade-off, and improve
efficiency of the rejection sampling approach described above [13, 23, 109, 176]. For example,
Beaumont et al. (2002) [13] sequentially improve the proposal distribution for sampling θ, starting
from the the prior π(θ), to converge to an accurate estimate of the posterior p(θ|xo). The sequential
approaches use ideas from sequential importance sampling [97, 174] and particle filtering [38].
However, inference in this setting does not amortize easily: the posterior approximated with this
approach is only valid for a particular observation xo. With every new observation, the procedure
needs to be repeated again to get a different posterior.

4.1.3 Neural density estimation

An alternative set of classical approaches that do not rely on rejection sampling are the "synthetic
likelihood" approaches. These methods attempt to approximate the intractable simulator likeli-
hood p(x|θ) using density estimation (Figure 4.2) e.g., assuming that the likelihood is Gaussian
[188], and estimating its mean and variance from simulations. These synthetic likelihoods are
then combined with standard ABC methods like Markov Chain Monte Carlo (MCMC) to obtain
posteriors. However, these methods also suffer from the curse of dimensionality and poor amorti-
zation e.g., we would need to perform MCMC anew for each new observation. Several problems
with the classical approaches are alleviated by a second set of methods: conditional neural density
estimation. These methods rely on neural networks to directly approximate either the likelihood or
posterior. Papamakarios et al. [133] and Lueckmann et al.[103] estimate the likelihood p(x|θ) and
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Figure 4.1: Approximate Bayesian Computation (ABC) approaches samples θ ∼ π(θ) and filter these samples
via a distance d metric defined on the observations to approximate sampling from the posterior p(θ|x).

Figure 4.2: Neural density estimation approaches train density estimators using samples θ, x ∼ π(θ)p(x|θ)
to get an approximation to the posterior qϕ(θ|x).

Hermans et al. [64], Izbicki et al. [75], Pham et al. [140] and Thomas et al. [172] all train ratios of
densities e.g. p(x|θ

′)
p(x|θ) . The trained networks can be used to obtain samples from the posterior using

MCMC sampling. Alternatively, many researchers [55, 101, 131, 143] train neural networks that
directly estimate the posterior p(θ|x), given a particular observation. These methods variously use
multi-layer perceptrons (MLP), mixtures of Gaussians, or normalizing flows [132] as the density
estimator, which is trained on θ, x pairs sampled from the prior π(θ) and p(x|θ). These methods
typically rely on the density estimators producing an evaluable posterior density [55, 103, 131],
or on MCMC sampling to obtain samples from the posterior. Of these methods, those training
density estimators to produce an evaluable posterior density can be used for amortized inference:
the density estimator needs to be trained only once, and can easily be evaluated multiple times to
obtain posteriors corresponding to different xos. The methods estimating likelihoods or ratios of
densities, on the other hand, require new MCMC-sampling chains for every observation xo, which
can become computationally expensive, particularly for high-dimensional parameters.
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4.1.4 Sequential inference with neural density estimators

Neural density estimation is optimized for amortized inference. However, for many problem settings
we are interested only in a posterior for a particular observation xo: e.g., we are interested only
in bursts of spikes from a neuron, or modeling planetary orbits in the aphelion phase. In these
cases, and also when the simulator is computationally expensive, fine-tuning the density estimator
to estimate posteriors for a particular observation is both scientifically more relevant and more
sample-efficient. These fine-tuning approaches for neural density estimators are collectively called
sequential inference.

In sequential inference, the density estimator is nudged to get better at approximating the
posterior only for a particular observation, by training it on θ, x ∼ π(θ)p(x|θ) pairs, such that the
simulator samples x are similar to xo. This is typically done by first training a rough approximation
to the full posterior qϕ(θ|x) ≈ p(θ|x), obtaining "proposal" θ samples from it by conditioning
on xo (θ′ ∼ qϕ(θ

′|xo)), simulating x′s from the simulator corresponding to θ′, and using (θ′, x′)
to continue training the density estimator. This means that we perform density estimation over
several "rounds", and at each round we refine the posterior estimate by training it on observations
x′ clustered around xo, and the parameters θ′ that generate them. Over multiple rounds of the
process, the density estimator would thus converge to p(θ|xo).

Neural density estimators for likelihoods and ratios of densities allow for sequential inference,
but always in conjunction with MCMC sampling, which can be computationally expensive and
challenging for high-dimensional parameter spaces. Neural density estimators of the posterior, on
the other hand, do not require MCMC sampling during sequential inference, and we focus the
discussion of sequential inference to these estimators.

With these posterior estimators, in successive rounds of sequential inference, we do not sample
θ′s from the prior π(θ), but instead sample from a proposal distribution π̃(θ′) that would in principle
lead to a more accurate estimate of the posterior p(θ|xo). Theoretically, the proposal distribution
could take any form, but we usually set it to an estimate of the posterior i.e., π̃(θ′) = qϕ(θ

′|xo).
However, with the proposal distribution, the density estimator no longer represents to true Bayesian
posterior p(θ|xo), but rather a proposal posterior:

p̃(θ′|x′) ∝ p(x|θ′)π̃(θ′). (4.2)

This nescessitates corrections to the learned density estimator to obtain the true posterior:

p̃(θ|x)
p(θ|x) ∝

p(x|θ)π̃(θ)
p(x|θ)π(θ)

=⇒ p(θ|x) ∝ p̃(θ|x)π(θ)
p̃(θ)

(4.3)

Papamakarios et al. [131] approximate posteriors as mixture of Gaussians, and have Gaussian or
uniform priors. Thus, they correct their learned proposal posteriors after training: this is relatively
easy since the ratio in Equation 4.3 works out to be the ratio of the variances proposal and
prior distribution. To enable the use of non-Gaussian priors, and non-Gaussian density estimators,
Lueckmann et al [103] use the ratio in Equation 4.3 to correct the density estimator during training,
by using the ratio as importance weights in the loss function:

ϕ∗ = min
ϕ

Ep̃(θ|x)
π(θ)

p̃(θ)
log qϕ(θ|x) (4.4)
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This loss allows qϕ(θ|x) to converge to the true posterior p(θ|x) rather than the proposal posterior
p̃(θ|x). Greenberg et al. [55] use the inverse ratio, also during training, to correct the density
estimator directly, rather than the loss i.e. with q̃ϕ(θ|x) = p̃(θ)

π(θ)qϕ(θ|x):

ϕ∗ = min
ϕ

Ep̃(θ|x) log q̃ϕ(θ|x) (4.5)

At convergence, this would also result in the density estimator approximating the true posterior
rather than the proposal posterior.

Thus, sequential inference allows for more accurate, sample efficient posterior density estima-
tion. However, they also require further algorithmic choices and hand-tuning.

4.1.5 Drawbacks of approximate Bayesian computation and synthetic likelihood
approaches

As discussed in the previous sections, classical ABC approaches rely on rejection sampling, and
typically involve a trade-off between inference accuracy and computational cost. The efficiency
of ABC methods with respect to this trade-off also suffers with increasing dimensionality of the
parameters and observations.

Synthetic likelihood approaches also have some drawbacks. Density estimation approaches
approximating the likelihood or a ratio of densities, rely on MCMC sampling, and thus, suffer
from the same curse of dimensionality as as the ABC approaches. Methods directly estimating the
posterior are not limited by MCMC sampling, but require density estimators that provide evaluable
approximations to the posterior in order to compute the loss function during training.

4.1.6 Variational autoencoders and simulation-based inference

VAEs (described in subsection 2.1.4) also perform inference over latents z (equivalent to parameters
θ in SBI). However, note that they are different from the density estimators described here in two
key aspects: first, they require a parametrized decoder pθ(x|z) whose parameters are also optimized
via ELBO in Equation 2.7. The equivalent quantity in the SBI setting would be the simulator which
is black-box and cannot be optimized. Second, even if we were to assume a decoder with fixed
parameters that we do not update, we train the VAEs encoder (or equivalently, the SBI posterior
density) with a reverse KL-divergence between the true and approximate posterior (Equation 2.7).
In the SBI setting, this would require evaluating the true posterior p(θ|x) under samples from the
approximate posterior qϕ(θ|x), which is also impossible due to the black-box simulator.

4.2 Generative adversarial networks in simulation-based inference
GANs and SBI are dissimilar in many respects, and solve different density estimation problems.
Nevertheless, several approaches leverage GANs for blackbox simulators: Kim et al. [82] and
Louppe et al.[98] learn optimal priors, by training a discriminator to differentiate between sim-
ulated and observed samples. Jethava et al. [76] use two sets of generators and discriminators
to simultaneously learn priors and summary statistics for the observations over which the prior
distribution is optimized. Parikh et al. [134] train a conditional GAN to solve ‘population of models’
problems; Britton et al. [24], Lawson et al. [91] and Adler et al.[2] use Wasserstein-GANs [6] to
solve Bayesian inverse problems in medical imaging.
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In Ramesh et al. (2022) [147], we elucidate the connection between GANs in their original
formulation and SBI, and show how GANs can be used as implicit posterior density estimators. We
also show how the GANs used in this way, solve a similar density estimation problem as VAEs, and
the advantages that this insight provides.

4.3 Publication – GATSBI: Generative Adversarial Training for Simu-
lation Based Inference
This paper was presented as a poster at the The Tenth International Conference on Learning
Representations in 2022 and published in the conference proceedings [147].

Scientific simulators for modeling real-world phenomena are common across many scientific
fields. These simulators typically have interpretable parameters θ, with values tuned so that the
model produces simulations x that are similar to experimental measurements xo. These simulators
are typically used to formulate hypotheses about the system they model. This endeavour, however,
requires estimates of model uncertainty over the parameters i.e., calculation of the posterior density
p(θ|x), which relies on some prior belief over parameters π(θ), and the likelihood of simulations
from the simulator p(x|θ) (Equation 4.1). However, for most simulators, the likelihood is intractable,
and accessible only via samples x from the simulator. The set of methods for obtaining Bayesian
posteriors for simulators using only simulated samples x is called simulation-based inference (SBI).

Existing approaches for SBI include Approximate Bayesian Computation (ABC)[58], which
typically involve a rejection sampling scheme from the prior θ ∼ π(θ), where θs are rejected
based on a distance metric computed on the corresponding observations from the likelihood:
d(x, xo), x ∼ p(x|θ). However, these approaches do not scale well with the dimensionality of θ
or x. There has been some work to develop ABC methods for high-dimensional parameter spaces,
although under the assumption of Gaussian likelihood [127], or low-dimensional summary statistics
[87, 152].

Another set of approaches is neural density estimation, where machine learning approaches
are used to approximate either the likelihood [101, 133], the posterior [55, 103, 131] or ratios
of densities that can be used for MCMC sampling from the posterior[41, 64]. These approaches
typically train mixture density networks [19], Gaussian Processes [149] or flows [132]. However,
these methods either rely on having evaluable estimates of the posterior density, or MCMC sampling
from an evaluable density to get posterior samples. Both of these requirements do not scale with
the dimensionality of the data.

While GANs share many ostensible similarities with SBI e.g. an intractable generative model of
data that does not have a tractable density, we show that the two approaches are very different. As
in SBI, GANs also only have access to the target density via samples, and solve a density estimation
problem without a well-defined a loss function. However, GANs and SBI are dissimilar in several
ways. First, GANs training is predicated on the generator being differentiable, unlike the simulator
in SBI, which is assumed to be black-box in the most general formulation. Second, the latent
variable inputs to GANs are always user-determined and therefore, almost always evaluable, unlike
the latent noise in the SBI simulator contributing to its stochasticity. Finally, the parameters of the
GANs are learnt as point estimates i.e., there is no explicit notion of a prior density or variability over
parameters, unlike SBI in which the goals is to estimate a density over the parameters. However,
GANs excel at density estimation in high-dimensional spaces, and thus could be leveraged to extend
existing the range of possible applications for SBI. To that end, we introduce Generative Adversarial
Training for Simulation-Based Inference (GATSBI). It is a GANs-based neural density estimation
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approach for SBI. Assuming we have (θ, x) ∼ π(θ)p(x|θ), GATSBI consists of a generator network

Figure 4.3: Generative adversarial training for simulation-based inference.

fϕ that takes latents z ∼ p(z) and x as inputs and generates θ – we thus implicitly sample from an
approximate posterior qϕ(θ|x) with a forward pass through the generator (Figure 4.3):

z ∼ p(z)
θ = fϕ(z, x)

}
⇒ θ ∼ qϕ(θ|x). (4.6)

The discriminator network Dψ differentiates between θ ∼ π(θ) and θ ∼ qϕ(θ|x), conditioned
on the corresponding simulations x. We show (in Proposition 1) that when the generator and
discriminator are trained adversarially using the cross entropy loss:

ϕ∗, ψ∗ = min
ϕ

max
ψ

Eπ(θ)p(x|θ) logDψ(θ|x) + Eqϕ(θ|x)p(x) log
(
1−Dψ(θ|x)

)
, (4.7)

the generator converges to the the true posterior p(θ|x), by minimizing the Jensen-Shannon Diver-
gence(JSD) JSD(p(θ|x)||qϕ(θ|x)), assuming an ideal discriminator.

We also show that GATSBI is an adversarial inference approach: it can be re-cast as a variational
auto-encoder (VAEs) with a fixed decoder, where the ratio of densities in the KL-divergence term of
the ELBO loss (Equation 2.7 are approximated with a discriminator. In Proposition 2, we show that
the GATSBI generator (which minimizes the JSD), also minimizes a reverse KL-divergence. This is
in contrast to existing neural density estimation approaches for SBI, which usually minimize the
forward KL-divergence. Thus, GATSBI is an SBI method that optimises the reverse KL-divergence,
rather than the forward KL-divergence, and can thus potentially capitalize on the attendant advan-
tages of one objective over the other e.g., mode-seeking versus mode-covering behaviour.

This insight into GATSBI’s training objective also allowed us to formulate a new method of
sequential inference, that takes advantage of the reverse KL objective. In sequential inference, we
attempt to correct our posterior estimate since we sample θs from a proposal prior π̃(θ), rather
than the true prior π(θ). Thus, our estimate converges to a proposal posterior p̃(θ|x) rather than
the true posterior p(θ|x). We can correct our estimate using importance weights π(θ)

π̃(θ) in the training
objective [103] for qϕ(θ|x) (Equation 4.4) or correcting the forward pass through the density
estimator using inverse importance weights [55] (Equation 4.5). Since GATSBI minimizes an
objective using samples from the generator (Equation 4.7), we can correct the latent distribution
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p(z) of the generator before the forward pass, such that it generates samples from an approximate
proposal posterior q̃ϕ(θ|x):

pt(z) = p(z) (ω(fϕ(z, x)|x))−1 (4.8)

ω(θ, x) =
π(θ)

π̃(θ)

p̃(x)

p(x)
(4.9)

=⇒ z ∼ pt(z)
θ = fϕ(z, x)

}
⇒ θ ∼ q̃ϕ(θ|x) (4.10)

=⇒ ϕ∗, ψ∗ = min
ϕ

max
ψ

Eπ̃(θ)p(x|θ) logDψ(θ|x) + Eq̃ϕ(θ|x)p̃(x) log
(
1−Dψ(θ|x)

)
(4.11)

This ensures that the generator converges to the true posterior p(θ|x). Note that this approach
follows a similar reasoning as in Che et al. (2020) [29] and Azadi et al. (2019) [7].

We demonstrate that GATSBI is competitive, but does not outperform state-of-the-art methods
on benchmark tasks [102]. We also show that GATSBI returns well-calibrated posteriors on par with
state-of-the-art SBI approaches on the shallow water model[8, 68]: a simulator that generates 100
(space)× 100 (time)-dimensional waves on the surface of a water body, given a 100-dimensional
depth profile as parameter. We also show that GATSBI outperforms state-of-the-art methods on a
784-dimensional noisy camera model which produces blurred images given high-resolution images
as inputs.

We briefly mention some work building on GATSBI: we tested GATSBI by applying it to a
large-scale climate model of the El-Niño Southern Oscillations (ENSO) – the periodic warming
and cooling of the central and eastern Pacific ocean. The model (called the Cane-Zebiak model)
[190, 195] simulates tri-monthly ocean currents and surface winds over a spatial grid spanning
the equatorial Pacific for a period of 20 years – the simulations are ∼ 2× 106-dimensional. We use
GATSBI to infer the initial conditions for the model (a 34-dimensional parameter space), a task that
is out of reach for most other SBI methods due to the dimensionality of the observations. There are
also some theoretical advances to GATSBI: Pacchiardi et al. (2022) [129] train a generative model
of the posterior density with a scoring rule [49] instead of an adversarial loss. They show that
the resulting networks perform comparably or better than GATSBI on the same tasks we describe
above, but with far less computational overhead.

To summarize, in Ramesh et al. (2022) [147], we establish a connection between GANs, SBI
and VAEs and clarify the similarities and differences of each of these machine learning tools. We
also propose new GAN-based method for SBI: GATSBI, and show how to extend it to perform se-
quential inference. Finally, we demonstrate GATSBI’s advantages over state-of-the-art SBI methods
in high-dimensional parameter spaces. We thus open up new avenues of research for SBI with
high-dimensional simulators, and enable new insights by clarifying its connections to VAEs and
GANs.

Author contributions

This publication is co-authored with Jan-Matthis Lueckmann, Jan F. Boelts, Àlvaro Tejero-Cantero,
David S. Greenberg, Pedro P. J. Gonçalves and Jakob H. Macke.

I developed the idea for the GAN approach and the sequential inference algorithm with help
from all co-authors, and implemented it. Jakob H. Macke had the idea for the connection to
variational inference and I implemented it. Jan-Matthis Lueckmann helped set up the benchmark
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tasks and generate results for the other SBI algorithms, and produced all the results figures in the
paper. Jan F. Boelts set up and executed the code for other SBI algorithms on the high-dimensional
tasks and produced the results. Àlvaro Tejero-Cantero provided feedback and helped develop the
mathematical proofs in this paper, and also made the illustration for GATSBI (Fig.1 of the paper).
David S. Greenberg provided the idea and guided implementation of GATSBI for the shallow water
model. Pedro P. J. Gonçalves and Jakob H. Macke provided feedback and guidance on developing
the story for the paper, as well as exploring potential high-dimensional applications for GATSBI. All
authors contributed to writing the paper.

4.4 Summary
We have discussed existing approaches for SBI and some of their drawbacks, including scalability
to high-dimensional data, and the reliance on evaluable densities. We have also described GANs
that have been applied to black-box simulator problems and how SBI is different from inference
in a VAEs. In Ramesh et al. (2022) [147], we showed how the deficiencies in SBI approaches are
filled in by our GAN approach, how it provides an insight into the connection between SBI and
VAEs, and how this connection can be leveraged to set up a new sequential inference algorithm.



Chapter 5

The first rule of synaptic plasticity: there is no
one rule

In this chapter, we provide background and describe the contributions in [146].

5.1 Background
An important challenge in neuroscience, is to understand the mechanisms underlying memory,
learning and adaptation. Our brains are plastic i.e., connections between neurons in the brain
are constantly updated [67, 139, 184], and this property is essential for survival in complex, ever-
changing environments. Changes in neuronal connectivity alter the way neuronal networks process
input stimuli (e.g. changes in the environment), and consequently, their output: this controls
downstream behaviour in response to the input stimuli.

One of the important mechanisms by which changes in neuronal network changes are thought
to be effected is synaptic plasticity. The junction between two neurons is known as a synapse.
Incoming spikes pass from one neuron to the other via molecular signalling through the synapse.
The synaptic strength or synaptic weight indicates the efficacy with which a signal is transferred
from one neuron to the other via the synapse. However, the synaptic weight can undergo long-term
or short-term modifications that are dependent on stimuli, brain state, experience, etc. In this way,
synaptic plasticity occurs throughout the brain in various forms and under myriad conditions.

We here focus on theoretical explanations of synaptic plasticity i.e., we abstract the molecular
mechanisms at the synapse into a single number representing the synaptic strength, and ask how
this number changes as a function of the activity of the neurons that it connects to, inputs to
these neurons, etc. Furthermore, theories for synaptic plasticity typically hypothesize a mathemat-
ical function describing how the synaptic strength changes as a function of the current synaptic
strength, neuronal activity and other variables [33, 47, 182]. These mathematical functions are
called synaptic update rules.

5.1.1 Theories for synaptic plasticity

Here, we briefly describe the prevalent theory for mechanisms of synaptic plasticity, based loosely
on the review by Magee and Grienberger [107].

The most influential theory of plasticity postulates that synaptic plasticity is correlational: neu-
rons that fire together cause the synapses that connect them to strengthen. This is called Hebbian
plasticity [63]. This kind of plasticity was discovered to be in operation in the hippocampus [22,
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93], where synchronous activation of two neurons (the pre- and post-synaptic neuron) selectively
strengthened the synapse connecting them. Furthermore, there is some evidence that this kind of
mechanism plays a role in the formation of associative memories [83, 111, 117, 121] and learning
from sensory stimuli [27, 111, 175, 192]. Some update rules that implement Hebbian plasticity
include changes in synaptic weights proportional to the correlation between the activity of pre- and
post-synaptic neurons [69, 126, 153] and spike-timing dependent plasticity [17, STDP] i.e. changes
in synaptic strength inversely proportional to the lag between pre- and post-synaptic spikes.

The rules described in the previous paragraph are all local: i.e. the update to synaptic weight
depends exclusive on the activity of the neurons connected by the synapse. However, there is
evidence that synaptic plasticity is modulated by more global factors e.g neurotransmitters such as
dopamine [60, 85, 128], or via predictive coding [157]. Correspondingly, there exist update rule
hypotheses that account for these effects e.g., Schultz et al. [158] describe plasticity as an error-
correction mechanism for reward-seeking behaviour, and Sutton and Barto [168] use "internal"
signals local to a synapse that are independent of the stimulus.

Neuromodulatory and correlational plasticity are mechanistic hypotheses for synaptic plasticity.
However, it is also possible to theorize plasticity from a functional perspective, as a target-driven
phenomenon: i.e., synaptic weights are changed with the goal of achieving a network state that
produces a certain activity pattern or behaviour. Plasticity can be driven by a target that enforces
specific activity patterns [167], encourages activity encoding stimulus information [155] or mini-
mizes an activity-based error signal [154]. While the biological plausibility of supervised plasticity
is a matter of debate [15], there is also some evidence that it occurs in networks of Purkenje cells
[86] or locally within the electro-sensory lobe of electric fish [120].

We have described some hypothesized mechanisms of plasticity (correlation-based, neuromodu-
latory) as well as functional explanations of plasticity (to establish sparse activity, encode memory).
While experimental studies provide qualitative support for theoretical mechanisms, and vice versa,
fitting models of synaptic plasticity to data is a relatively new endeavour. In the following section,
we discuss some approaches to learning the plasticity rule directly from data i.e. meta-learning
plasticity rules.

5.1.2 Meta-learning plasticity rules

Theoretical formulations for mechanisms of plasticity are usually hand-crafted by interpreting
experimental observations, but are not necessarily fit to experimental data. This approach provides
only one of many possible explanations of the plasticity mechanism, it does not eliminate other
hypotheses and thus, does not provide a robust or reliable understanding of synaptic plasticity.

As an alternative, recent approaches have attempted to replace hand-tuned rules with parametrized
plasticity rules, and fit the parameters such that simulated network behaviour matches experimental
data. We term this approach meta-learning: it allows for an algorithmic and systematic exploration
of the space of potential rules that could fit the data, while optimizing for the parameters of the
update rule.

For example, Lappalainen et al. [90] and Stepanyants et al. [166] algorithmically derive simpli-
fied analytical expressions based on network level quantities such as the firing rate, from detailed
models of plasticity. Jordan et al. [77] define plasticity rules as combinations of symbolic expres-
sions. They then use a genetic algorithm to find the correct combination of symbolic expressions
that maximize a reward function defined based on a network level behaviour. Metz et al. [112],
Tyulmankov et al. [179] and Lindsey et al. [95] all train their update rules to optimize an objective
function designed for a network solving a task, but parametrize the update rule with a multi-layer
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perceptron in the case of Metz et al. [112] or as a weighted combination of Hebbian rules in the
latter two articles. Finally, Confavreux et al. [34] learn coefficients of a polynomial expansion or
an MLP, while optimizing for network properties rather than task-solving behaviour.

The approaches we describe above all attempt to address the issue of finding robust mathemati-
cal formulations of the synaptic update rule directly from data. However, one major shortcoming of
these approaches is that the parametrization of the rule and objective functions used to train it are
derived based on the established theory in the field (subsection 5.1.1). Hence, they are subject to
many of the same pitfalls of hand-tuning as the non-algorithmic approach. In the next section, we
show how we can eliminate the need for hand-tuning by using GANs for meta-learning plasticity
rules. Moreover, using the GAN-based approach, we demonstrate that space of plausible synaptic
plasticity rules for observed data is sensitive both to the quality of the experimental data and the
parametrization of the update rule. We thus show that the previous approaches hypothesizing
singular update rules based on mechanisms or objective functions derived from interpretations of
limited experimental data, could lead to incomplete or even erroneous insight into the neuronal
system.

5.2 Publication: The first rule of synaptic plasticity: there is no one
rule
This work is under review at the Thirty-sixth Conference on Neural Information Processing Systems
2022 and available as a preprint, at the time of submission of this thesis.

Understanding synaptic plasticity is essential for the study of mechanisms underlying learning
and memory in the brain [1, 31]. However, measuring how synapses in the brain evolve with
time, and how they influence the behaviour of neuronal networks is difficult. Thus the de-facto
method for elucidating synaptic plasticity mechanisms and their role in shaping recordings from
the brain has been theory. Specifically, this means using theoretical models of synaptic plasticity as
hypotheses tested against observed data [33, 47, 54].

Theoretical models recast networks of neurons as the nodes of a graph, whose edges corre-
spond to the synapses. The strength of a synapse connecting two neurons is indicated by a "weight".
Synaptic mechanisms are captured by equations dictating how this weight changes with time, and
are termed plasticity rules. These equations are usually formulated from experimental observations
and biological plausibility arguments. However, with increasingly rich experimental data available
from large-scale recordings of populations of neurons across several brain regions, this approach
falls short of explaining all the observed variability in the data. Crucially, this theoretical approach
relies on a subjective interpretation of the data followed by hand-tuning for formulating hypothe-
ses. Furthermore, it provides only one possible explanation of the observed data – these models
typically involve a single update rule that generates desired network behaviour [96, 196]. With
this approach, there is no guarantee that if there were more data available, or if we perturbed the
observed quantities, that these hypothesized rules would still produce valid network behaviour.
In other words, these approaches provide nescessary but not sufficient explanations for synaptic
plasticity, which may not be robust.

A more reasonable approach would be to numerically explore the space of all possible rules
that could underlie observed data – i.e. "meta-learn" plasticity rules directly from the data, by
parametrizing the plasticity rules and fitting these parameters to data. With this approach, we
may take advantage of the wide range of data available as well as improvements in numerical
approaches, and leverage them effectively to study synaptic plasticity. The success of this approach
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requires that we have both a sufficiently flexible parametrization of the plasticity rules, as well as
an objective function (or loss function) capable of capturing the relevant information in the data
for meta-learning the rules.

There have been several approaches that focus on flexible rule parametrization for capturing
network behaviour [34, 77, 95, 112, 179]: all of which use hand-tuned loss functions derived
from hypotheses about the neuronal network to optimize the rule parameters. While this approach
is successful, it moves the problems of sufficiency and robustness from the formulation of the
plasticity rule in previous theoretical approaches, to the formulation of the loss function.

In Ramesh et. al 2022 [146], we propose to meta-learn both the update rule and the loss
function directly from data, by recasting the problem in the GANs framework. Specifically, we use
deep neural networks (DNNs) to parametrize the update rule as well as the loss function, and train
the two networks using an adversarial objective function. This simultaneously eliminates the need
to hand-craft either the update rule or the loss function, and instead enables us to meta-learn them
by comparing simulated data to observed data.

The GAN frameworks works as follows: we simulate data from a biological rate network of
N presynaptic neurons with activity xj , j = 1 . . . N , M postsynaptic neurons with activity yi, i =
1 . . .M , and synaptic weights ωij . The postsynaptic activity at (discretized) time t is updated as
follows:

yti =
∑

j

ωtijx
t
j (5.1)

The weights are updated using a plasticity rule parametrized by ϕ:

∆ωtij = hϕ(x
t
j , y

t
i , ω

t
ij) (5.2)

The rate network and the parametrized rule combined form the GAN generator, and a forward
pass through it produces postsynaptic activity trace for T timesteps y = {xtj}N,Ti=1,t=1, obtained
by alternatively updating the postsynaptic activity and synaptic weights using Equation 5.1 and
Equation 5.2.

We generate our target data y′ in the same manner, as for the generator, but replace the
parametrized update rule with a known rule i.e., Oja’s rule [126]:

∆ωtij = xtj ∗ yti − (yti)
2ωtij (5.3)

This is a Hebbian learning rule, with well-characterized effects on the postsynaptic activity: when
used to update the synaptic weights ωij of the feedforward rate network in Equation 5.1, it causes
ωij to converge to the first principal component PC1 of the presynaptic activity x = {xi}Ni=1 [126].
Concurrently, under Oja’s rule, the postsynaptic activity y converges to a projection of x onto its
first principal component.

In lieu of an objective function, we define a discriminator Dψ which takes as input y to classify
as fake, or y′ to classify as real. We train the parameters ϕ and ψ using the minimax loss:

ϕ∗, ψ∗ = min
ϕ

max
ψ

Ep(y′) logDψ(y
′) + Epϕ(y) log

(
1−Dψ(y)

)
. (5.4)

When the two networks are trained with this loss, they parameters ϕ would theoretically converge
to a parametrization of the rule that produces data from the biological rate network with the same
statistics as the data from Oja’s rule. Thus, we can meta-learn the parameters ϕ without having to
hand-tune the data features or the objective function relevant to the underlying groundtruth rule.
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We then hypothesize that multiple rules could generate the similar postsynaptic activity traces
as Oja’s rule. We show how it was possible to explore this space of possible rules using different
parametrizations of the update rule:

• Local MLP: the plasticity rule is parametrized by a 3-layer MLP, i.e., hϕ(·) = MLPϕ(ω
t
ij , x

t
j , y

t
i).

This MLP represents a local update, i.e., it transforms each xtj , y
t
i and ωtij in the same way,

independently of the indices i, j and t.

• Oja + local MLP: hϕ(·) = MLPϕ(ω
t
ij , x

t
j , y

t
i) + xtj ∗ yti − (yti)

2ωtij . This learning rule is "biased"
since, by construction, it is initialised close to the ground-truth solution and any non-zero
outputs of the MLP are perturbations to Oja’s rule.

• Semi-global MLP computes the synaptic weight update ∆ωtij for a single synapse. It takes into
account the mean presynaptic activity and the mean across the network synaptic weights at
the current time step, in addition to the local presynaptic activity xtj , synaptic weight ωtij and
postsynaptic activity yti : ∆ω

t
ij = hϕ(·) = MLPϕ(ω

t
ij , x

t
j , y

t
i ,

1
N

∑
j x

t
j ,

1
N

∑
j ωij).

• Global MLP takes into account all pre- and postsynaptic activities and synaptic weights:
∆ωij = hϕ(·) = MLPϕ({ωtij , xtj , yti}M,N

i=1,j=1).

We also show how different perturbations to the training data for the network contribute to
differences in the learned rules. For this, we generated groundtruth data with Oja’s rule, but made
changes to the linear network in Equation 5.1:

• We used M = 3 pre-synaptic neurons in the rate netowrk, and N = 1 postsynaptic neuron

• We used M = 39 pre-synaptic neurons and N = 1 postsynaptic neuron

• We used M = 3 pre-synaptic neurons in the rate network, and N = 1 postsynaptic neuron,
but introduced noise in the postsynaptic activity: yti =

∑
j ω

t
ijx

t
j + ϵ, ϵ ∼ N (0, 0.252)

We found that each of these differences in rule parametrization and training data led to different
learned rules, even though all rules produced postsynaptic activity traces with same statistics as
the groundtruth data with Oja’s rule. More importantly, we find that each of these perturbations,
particularly those to the training data result in rules that generalise to test data that is different
from the training data. This indicates that the learned rules do capture the dynamics that are
preserved across different datasets and parametrizations (namely, the same dynamics that Oja’s rule
produces). However, the plethora of rules we find also indicate that even in this simplified system,
Oja’s rule is not the only plasticity rule capable of producing the same activity dynamics – in other
words, the space of plasticity rules, at least in this setting, are degenerate and underconstrained by
postsynaptic activity traces alone.

Our results signal the need for a shift from thinking about plasticity mechanisms as individual
equations explaining observed data, to families or manifolds of rules producing the same activity
at the network level. Furthermore, this manifold may be influenced by our parametrization of the
functions, or the quality of the data on which they are trained: this indicates the requirement of
estimating uncertainty over these meta-learned rules, as well as characterizing properties conserved
across different learned rules. The GAN framework we propose has several advantages, beyond the
flexibility we outlined in previous paragraphs: first, the GANs capture the statistics of the observed
data, rather than matching individual generated and simulated traces. This could ensure that the
rules are not overfit to anomalies in the observed data due to changing attentional state of the
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animal or noise in the recording equipment (as indicated by our experiments with perturbing the
training data). Thus, in addition to the flexibility it confers, the GANs may also lead to rules that
are more robust to idiosyncrasies in data. Second, the GANs allow for conditioning variables, thus
allowing for learned rules to be dependent on context or experimental conditions under which
the data was recorded. Finally, the GAN approach for meta-learning plasticity rules shares many
similarities with neural ordinary differential equations [30], physics-informed GANs [191] and
unsupervised reinforcement learning [57]. Thus, we might be able to leverage techniques from all
these applications in order to improve our GANs framework.
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Conclusion

Generative adversarial networks are generally thought of as machine learning tools for generating
realistic data. They are capable of reproducing a wide variety of data types for many different
scientific applications. The flexibility and scalability of GANs stem both from the fact that their
training relies on on samples from the target dataset, and that there are no theoretical limitations
on the architecture of the networks in order for them to work in principle.

The most well-known GANs are generators of images [74, 79, 198], medical images [12, 187,
199], translators of text to audio [39], etc. However, in this thesis, we have explored their use
as estimators of arbitrarily complex densities – i.e., any target distribution that is structured and
high-dimensional. We have shown that GANs are useful tools for reproducing "realistic" data in
domains beyond image generation: in neuroscience and climate science. However, this flexibility
enables far more scientific insight than merely generating realistic data: it enables us to study the
underlying systems that generate this data in new ways.

For example, in the application for reproducing neural population activity, we showed that a
generative model that produces more realistic spike trains provides a different explanation of the
stimulus features that drive this activity, compared to models that only reproduce specific statistics
of the spike train. With GANs for simulation-based inference (SBI), we showed that in addition to
extending the scope of SBI to high-dimensional parameter spaces, GANs also reveal a connection
between SBI and variational auto-encoders (VAEs) that can be leveraged for new avenues of
sequential inference and SBI applications. With GANs for inferring plasticity mechanisms, we
showed how changes to data and model parametrization influence our understanding of plasticity.

However, training GANs to perform these tasks is notoriously hard – they are sensitive to initial
conditions, prone to mode collapse, and require an extensive amount of hyperparameter tuning to
converge. Moreover, they require a lot of computational expense and capacity, that scales with the
dimensionality of the data. While they are immensely flexible and the extent of their utility is yet to
be fully plumbed, it is worth asking whether the computational cost of using them is commensurate
with the insights and flexibility they provide. These problems also limit reproducibility and the
widespread use of computational approaches developed using GANs.

There are several lines of research to elucidate how GANs work, encompassing their conver-
gence properties [43, 164], how to reason about their behaviour under different data regimes[194]
and to make training them easier in practice [72, 156]. The combined results of these endeavours
could result in more usable GANs. There might also emerge other architectures such as denois-
ing diffusion models [65] or transformers [181], that are capable of the same kinds of flexibility,
without the associated computational or tuning costs.

In conclusion, it is clear that there is a lot of opportunity for research and applications of GANs
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that have yet to be discovered. This is a machine learning tool that can be leveraged for a variety of
problems and applications, that are quite different from the traditional computer vision or natural
language processing frameworks that they are renowned for – some of which we have elucidated
in this thesis. When used carefully, and in cases where the computational costs are offset by the
degree of scientific progress and insight they enable, GANs can be enormously useful.
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Abstract

Neural population responses to sensory stimuli can exhibit both nonlinear stimulus-
dependence and richly structured shared variability. Here, we show how adversarial
training can be used to optimize neural encoding models to capture both the
deterministic and stochastic components of neural population data. To account for
the discrete nature of neural spike trains, we use and compare gradient estimators
for adversarial optimization of neural encoding models. We illustrate our approach
on population recordings from primary visual cortex. We show that adding latent
noise-sources to a convolutional neural network yields a model which captures
both the stimulus-dependence and noise correlations of the population activity.

1 Introduction

Neural population activity contains both nonlinear stimulus-dependence and richly structured neural
variability. An important challenge for neural encoding models is to generate spike trains that match
the statistics of experimentally measured neural population spike trains. Such synthetic spike trains
can be used to explore limitations of a model, or as realistic inputs for simulation or stimulation
experiments. Most encoding models either focus on modelling the relationship between stimuli
and mean-firing rates e.g. [1–3], or on the statistics of correlated variability (‘noise correlations’),
e.g. [4–6]. They are typically fit with likelihood-based approaches (e.g. maximum likelihood
estimation MLE, or variational methods for latent variable models). While this approach is very
flexible and powerful, it has mostly been applied to simple models of variability (e.g. Gaussian
inputs). Furthermore, MLE-based models are not guaranteed to yield synthetic data that matches the
statistics of empirical data, particularly in the presence of latent variables.

Generative adversarial networks (GANs) [7] are an alternative to fitting the parameters of probabilistic
models. In adversarial training, the objective is to find parameters which match the statistics of
empirical data, using a pair of competing neural networks – a generator and discriminator. The
generator maps the distribution of some input random variable onto the empirical data distribution
to try and fool the discriminator. The discriminator attempts to classify input data as samples
from the true data distribution or from the generator. This approach has been used extensively
to produce realistic images [8] and for text generation [9]. Recently, Molano-Mazon et al. [10]
trained a generative model of spike trains, and Arakaki et al. [11], rate models of neural populations,
using GANs. However, to the best of our knowledge, adversarial training has not yet been used to
train spiking models which produce discrete outputs and which aim to capture both the stimulus-
dependence of firing rates and shared variability.
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We propose to use conditional GANs [12] for training neural encoding models, as an alternative
to likelihood-based approaches. A key difficulty in using GANs for neural population data is the
discrete nature of neural spike trains: Adversarial training requires calculation of gradients through
the generative model, which is not possible for models with a discrete sampling step, and hence,
requires the application of gradient estimators. While many applications of discrete GANs use biased
gradient estimators based on the concrete relaxation technique [13], we find that unbiased gradient
estimators REINFORCE[14] and REBAR [15] lead to better fitting performance. We demonstrate our
approach by fitting a convolutional neural network model with shared noise sources to multi-electrode
recordings from V1 [16].

2 Methods

We want to train a GAN, conditioned on the visual input, to generate multivariate binary spike counts
y which match the statistics of empirical data. We model binary spike trains (i.e. each bin t, neuron
n and trial i corresponds to an independent draw from a Bernoulli distribution) conditioned on the
stimulus x and latent variable z which induces shared variability. We use a convolutional neural
network (CNN) f with parameters θ to capture the mapping from x and z to the firing rate λ (Fig. 1),
with a sigmoid nonlinearity σ in the last layer,

λ = σ(f(z, x, θ)) (1)
y|λ ∼ Bernoulli(λ). (2)
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Figure 1: (A) Generator with added noise zL1 and zL2 (B) Discriminator

The discriminator D (Fig. 1) receives both the stimulus and the corresponding (simulated or experi-
mental) spike trains. It uses a CNN (similar in architecture to the generator) to embed the stimulus,
and combines it with the spike train via fully connected layers. For each timebin and trial, D outputs
the probability of the input spike train being real.

GAN Training The objective is to find the Nash equilibrium of a minmax game between the
generator G and the discriminator D,

min
G

max
D
L(D,G) = Ey∼p(y)[log D(y|x)] + Ez∼q(z)[log(1−D(G(z)|x)). (3)

Due to this objective, GANs are notoriously challenging to train as the training algorithm is sensitive
to the gradients with respect to the discriminator parameters. We used the cross-entropy objective
as in equation 3, but constrained the discriminator gradients using spectral normalisation [17], and
employed gradient norm clipping for the generator gradients.

Dealing with discrete data Obtaining the gradients for the generator requires backpropagation
through both generator and discriminator networks. Most applications of GANs have been on
continuous data. However, spikes are discrete and thus, the generator has a discrete sampling step
which blocks backpropagation. Previous attempts to overcome this problem include using concrete
relaxation [13], REINFORCE [14] or REBAR [15] to estimate gradients. Concrete relaxation
approximates the binary variables as continuous values which are close to 0 and 1. This allows
backpropagation through the sampling step, but leads to biased gradients. The REINFORCE gradient
estimator provides unbiased but high-variance gradients using the log-derivative trick. The REBAR
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gradient estimator combines concrete relaxation and REINFORCE by using the relaxed outputs as a
control variate to the REINFORCE gradient. For the applications and hyper-parameter settings we
used, we found that both REINFORCE and REBAR performed better than concrete relaxation, and
that REBAR did not have much improvement over REINFORCE (Fig. 2).

Figure 2: Comparison of different gradient estimation methods for GAN on experimental data. (A)
Discriminator loss for concrete relaxation (blue), REINFORCE (orange) and REBAR (green) across
training epochs. (B) Generator loss for the 3 gradient estimation methods across training epochs. (C)
Discriminator output for real data (dashed lines) and generated data (solid lines) from GANs trained
with the 3 gradient estimation methods. (D) Firing rate probability (per bin) calculated on output
from GAN generators trained with 3 gradient estimation methods.

Architecture and dataset We fit the GANs to a publicly available dataset [16], consisting of 69
cells recorded from macaque V1, while animals watched a 30s movie repeated 120 times. The movie
consisted of 750 frames of size 320 x 320 pixels, which we downsampled to 27 x 27 pixels. We
binned the spikes at a 40ms resolution, and binarized the resulting spike trains. Since only 5% of the
spike counts in each bin were non-binary after re-binning, we assumed that the binarization would
not significantly alter the results.

For the generator, which receives 10 consecutive movie frames of size 27 x 27 pixels as input, we
used a 3-layer CNN architecture similar to Kindel et al. [18] (Fig. 1A) – layers 1+2: convolutional
with 16 and 32 filters, size 7 by 7, each followed by a MaxPool layer with kernel size 3 and stride 2,
followed by LeakyRELUs with slope 0.2. The final layer of the CNN was a fully connected layer with
units equal to the number of neurons in the dataset. To capture the stimulus-independent variability
shared between the neurons, we added Gaussian white noise to the units of the convolutional layers.
The noise was shared between the units of these layers, multiplied by a separate weight for each unit.
The discriminator network consisted of a CNN embedding for the stimulus, similar in structure to the
generator, but without the added shared noise (Fig. 1B), and 5 fully connected ReLU layers.

Training We trained the two networks in parallel for 15k epochs, each consisting of 2 discriminator
and 1 generator update. With batch size 50, we used ADAM with learning rate 0.0001, β1 = 0.9 and
β2 = 0.999 to optimise the network parameters. The first 650 timebins were used for training the
networks and the last 100 timebins for validation. All hyper-parameters were set by hand.

3 Results

We fit a 3-layer CNN generative model of binary spike counts to neural population data recorded in the
V1 area of macaque visual cortex [16], using adversarial training as described above. For comparison,
we fit a CNN with a similar architecture to the GAN generator – but without the shared noise layers –
to the same dataset, using supervised learning, i.e. by optimizing the cross-entropy between predicted
firing probabilities and experimentally observed spike trains. We also fit a Dichotomised Gaussian
(DG) model [5, 19], which explicitly represents shared variability via the covariance matrix of a
multi-variate Gaussian distribution.

On the training data, all approaches reproduced the gross structure in the spike train rasters (Fig. 3A)
and accurately captured the firing rates (here: spike-probabilities per bin, Fig. 3B left). However, the
supervised model did not accurately reproduce total pairwise correlations between the neurons (Fig.
3B center), since its noise-correlations 3C) are constrained to be 0. Thus, the histogram of population
spike counts for data generated from the supervised model is also substantially different from that of
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Figure 3: Model comparison on experimental training dataset. (A) Spike train rasters for data and
models. (B) Firing rates (per bin, left) and total pairwise correlation (middle) of supervised (blue),
DG (green) and GAN generator (orange) model versus data. Right: population spike count histogram
for data (black), supervised (blue), DG (green) and GAN generator (orange) model. (C) Pairwise
noise correlation matrix for data and models.
the real data (Fig. 3B right). The DG model accurately captured the total correlations and the pairwise
noise-correlation matrix since it designed to match the peri-stimulus time histogram (PSTH) and the
noise-correlations of the spike trains. However, it did not perfectly capture the population spike count
histogram, as it only models second order correlation between neurons, while the population spike
count histogram also depends on higher order correlations. In contrast, the GAN generator, with the
addition of just a few shared noise parameters to the supervised model, was able to accurately capture
the total correlation, the population spike histogram and pairwise noise-correlation matrix.

However, we found that neither model generalised well to the held-out test-dataset, possibly because
of the short training-set and high variability of this dataset [16]. When we fit a CNN with the exact
same architecture to simulated data with higher SNR and the same dimensions as the V1 dataset, we
found that the CNN was able to capture the PSTH and SNR in the test data (Fig. 4).

On the V1 dataset, the adversarially trained CNN and the DG model were similarly good in repro-
ducing correlations and spike count histograms. This might occur if the spike trains of the neural
population are homoscedastic (i.e. the variability does not depend on time or stimuli), as assumed by
the DG model. Adversarial training is limited only by the flexibility of the network, and can also
capture heteroscedastic, i.e. stimulus-dependent noise. Hence, we simulated heteroscedastic data
with the same dimensionality as the V1 dataset. We added latent noise to the second layer of the
CNN, with variance proportional to the squared input from the previous layer. We fit both a CNN and
a DG model to this simulated dataset. We found that CNN trained with the GAN framework was
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Figure 4: GAN generator fit on simulated test dataset. (A) Spike train rasters for test data and model.
(B) Firing rates (per bin, left) and total pairwise correlation (right) of GAN generator model versus
data. (C) Pairwise noise correlation matrix for data and model. (D) PSTH averaged across trials and
neural population for data(black) and model(blue). (E) Population spike count histogram for data
(black) and model (blue).
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Figure 5: Pairwise noise covariance for simulated heteroscedastic dataset Noise covariance for
simulated data versus GAN (blue) and DG (orange) models in high signal covariance timebins(left)
and low signal covariance timebins (right).

able to accurately capture the covariances estimated from ‘low signal’ and ‘high signal’ timebins
separately (Fig. 5), unlike the DG model.

4 Discussion

We here showed how adversarial training of conditional generative models that produce discrete
outputs (i.e. neural spike trains) can be used to generate data that matches the distribution of spike
trains recorded in-vivo, and in particular, its firing rates and correlations. We used unbiased gradient
estimators to train conditional GANs on discrete spike trains and spectral normalisation to stabilise
training. However, training of discrete GANs remains sensitive to the architecture of the discriminator,
as well as hyper-parameter settings. We showed that we are able to successfully train adversarial
models in cases where supervised and Dichotomised Gaussian models fail.

In future, adversarial training could be used to capture higher-order structure in neural data, and could
be combined with discriminators that target certain statistics of the data that might be of particular
interest, in a spirit similar to maximum entropy models [4]. Similarly, this approach could also be
extended to capture temporal features in neural population data [20] such as spike-history dependence
or adaptation effects. Since we condition the discriminator on the input stimulus, adversarial training
could be used for transfer learning across multiple datasets. Generative models trained this way to
produce realistic spike trains to various input stimuli, may be used to probe the range of spiking
behaviour in a neural population under different kinds of stimulus or noise perturbations.
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ABSTRACT

Simulation-based inference (SBI) refers to statistical inference on stochastic models
for which we can generate samples, but not compute likelihoods. Like SBI algo-
rithms, generative adversarial networks (GANs) do not require explicit likelihoods.
We study the relationship between SBI and GANs, and introduce GATSBI, an
adversarial approach to SBI. GATSBI reformulates the variational objective in an
adversarial setting to learn implicit posterior distributions. Inference with GATSBI
is amortised across observations, works in high-dimensional posterior spaces and
supports implicit priors. We evaluate GATSBI on two SBI benchmark problems
and on two high-dimensional simulators. On a model for wave propagation on the
surface of a shallow water body, we show that GATSBI can return well-calibrated
posterior estimates even in high dimensions. On a model of camera optics, it infers
a high-dimensional posterior given an implicit prior, and performs better than a
state-of-the-art SBI approach. We also show how GATSBI can be extended to
perform sequential posterior estimation to focus on individual observations. Over-
all, GATSBI opens up opportunities for leveraging advances in GANs to perform
Bayesian inference on high-dimensional simulation-based models.

1 INTRODUCTION

Hypothesis-making in many scientific disciplines relies on stochastic simulators that—unlike ex-
pressive statistical models such as neural networks—have domain-relevant, interpretable parameters.
Finding the parameters θ of a simulator that reproduce the observed data xo constitutes an inverse
problem. In order to use these simulators to formulate further hypotheses and experiments, one
needs to obtain uncertainty estimates for the parameters and allow for multi-valuedness, i.e., different
candidate parameters accounting for the same observation. These requirements are met by Bayesian
inference, which attempts to approximate the posterior distribution p(θ|xo). While a variety of
techniques exist to calculate posteriors for scientific simulators which allow explicit likelihood calcu-
lations p(x|θ), inference on black-box simulators with intractable likelihoods a.k.a. ‘simulation-based
inference’ (Cranmer et al., 2020), poses substantial challenges. In traditional, so-called Approximate
Bayesian Computation (ABC) approaches to SBI (Beaumont et al., 2002, 2009; Marjoram et al., 2003;
Sisson et al., 2007), one samples parameters θ from a prior π(θ) and accepts only those parameters
for which the simulation output x ∼ p(x|θ) is close to the observation d(x, xo) < ε. With increasing
data dimensionality N , this approach incurs an exponentially growing simulation expense (‘curse of
dimensionality’); it also requires suitable choices of distance function d and acceptance threshold ε.

Recent SBI algorithms (e.g., Greenberg et al., 2019; Gutmann and Corander, 2015; Hermans et al.,
2020; Lueckmann et al., 2017; Meeds and Welling, 2014; Papamakarios and Murray, 2016; Radev
et al., 2020; Thomas et al., 2021) draw on advances in machine learning and are often based on
Gaussian Processes (Rasmussen and Williams, 2006) or neural networks for density estimation (e.g.
using normalizing flows; Papamakarios et al., 2021). While this has led to substantial improvements
over classical approaches, and numerous applications in fields such as cosmology (Cole et al., 2021),
neuroscience (Gonçalves et al., 2020) or robotics (Muratore et al., 2021), statistical inference for

1



Published as a conference paper at ICLR 2022

Figure 1: GATSBI uses a conditional generative adversarial network (GAN) for simulation-
based inference (SBI). We sample parameters θ from a prior π(θ), and use them to generate
synthetic data x from a black-box simulator. The GAN generator learns an implicit approximate
posterior qφ(θ|x), i.e., it learns to generate posterior samples θ′ given data x. The discriminator is
trained to differentiate between θ′ and θ, conditioned on x.

high-dimensional parameter spaces is an open challenge (Cranmer et al., 2020; Lueckmann et al.,
2021): This prevents the application of these methods to many real-world scientific simulators.

In machine learning, generative adversarial networks (GANs, Goodfellow et al., 2014) have emerged
as powerful tools for learning generative models of high-dimensional data, for instance, images (Isola
et al., 2016; Radford et al., 2015; Zhu et al., 2017). Using a minimax game between a ‘generator’ and
a ‘discriminator’, GANs can generate samples which look uncannily similar to the data they have
been trained on. Like SBI algorithms, adversarial training is ‘likelihood-free’, i.e., it does not require
explicit evaluation of a density function, and also relies on comparing empirical and simulated data.
This raises the question of whether GANs and SBI solve the same problem, and in particular whether
and how adversarial training can help scale SBI to high-dimensional regimes.

Here, we address these questions and make the following contributions: First, we show how one
can use adversarial training to learn an implicit posterior density for SBI. We refer to this approach
as GATSBI (Generative Adversarial Training for SBI)1. Second, we show that GATSBI can be
formulated as an adversarial variational inference algorithm (Huszár, 2017; Makhzani et al., 2015;
Mescheder et al., 2017), thus opening up a potential area of exploration for SBI approaches. Third,
we show how it can be extended to refine posterior estimates for specific observations, i.e., sequential
posterior estimation. Fourth, on two low-dimensional SBI benchmark problems, we show that
GATSBI’s performance is comparable to common SBI algorithms. Fifth, we illustrate GATSBI on
high-dimensional inference problems which are out of reach for most SBI methods: In a fluid dynam-
ics problem from earth science, we learn an implicit posterior over 100 parameters. Furthermore, we
show that GATSBI (in contrast to most SBI algorithms) can be used on problems in which the prior
is only specified implicitly: by recasting image-denoising as an SBI problem, we learn a posterior
over (784-dimensional) images. Finally, we discuss the opportunities and limitations of GATSBI
relative to current SBI algorithms, and chart out avenues for future work.

2 METHODS

2.1 SIMULATION-BASED INFERENCE AND ADVERSARIAL NETWORKS

Simulation-based inference (SBI) targets stochastic simulators with parameters θ that we can use to
generate samples x. In many scientific applications, simulators are ‘black-box’: we cannot evaluate
the likelihood p(x|θ), take derivatives through the simulator, or access its internal random numbers.
The goal of SBI is to infer the parameters θ, given empirically observed data xo i.e., to obtain the
posterior distribution p(θ|xo). In most applications of existing SBI algorithms, the simulator is a
mechanistic forward model depending on a low (∼ 10) number of parameters θ.

1Note that the name is shared by recently proposed, and entirely unrelated, algorithms (Min et al., 2021; Yu
et al., 2020)
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Generative adversarial networks (GANs) (Goodfellow et al., 2014) consist of two networks trained
adversarially. The generator fφ(z) produces samples x from latent variables z; the discriminator
Dψ acts as a similarity measure between the distribution of generated x and observations xo from
a distribution pdata(xo). The two networks are pitted against each other: the generator attempts to
produce samples that would fool the discriminator; the discriminator is trained to tell apart generated
and ground-truth samples. This takes the form of a minimax game minφ maxψ L(φ, ψ) between the
networks, with cross-entropy as the value function:

L(φ, ψ) = Epdata(xo) log Dψ(xo) + Ep(z) log(1−Dψ(fφ(z))).

At the end of training, if the networks are sufficiently expressive, samples from fφ are hard to distin-
guish from the ground-truth samples, and the generator approximates the observed data distribution
pdata(xo). GANs can also be used to perform (implicit) conditional density estimation, by making
the generator and discriminator conditional on external covariates t (Mirza and Osindero, 2014). Note
that the GAN formulation does not evaluate the intractable distribution pdata(xo) or pdata(xo|t) at
any point. Thus, GANs and SBI appear to be solving similar problems: They are both ‘likelihood-free‘
i.e., they do not evaluate the target distribution, but rather exclusively work with samples from it.

Nevertheless, GANs and SBI differ in multiple ways: GANs use neural networks, and thus are
always differentiable, whereas the numerical simulators in SBI may not be. Furthermore, the latent
variables for the GAN generator are typically accessible, while in SBI, one may not have access to
the simulator’s internal random variables. Finally, in GANs, the goal is to match the distribution of
the generated samples x to that of the observed data xo, and parameters of the generator are learnt as
point estimates. In contrast, the goal of SBI is to learn a distribution over parameters θ of a simulator
consistent with both the observed data xo and prior knowledge about the parameters. However,
conditional GANs can be used to perform conditional density estimation. How can we repurpose
them for SBI? We propose an approach using adversarial training for SBI, by employing GANs as
implicit density estimators rather than generative models of data.

2.2 GENERATIVE ADVERSARIAL TRAINING FOR SBI: GATSBI

Our approach leverages conditional GANs for SBI. We train a deep generative neural network fφ with
parameters φ, i.e., f takes as inputs observations x and noise z from a fixed source with distribution
p(z), so that fφ(x, z) deterministically transforms z to generate θ. This generative network f is an
implicit approximation qφ(θ|x) of the posterior distribution, i.e.,

z ∼ p(z)
θ = fφ(z, x)

}
⇒ θ ∼ qφ(θ|x). (1)

We train f adversarially: We sample many parameters θ from the prior, and for each θ, simulate x ∼
p(x|θ) i.e., we sample tuples (θ, x) ∼ π(θ)p(x|θ) = p(θ|x)p(x) . These samples from the joint
constitute our training data. We define a discriminator D, parameterised by ψ, to differentiate
between samples θ drawn from the approximate posterior qφ(θ|x) and the true posterior p(θ|x).
The discriminator is conditioned on x. We calculate the cross-entropy of the discriminator outputs,
and maximize it with respect to the discriminator parameters ψ and minimize it with respect to the
generator parameters φ i.e., minφ maxψ L(φ, ψ), with

L(φ, ψ) = Eπ(θ)p(x|θ)p(z)
[

log Dψ(θ, x) + log
(
1−Dψ(fφ(z, x), x)

)]

= Ep(x)

[
Ep(θ|x)

(
log Dψ(θ, x)

)
+ Eq(θ|x)

(
log
(
1−Dψ(θ, x)

))]
(2)

This conditional GAN value function targets the desired posterior p(θ|x):
Proposition 1. Given a fixed generator fφ, the discriminator Dψ∗ maximizing equation 2 satisfies

Dψ∗(θ, x) =
p(θ|x)

p(θ|x) + qφ(θ|x)
, (3)

and the corresponding loss function for the generator parameters is the Jensen-Shannon divergence
(JSD) between the true and approximate posterior,

Lψ∗(φ) = 2 JSD(p(θ|x)||qφ(θ|x))− log 4.
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Using sufficiently flexible networks, the GATSBI generator trained with the cross-entropy loss
converges in the limit of infinitely many samples to the true posterior, since the JSD is minimised
if and only if qφ(θ|x) = p(θ|x). The proof directly follows Prop. 1 and 2 from Goodfellow et al.
(2014) and is given in detail in App. A.1. GATSBI thus performs amortised inference, i.e., learns a
single inference network which can be used to perform inference rapidly and efficiently for a wide
range of potential observations, without having to re-train the network for each new observation. The
training steps for GATSBI are described in App. B.

2.3 RELATING GATSBI TO EXISTING SBI APPROACHES

There have been previous attempts at using GANs to fit black-box scientific simulators to empirical
data. However, unlike GATSBI, these approaches do not perform Bayesian inference: Kim et al.
(2020) and Louppe et al. (2017) train a discriminator to differentiate between samples from the black-
box simulator and empirical observations. They use the discriminator to adjust a proposal distribution
for simulator parameters until the resulting simulated data and empirical data match. However, neither
approach returns a posterior distribution representing the balance between a prior distribution and
a fit to empirical data. Similarly, Jethava and Dubhashi (2017) use two generator networks, one to
approximate the prior and one to learn summary statistics, as well as two discriminators. This scheme
yields a generator for parameters leading to realistic simulations, but does not return a posterior
over parameters. Parikh et al. (2020) train a conditional GAN (c-GAN), as well as two additional
GANs (r-GAN and t-GAN) within an active learning scheme, in order to solve ‘population of models’
problems (Britton et al., 2013; Lawson et al., 2018). While c-GAN exhibits similarities with GATSBI,
the method does not do Bayesian inference, but rather solves a constrained optimization problem.
Adler and Öktem (2018) use Wasserstein-GANs (Arjovsky et al., 2017) to solve Bayesian inverse
problems in medical imaging. While their set-up is similar to GATSBI, the Wasserstein metric
imposes stronger conditions for the generator to converge to the true posterior (App. Sec. A.3).

Several SBI approaches train discriminators to circumvent evaluation of the intractable likelihood
(e.g., Cranmer et al., 2015; Gutmann et al., 2018; Pham et al., 2014; Thomas et al., 2021). Hermans
et al. (2020) train density-ratio estimators by discriminating samples (θ, x) ∼ π(θ)p(x|θ) from
(θ, x) ∼ π(θ)p(x), which can be used to sample from the posterior. Unlike GATSBI, this requires
a potentially expensive step of MCMC sampling. A closely related approach (Durkan et al., 2020;
Greenberg et al., 2019) directly targets the posterior, but requires a density estimator that can be
evaluated—unlike GATSBI, where the only restriction on the generator is that it remains differentiable.

Finally, ABC and synthetic likelihood methods have been developed to tackle problems in high-
dimensional parameter spaces (>100-dimensions) although these require model assumptions re-
garding the Gaussianity of the likelihood (Ong et al., 2018), or low-dimensional summary statistics
(Kousathanas et al., 2015; Rodrigues et al., 2019), in addition to MCMC sampling.

2.4 RELATION TO ADVERSARIAL INFERENCE

GATSBI reveals a direct connection between SBI and adversarial variational inference. Density
estimation approaches for SBI usually use the forward Kullback-Leibler divergence (DKL). The
reverse DKL can offer complementary advantages (e.g. by promoting mode-seeking rather than mode-
covering (Turner and Sahani, 2011)), but is hard to compute and optimise for conventional density
estimation approaches. We here show how GATSBI, by using an approach similar to adversarial
variational inference, performs an optimization that also finds a minimum of the reverse DKL.

First, we note that density estimation approaches for SBI involve maximising the approximate log
posterior over samples simulated from the prior. This is equivalent to minimising the forward DKL:

Lfwd(φ) = Ep(x)DKL(p(θ|x)||qφ(θ|x)) = −Ep(x)p(θ|x) log qφ(θ|x) + Ep(x)p(θ|x) log p(θ|x). (4)

rather than reverse DKL:

Lrev(φ) = Ep(x)DKL(qφ(θ|x)||p(θ|x)) = Ep(x)qφ(θ|x) log
qφ(θ|x)

p(θ|x)
, (5)

This is because it is feasible to computeLfwd with an intractable likelihood: it only involves evaluating
the approximate posterior under samples from the true joint distribution p(θ, x) = p(x|θ)π(θ). The
problem with the reverse DKL, however, is that it requires evaluating the true posterior p(θ|x) under
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samples from the approximate posterior qφ(θ|x), which is impossible with an intractable likelihood.
This is a problem also shared by variational-autoencoders (VAEs, Kingma and Welling, 2013) but
which can be solved using adversarial inference.

A VAE typically consists of an encoder network qφ(u|x) approximating the posterior over latents u
given data x, and a decoder network approximating the likelihood pα(x|u). The parameters φ and α
of the two networks are optimised by maximising the Evidence Lower Bound (ELBO):

ELBO(α, φ) = −Ep(x)

[
DKL(qφ(u|x)||p(u)) + Eqφ(u|x)[log pα(x|u)]

]

= −Ep(x)qφ(u|x) log
qφ(u|x)p(x)

p(u)pα(x|u)
+ const.

= −DKL(qφ(u|x)p(x)||p(u)pα(x|u)) + const. (6)

Note that the DKL is minimised when maximising the ELBO. If any of the distributions used
to compute the ratio in the DKL in equation 6 is intractable, one can do adversarial inference,
i.e., the ratio can be approximated using a discriminator (see Prop. 1) and qφ(u|x) is recast as the
generator. Various adversarial inference approaches approximate different ratios, depending on which
of the distributions is intractable (see App. Table 1 for a non-exhaustive comparison of different
discriminators and corresponding losses), and their connection to GANs has been explored extensively
(Chen et al., 2018; Hu et al., 2017; Mohamed and Lakshminarayanan, 2016; Srivastava et al., 2017).

Recasting SBI into the VAE framework, the intractable distribution is the likelihood pα(x|θ),2 with
α constant, i.e., the simulator only has parameters to do inference over. Hence, p(x) is defined as the
marginal likelihood. In this setting, the SBI objective becomes the reverse DKL, and we can use an
adversarial method, e.g. GATSBI, to minimise it for learning qφ(θ|x). There is an additional subtlety
at play here: GATSBI’s generator loss, given an optimal discriminator, is not the reverse DKL, but
the JSD (see Prop. 1). However, following the proof for Prop. 3 in Mescheder et al. (2017), we show
that the approximate posterior that minimises the JSD also maximises the ELBO (see App. A.2).
Thus, GATSBI is an adversarial inference method that performs SBI using the reverse DKL.

Note that the converse is not true: not all adversarial inference methods can be adapted for SBI.
Specifically, some adversarial inference methods require explicit evaluation of the likelihood. Of
those methods listed in Table 1, only likelihood-free variational inference (LFVI) (Tran et al., 2017)
is explicitly used to perform inference for a simulator with intractable likelihood. LFVI is defined as
performing inference over latents u and global parameters β shared across multiple observations x,
which are sampled from an empirical distribution p′(x) 6= p(x), i.e., it learns qφ(u, β|x). However,
if p′(x) = p(x), and β is constant, i.e., the simulator does not have tunable parameters (but only
parameters one does inference over) then LFVI and GATSBI become (almost) equivalent: LFVI
differs by a single term in the loss function, and we empirically found the methods to yield similar
results (see App. Fig. 6). We discuss LFVI’s relationship to GATSBI in more detail in App. A.3.

2.5 SEQUENTIAL GATSBI

The GATSBI formulation in the previous sections allows us to learn an amortised posterior p(θ|x)
for any observation x. However, one is often interested in good posterior samples for a particular
experimental observation xo—and not for all possible observations x. This can be achieved by
training the density estimator using samples θ from a proposal prior π̃(θ) instead of the usual prior
π(θ). The proposal prior ideally produces samples θ that are localised around the modes of p(θ|xo)
and can guide the density estimator towards inferring a posterior for xo using less training data. To
this end, sequential schemes using proposal distributions to generate training data over several rounds
of inference (e.g. by using the approximate posterior from previous rounds as the proposal prior for
subsequent rounds) can be more sample efficient (Lueckmann et al., 2021).

Sequential GATSBI uses a scheme similar to other sequential SBI methods (e.g., Greenberg et al.,
2019; Hermans et al., 2020; Lueckmann et al., 2017; Papamakarios and Murray, 2016; Papamakarios
et al., 2019): the generator from the current round of posterior approximation becomes the proposal
distribution in the next round. However, using samples from a proposal prior π̃(θ) to train the GAN
would lead to the GATSBI generator learning a proposal posterior p̃(θ|x) rather than the true posterior

2Note the difference in notation: the parameters θ correspond to the latents u of a VAE, and the simulator in
SBI to the decoder of the VAE.
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p(θ|x). Previous sequential methods solve this problem either by post-hoc correcting the learned
density (Papamakarios and Murray, 2016), by adjusting the loss function (Lueckmann et al., 2017),
or by reparametrizing the posterior network (Greenberg et al., 2019). While these approaches might
work for GATSBI (see App. A.4 for an outline), we propose a different approach: at training time, we
sample the latents z—that the generator transforms into parameters θ—from a corrected distribution
pt(z), so that the samples θ are implicitly generated from an approximate proposal posterior q̃φ(θ|x):

z ∼ pt(z)
θ = fφ(z, x)

}
⇒ θ ∼ q̃φ(θ|x), (7)

where pt(z) = p(z) (ω(fφ(z, x), x))−1, ω(θ, x) = π(θ)
π̃(θ)

p̃(x)
p(x) , and p̃(x) is the marginal likelihood

under samples from the proposal prior. Since π̃(θ), p(x) and p̃(x) are intractable, we approximate
ω(θ, x) using ratio density estimators for π(θ)

π̃(θ) and p̃(x)
p(x) . This ensures that at inference time, the

GATSBI generator transforms samples from p(z) into an approximation of the true posterior p(θ|x)
with highest accuracy at x = xo (see App. A.4, B). Azadi et al. (2019); Che et al. (2020) use similar
approaches to improve GAN training. Note that this scheme may be used with other inference
algorithms evaluating a loss under approximate posterior samples, e.g. LFVI (see Sec. 2.4).

3 RESULTS

We first investigate GATSBI on two common benchmark problems in SBI (Lueckmann et al., 2021).
We then show how GATSBI infers posteriors in a high-dimensional regime where most state-of-the-art
SBI algorithms are inadequate, as well as in a problem with an implicit prior (details in App. D.1).

3.1 BENCHMARK PROBLEMS

We selected two benchmark problems with low-dimensional posteriors on which state-of-the-art SBI
algorithms have been tested extensively. We used the benchmarking-tools and setup from Lueckmann
et al. (2021). Briefly, we compared GATSBI against five SBI algorithms: classical rejection ABC
(Tavaré et al., 1997, REJ-ABC), sequential Monte Carlo ABC (Beaumont et al., 2009, SMC-ABC)
and the single-round variants of flow-based neural likelihood estimation (Papamakarios et al., 2019,
NLE), flow-based neural posterior estimation (Greenberg et al., 2019; Papamakarios and Murray,
2016, NPE) and neural ratio estimation (Durkan et al., 2020; Hermans et al., 2020, NRE). GANs have
previously been shown to be poor density estimators for low-dimensional distributions (Zaheer et al.,
2017). Thus, while we include these examples to provide empirical support that GATSBI works, we
do not expect it to perform as well as state-of-the-art SBI algorithms on these tasks. We compared
samples from the approximate posterior against a reference posterior using a classifier trained on the
two sets of samples (classification-based two-sample test, C2ST). A C2ST accuracy of 0.5 (chance
level) corresponds to perfect posterior estimation.

“Simple Likelihood Complex Posterior” (SLCP) is a challenging SBI problem designed to have
a simple likelihood and a complex posterior (Papamakarios et al., 2019). The prior π(θ) is a 5-
dimensional uniform distribution and the likelihood for the 8-dimensional x is a Gaussian whose
mean and variance are nonlinear functions of θ. This induces a posterior over θ with four symmetrical
modes and vertical cut-offs (see App. Fig. 7), making it a challenging inference problem. We trained
all algorithms on a budget of 1k, 10k and 100k simulations. The GATSBI C2ST scores were on par
with NRE, better than REJ-ABC and SMC-ABC, but below the NPE and NLE scores (Figure 2A).

The “Two-Moons Model” (Greenberg et al., 2019) has a simple likelihood and a bimodal posterior,
where each mode is crescent-shaped (see App. Fig. 8). Both x and θ are two-dimensional. We
initially trained GATSBI with the same architecture and settings as for the SLCP problem. While the
classification score for GATSBI (see Figure 2B) was on par with that of REJ-ABC and SMC-ABC for
1k simulations, performance did not significantly improve when increasing training budget. When
we tuned the GAN architecture and training hyperparameters specifically for this model, we found a
performance improvement. Lueckmann et al. (2021) showed that performance can be significantly
improved with sequential inference schemes. We found that although using sequential schemes with
GATSBI leads to small performance improvements, it still did not ensure performance on-par with the
flow-based methods (see App. Fig. 9). Moreover, since it had double the number of hyperparameters
as amortised GATSBI, sequential GATSBI also required more hyperparameter tuning.
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Figure 2: GATSBI performance on benchmark problems. Mean C2ST score (± standard error
of the mean) for 10 observations each. A. The classification score for GATSBI (red) on SCLP
decreases with increasing simulation budget, and is comparable to NRE. It outperforms rejection
ABC and SMC-ABC, but has worse performance than NPE and NLE. B. The classification score for
GATSBI (red) on the two-moons model decreases with increasing simulation budget, is comparable
to REJ-ABC and SMC-ABC for simulation budgets of 1k and 10k, and is outperformed by all other
methods for a 100k simulation budget. However, GATSBI’s classification score improves when its
architecture and optimization parameters are tuned to the two-moons model (red, dashed).
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Figure 3: Shallow water model inference with GATSBI, NPE and NLE. A. Ground truth, obser-
vation and prior samples. Left: ground-truth depth profile and prior samples. Middle: surface wave
simulated from ground-truth profile as a function of position and time. Right: wave amplitudes at
three different fixed times for ground-truth depth profile (black), and waves simulated from multiple
prior samples (gray). B. GATSBI inference. Left: posterior samples (red) versus ground-truth depth
profile (black). Middle: surface wave simulated from a single GATSBI posterior sample. Right:
wave amplitudes for multiple GATSBI posterior samples, at three different times (red). Ground-truth
waves in black. C. NPE inference. Panels as in B. D. NLE inference.

3.2 HIGH-DIMENSIONAL INFERENCE PROBLEMS

We showed above that, on low-dimensional examples, GATSBI does not perform as well as the
best SBI methods. However, we expected that it would excel on problems on which GANs excel:
high-dimensional and structured parameter spaces, in which suitably designed neural networks can be
used as powerful classifiers. We apply GATSBI to two problems with ∼100-dimensional parameter
spaces, one of which also has an implicit prior.
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Shallow Water Model The 1D shallow water equations describe the propagation of an initial
disturbance across the surface of a shallow basin with an irregular depth profile and bottom friction
(Figure 3A). They are relevant to oceanographers studying the dynamics on the continental sea shelf
(Backhaus, 1983; Holton, 1973). We discretised the partial differential equations on a 100-point spatial
grid, obtaining a simulator parameterised by the depth profile of the basin, θ ∈ R100 (substantially
higher than most previous SBI-applications, which generally are ≈ 10 dim). The resulting amplitude
of the waves evolving over a total of 100 time steps constitutes the 10k-dimensional raw observation
from which we aim to infer the depth profile. The observation is taken into the Fourier domain, where
both the real and imaginary parts receive additive noise and are concatenated, entering the inference
pipeline as an array x ∈ R20k. Our task was to estimate p(θ|x), i.e., to infer the basin depth profile
from a noisy Fourier transform of the surfaces waves. We trained GATSBI with 100k depth profiles
sampled from the prior and the resulting surface wave simulations. For comparison, we trained NPE
and NLE on the same data, using the same embedding net as the GATSBI discriminator to reduce the
high dimensionality of the observations x ∈ R20k to R100.
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Figure 4: SBC results on shallow water model. Empirical
cdf of SBC ranks, one line per posterior dimension (red,
GATSBI; blue, NPE). In gray, region showing 99% of devia-
tion expected under the ideal uniform cdf (black).

Samples from the GATSBI posterior
captured the structure of the underly-
ing ground-truth depth profile (Fig-
ure 3B, left). In comparison, only
NPE, but not NLE, captured the true
shape of the depth profile (Figure 3C,
D, left). In addition, the inferred pos-
terior means for GATSBI and NPE,
but not NLE, were correlated with the
ground-truth parameters (0.88± 0.10
for GATSBI and 0.91± 0.09 for NPE,
mean ± standard deviation across
1000 different observations). Further-
more, while GATSBI posterior predic-
tive samples did not follow the ground-truth observations as closely as NPE’s, they captured the
structure and were not as phase-shifted as NLE’s (Figure 3 B-D). This is expected since wave-
propagation speed depends strongly on depth profile, and thus incorrect inference of the depth
parameters leads to temporal shifts between observed and inferred waves. Finally, simulation-based
calibration (SBC) (Talts et al., 2020) shows that both NPE and GATSBI provide well-calibrated
posteriors on this challenging, 100 dimensional inference problem (clearly, neither is perfectly cali-
brated, Figure 4). This realistic simulator example illustrates that GATSBI can learn posteriors with a
dimensionality far from feasible for most SBI algorithms. It performs similar to NPE, previously
reported to be a powerful approach on high-dimensional SBI problems (Lueckmann et al., 2021).

Noisy Camera Model Finally, we demonstrate a further advantage of GATSBI over many SBI
algorithms: GATSBI (like LFVI) can be applied in cases in which the prior distribution is only
specified through an implicit model. We illustrate this by considering inference over images from a
noisy and blurred camera model. We interpret the model as a black-box simulator. Thus, the clean
images θ are samples from an implicit prior over images π(θ), and the simulated sensor activations
are observations x. We can then recast the task of denoising the images as an inference problem (we
note that our goal is not to advance the state-of-the-art for super-resolution algorithms, for which
multiple powerful approaches are available, e.g. Kim et al., 2016; Zhang et al., 2018).

Since images are typically high-dimensional objects, learning a posterior over images is already
a difficult problem for many SBI algorithms – either due to the implicit prior or the curse of
dimensionality making MCMC sampling impracticable. However, the implicit prior poses no
challenge for GATSBI since it is trained only with samples.

We chose the EMNIST dataset (Cohen et al., 2017) with 800k 28×28-dimensional images as the
implicit prior. This results in an inference problem in a 784-dimensional parameter space—much
higher dimensionality than in typical SBI applications. The GATSBI generator was trained to produce
clean images, given only the blurred image as input, while the discriminator was trained with clean
images from the prior and the generator, and the corresponding blurred images. GATSBI indeed
recovered crisp sources from blurred observations: samples from the GATSBI posterior given blurred
observations accurately matched the underlying clean ground-truth images (see Figure 5). In contrast,
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Figure 5: Camera model inference. Top: ground-truth parameter samples from the implicit prior
and corresponding blurred camera model observations. Bottom: mean and standard deviation (SD) of
inferred GATSBI and NPE posterior samples for matching observation from top.

NPE did not produce coherent posterior samples, and took substantially longer to train than GATSBI
(NLE and NRE are not applicable due to the implicit prior).

4 DISCUSSION

We proposed a new method for simulation-based inference in stochastic models with intractable
likelihoods. We used conditional GANs to fit a neural network functioning as an implicit density,
allowing efficient, scalable sampling. We clarified the relationship between GANs and SBI, and
showed how our method is related to adversarial VAEs that learn implicit posteriors over latent
variables. We showed how GATSBI can be extended for sequential estimation, fine-tuning inference
to a particular observation at the expense of amortisation. In contrast to conventional density-
estimation based SBI-methods, GATSBI targets the reverse DKL—by thus extending both amortised
and sequential SBI, we made it possible to explore the advantages of the forward and reverse DKL.

We found GATSBI to work adequately on two low-dimensional benchmark problems, though it did
not outperform neural network-based methods. However, its real potential comes from the ability
of GANs to learn generative models in high-dimensional problems. We demonstrated this by using
GATSBI to infer a well-calibrated posterior over a 100-dimensional parameter space for the shallow
water model, and a 784-dimensional parameter space for the camera model. This is far beyond what is
typically attempted with SBI: indeed we found that GATSBI outperformed NPE on the camera model,
and performed similarly to NPE and substantially outperformed NLE on the shallow water model
(both SBI approaches were previously shown to be more powerful than others in high dimensions;
Lueckmann et al., 2021). Moreover, we showed that GATSBI can learn posteriors in a model in which
the prior is only defined implicitly (i.e., through a database of samples, not a parametric model).

Despite the advantages that GATSBI confers over other SBI algorithms in terms of flexibility and
scalability, it comes with computational and algorithmic costs. GANs are notoriously difficult to
train—they are highly sensitive to hyperparameters (as demonstrated in the two-moons example) and
problems such as mode collapse are common. Moreover, training time is significantly higher than in
other SBI algorithms. In addition, since GATSBI encodes an implicit posterior, i.e., a density from
which we can sample but cannot evaluate, it yields posterior samples but not a parametric model.
Thus, GATSBI is unlikely to be the method of choice for low-dimensional problems. Similarly,
sequential GATSBI requires extensive hyperparameter tuning in order to produce improvements over
amortised GATSBI, with the additional cost of training a classifier to approximate the correction
factor. Hence, sequential GATSBI might be useful in applications where the computational cost of
training is offset by having an expensive simulator. We note that GATSBI might benefit from recent
improvements on GAN training speed and sample efficiency (Sauer et al., 2021).

Overall, we expect that GATSBI will be particularly impactful on problems in which the parameter
space is high-dimensional and has GAN-friendly structure, e.g. images. Spatially structured models
and data abound in the sciences, from climate modelling to ecology and economics. High-dimensional
parameter regimes are common, but inaccessible for current SBI algorithms. Building on the strengths
of GANs, we expect that GATSBI will help close this gap and open up new application-domains for
SBI, and new directions for building SBI methods employing adversarial training.
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APPENDIX

A PROOFS

A.1 PROOF OF CONVERGENCE FOR GATSBI

Proposition 1. Given a fixed generator fφ, the discriminator Dψ∗(θ, x) maximising equation 2
satisfies

Dψ∗(θ, x) =
p(θ|x)

p(θ|x) + qφ(θ|x)
,

and the corresponding loss function for the generator parameters is the Jensen-Shannon divergence
(JSD) between the true and approximate posterior:

Lψ∗(φ) = 2 JSD(p(θ|x) || qφ(θ|x))− log 4

Proof. We start with equation 2. The proof proceeds as for Proposition 1 and 2 in Goodfellow et al.
(2014). For convenience, we elide the arguments of the various quantities, so that qφ denotes qφ(θ|x),
p denotes p(θ|x) and Dψ denotes Dψ(θ, x).

L(φ, ψ) = Ep(x)

[
Ep log Dψ +Eqφ log

(
1−Dψ

)]

= Ep(x)

[∫
p log Dψ dθ +

∫
qφ log(1−Dψ) dθ

]

= Ep(x)

[ ∫ (
p log Dψ +qφ log(1−Dψ)

)
dθ
]
.

For any function g(x) = a log x+b log(1−x), where a, b ∈ R2 \{0, 0} and x ∈ (0, 1), the maximum
of the function is at x = a/a+ b. Hence, L(φ, ψ), for a fixed φ, achieves it’s maximum at:

Dψ∗ =
p

p+ qφ

Note that p(x) drops out of the expression for Dψ∗ since it is common to both terms in L(φ, ψ).
Plugging this into equation 2 and dropping the expectation over x without loss of generality:

Lψ∗(φ) = Ep log
p

p+ qφ
+ Eqφ log

qφ
p+ qφ

= Ep log
2 p

p+ qφ
+ Eqφ log

2 qφ
p+ qφ

− log 4

= 2 JSD(p || qφ)− log 4.

The JSD is always non-negative, and zero only when p(θ|x) = qφ(θ|x). Thus, the global minimum
Lψ∗(φ

∗) = − log 4 is achieved only when the GAN generator converges to the ground-truth posterior
p(θ|x).

A.2 PROOF FOR GATSBI MAXIMIZING ELBO LOSS

Proposition 2. If φ∗ and ψ∗ denote the Nash equilibrium of a min-max game defined by equation 2
then φ∗ also maximises the evidence lower bound of a VAE with a fixed decoder i.e.,

φ∗ = arg max
φ

LE(φ) (8)

= arg max
φ

Ep(x)Eqφ(θ|x)

(
log

π(θ)

qφ(θ|x)
+ log p(x|θ)

)
(9)

Proof. The proposition is trivially true if qφ∗(θ|x) = p(θ|x), i.e., p(θ|x) is the true minimum of both
the JSD and DKL. However, we here show that the equivalence holds even when qφ∗(θ|x) is not
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the true posterior, e.g. if qφ(θ|x) belongs to a family of distributions that does not include the true
posterior.

Given that φ∗ and ψ∗ denote the Nash equilibrium in equation 2, we know from Proposition 1 that
the optimal discriminator is given by

Dψ∗(θ, x) =
p(θ|x)

p(θ|x) + qφ∗(θ|x)
.

To lighten notation, we elide the parameters of the networks and their arguments, denoting Dψ∗(θ|x)
as Dψ∗ , qφ∗(θ|x) as q∗, and so on. If we plug Dψ∗ into Eq. 2, we have

φ∗ = arg min
φ

Ep(θ|x) log Dψ∗ +Eqφ
(

log
(
1−Dψ∗)

)

= arg min
φ

Eqφ log
(
1−Dψ∗

)
(10)

Note that this is true only at the Nash equilibrium, where Dψ∗ is a function of qφ∗ and not qφ. This
allows us to drop the first term from the equation. In other words, if we switch out qφ∗ with any other
qφ in the expectation, equation 10 is no longer minimum w.r.t φ, even though Dψ∗ is optimal.

Let us define Dψ := σ(Rψ), where σ(·) := 1/1 + exp(− ·). Then from equation 3,

σ(Rψ∗) =
p(θ|x)

p(θ|x) + qφ∗
=⇒ 1

1 + e−Rψ∗
=

1

1 + qφ∗/p(θ|x)

Comparing the l.h.s. and r.h.s. of the equation above, we get

Rψ∗ = log
p(θ|x)

qφ∗
. (11)

Since both log and σ are monotonically increasing functions, we also have from equation 10:
φ∗ = arg min

φ
Eqφ log

(
1− σ(R∗)

)

= arg min
φ

Eqφ
(
1− σ(Rψ∗)

)

= arg max
φ

Eqφ σ(Rψ∗)

= arg max
φ

Eqφ(Rψ∗) (12)

In other words, qφ∗ maximises the function Eqφ(Rψ∗). Now, to prove equation 9, we need to show
that LE(φ) < LE(φ∗) ∀ φ 6= φ∗.

LE(φ) = Ep(x)Eqφ (log π(θ)− log qφ + log p(x|θ))

= Ep(x)Eqφ
(

log
p(θ|x)

qφ
+ log

p(x|θ)π(θ)

p(θ|x)

)

= Ep(x)Eqφ
(

log
p(θ|x)

qφ
+ log p(x)

)

= Ep(x)Eqφ
(

log
p(θ|x)

qφ∗
+ log p(x)

)
− Ep(x)(DKL(qφ||qφ∗))

< Ep(x)Eqφ
(

log
p(θ|x)

qφ∗
+ log p(x)

)

= Ep(x)Eqφ (Rψ∗ + log p(x)) from equation 11

< Ep(x)Eqφ∗ (Rψ∗) + Ep(x)Eqφ log p(x) from equation 12

= Ep(x)Eqφ∗ (Rψ∗ + log p(x)) + Ep(x)Eqφ log p(x)− Ep(x)Eqφ∗ log p(x)

= Ep(x)Eqφ∗
(

log
p(θ|x)

qφ∗
+ log p(x)

)

= LE(φ∗)

=⇒ LE(φ) < LE(φ∗)
Hence, the approximate posterior obtained by optimising the GAN objective also maximises the
evidence lower bound of the corresponding VAE.
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A.3 CONNECTION BETWEEN LFVI, DEEP POSTERIOR SAMPLING AND GATSBI

Adversarial inference approaches maximise the Evidence Lower Bound (ELBO) equation 6 to train a
VAE, and use a discriminator to approximate intractable ratios of densities in the loss (see Table 1).
Likelihood-free variational inference (Tran et al., 2017, LFVI) is one such method.

Table 1: Comparison of adversarial inference algorithms: BiGAN (Donahue et al., 2019), ALI
(Dumoulin et al., 2016), AAE (Makhzani et al., 2015), AVB (Mescheder et al., 2017), and LFVI
(Tran et al., 2017).

ALGORITHM DISCRIMINATOR RATIO GENERATOR LOSS FUNCTION

BIGAN, ALI pα(x|u)p(u)/qφ(u|x)p(x) JSD(pα(u, x)||qφ(u, x))
AAE p(u)/qφ(u) JSD(p(u)||qφ(u))
AVB p(u)p(x)/qφ(u|x)p(x) DKL(qφ(u|x)||p(u))
LFVI p(u|x)p(x))/qφ(u|x)p(x) DKL(qφ(u|x)||p(u|x))
GATSBI p(u|x)p(x)/qφ(u|x)p(x) JSD(p(u|x)||qφ(u|x))

In the most general formulation, LFVI learns a posterior over both latents u and global parameters β
which are latents shared across multiple observations i.e., qφ(z, β|x) and maximises the ELBO given
by

LLF(φ) = Eqφ(β) log
p(β)

qφ(β)
+ Eqφ(u|x)p′(x) log

p(x|u)p(u)

qφ(u|x)p′(x)
+ const. (13)

where p′(x),3 an empirical distribution over observations, and not necessarily p(x), the marginal
likelihood of the simulator. A discriminator, Dψ(x, u),4 is trained with the cross-entropy loss to
approximate the intractable ratio p(x|u)p(u)

qφ(u|x)p′(x) in the second term. Using the nomenclature from
Huszár (2017), we note that Dψ is joint-contrastive: it simultaneously discriminates between tuples
(x, u) ∼ p(x|u)p(u) and (x̂, û) ∼ qφ(û|x̂)p′(x̂). GATSBI, by contrast, is prior-contrastive: its
discriminator only discriminates between parameters θ, given a fixed x.

However, when p′(x) = p(x) and β is constant, the LFVI discriminator becomes prior-contrastive,
equation 13 is a function of both the discriminator parameters ψ and generator parameters φ, and it
differs from GATSBI only by a single term i.e., from equation 2 and equation 13 and ignoring the
constant:

LGATSBI(φ, ψ) = −LLF(φ, ψ) + Eqφ(u|x)p(x) log Dψ(x, u) (14)

The second term corresponds to the non-saturating GAN loss (Goodfellow et al., 2014). In this
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Figure 6: GATSBI, LFVI and Deep Poseterior Sampling (DPS) on benchmark problems. Mean
C2ST score (± standard error of the mean) for 10 observations each. A. On Two Moons, the C2ST
scores for GATSBI (red), LFVI (navy) and Deep Posterior Sampling (DPS, yellow) are qualitatively
similar across all simulation budgets B. On SLCP, DPS is slightly worse than LFVI and GATSBI.

3In Tran et al. (2017), p′(x) is denoted q(x)
4denoted rψ(x, u) in Tran et al. (2017)
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setting, with an optimal discriminator, GATSBI minimises a JSD, whereas LFVI minimises the
reverse DKL.

Adler and Öktem (2018) introduce Deep Posterior Sampling which also implements an adversarial
algorithm for posterior estimation. The set-up is similar to GATSBI, but GANs are trained using a
Wasserstein loss as in Arjovsky et al. (2017). The Wasserstein loss imposes stronger conditions on the
GAN networks in order for the generator to recover the target distribution, i.e., the discriminator has
to be 1-Lipschitz and the generator K-Lipschitz (Arjovsky et al., 2017; Qi, 2018). However, the JSD
loss function allowed us to outline GATSBI’s connection to adversarial VAEs and subsequently its
advantages for SBI (see Sec. 2.4, Suppl. Sec. A.2 and the discussion above). Whether this would also
be possible with the Wasserstein loss remains a subject for future work. Nevertheless, the sequential
extension of GATSBI using the energy-based correction (see Sec. 2.5 and Supp. Sec. A.4) could in
principle also be used with the Wasserstein metric.

Mescheder et al. (2018) state that the WGAN converges only when the discriminator minimizes the
Wasserstein metric at every step, which does not happen in practice. Fedus et al. (2017) argue that a
GAN generator does not necessarily minimise a JSD at every update step since the discriminator is
optimal only in the limit of infinite data. Hence, neither asymptotic property can be used to reason
about GAN behaviour in practice. As a consequence, it is difficult to predict the conditions under
which LFVI, or Deep Posterior Sampling would outperform GATSBI, or vice-versa. Nevertheless,
given the same networks and hyperperparameters (with slight modifications to the discriminator for
Deep Posterior Sampling, see App. D.1 for details), we found empirically that LFVI, Deep Posterior
Sampling and GATSBI are qualitatively similar on Two Moons, and that Deep Posterior Sampling
is slightly worse that the other two algorithms on SLCP: i.e., there is no advantage to using one
algorithm over the other on the problems investigated (see Fig. 6).

A.4 SEQUENTIAL GATSBI

For many SBI applications, the density estimator is only required to generate good posterior samples
for a particular experimentally observed data xo. This can be achieved by training the density
estimator using samples θ from a proposal prior π̃(θ) instead of the prior π(θ). The proposal prior
ideally produces parameters θ that are localised around the modes of p(θ|xo) and can guide the
density estimator towards inferring a posterior that is accurate for x ≈ xo. If we replace the true prior
π(θ) with a proposal prior π̃(θ) = qφ(θ|xo), i.e., the posterior estimated by GATSBI, and sample
from the respective distributions

θ, x ∼ π̃(θ)p(x|θ),
the corresponding GAN loss (from equation equation 2) is:

L̃(φ, ψ) = Eπ̃(θ)p(x|θ)p(z)
[

log Dψ(θ, x) + log(1−Dψ(fφ(z, x), x))
]

(15)

= Ep̃(θ|x)p̃(x) log Dψ(θ, x) + Eqφ(θ|x)p̃(x) log(1−Dψ(θ, x)). (16)

This loss would allow us to obtain a generator that produces samples θ that are likely to generate
outputs x close to xo, when plugged into the simulator. However, Proposition 1 in Appendix A.1
shows that this loss would result in qφ(θ|x) converging to the proposal posterior p̃(θ|x) rather than
the ground-truth posterior p(θ|x). In order to learn a conditional density that is accurate for x ≈ xo

but nevertheless converges to the correct posterior, we need to correct the approximate posterior for
the bias due to the proposal prior. We outline three different approaches to this correction step:

Using energy-based GANs Although it is possible to use correction factors directly in the GATSBI
loss function, as we outline in the next section, these corrections can lead to unstable training
(Papamakarios et al., 2019). Here, we outline an approach in which we train on samples from the
proposal prior without explicitly introducing correction factors into the loss function. Instead, we
change the setup of the generator to produce ‘corrected’ samples, which are then used to compute the
usual cross-entropy loss, and finally we train the discriminator and generator.

Let us start by introducing the correction factor ω(θ, x) = π(θ)
π̃(θ)

p̃(x)
p(x) , such that

p(θ|x) = p̃(θ|x) ω(θ, x). (17)

In the original formulation of GATSBI, sampling from qφ(θ|x) entails sampling latents z ∼ p(z), and
transforming them by a deterministic function fφ(x, z) to get parameters θ (see equation equation 1).
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Following the energy-based GAN formulation (Azadi et al., 2019; Che et al., 2020), we define an
intermediate latent distribution pt(z):

pt(z) = p(z)(ω(fφ(x, z), x))−1. (18)

pt(z) is the distribution of latent variables that, when passed through the function fφ(x, z), are most
likely to produce samples from the approximate proposal posterior q̃φ(θ|x) = qφ(θ|x)(ω(θ, x))−1.
For GANs, p(z) is typically a tractable distribution whose likelihood can be computed, and from
which one can sample, and thus, we can use MCMC or rejection sampling to also sample from pt(z)
(see Appendix D.1 for details). The resulting loss function is:

L̃(φ, ψ) = Ep̃(θ|x)p̃(x) log Dψ(θ, x) + Ept(z)p̃(x) log(1−Dψ(fφ(x, z), x)) = Ep̃(x)

[
L1 + L2

]
.

(19)

Note that there are no explicit correction factors in the loss.

We now show that optimising the loss function equation 19 leads to the generator converging to the
correct posterior distribution. Let us first focus on the second term L2:

L2 = Ept(z) log(1−Dψ(fφ(x, z), x))

=

∫
pt(z) log(1−Dψ(fφ(x, z), x))

=

∫
p(z) (ω(fφ(x, z), x))−1 log(1−Dψ(fφ(x, z), x)) from equation 18

=

∫
qφ(θ|x) (ω(θ, x))−1 log(1−Dψ(θ, x)) reparam. trick

=

∫
q̃φ(θ|x) log(1−Dψ(θ, x))

= Eq̃φ(θ|x) log(1−Dψ(θ, x)).

Thus, from Proposition 1, we can conclude that by optimising the loss function equation 19,
q̃φ(θ|x) → p̃(θ|x). This implies that the generator network, which represents qφ(θ|x), converges
to p(θ|x), since both the approximate and target proposal posteriors are related respectively to the
approximate and true posteriors by the same multiplicative factor ω(θ, x). Note that the generator is
more accurate in estimating the posterior given xo (or x ≈ xo), i.e., p(θ|xo) than given x far from xo,
since it is trained on samples from the proposal prior.

In practice, this scheme does produce improvements in the learned posterior. However, it is compu-
tationally expensive, because every update to the generator and discriminator requires a round of
MCMC or rejection sampling to obtain the ‘corrected’ samples. Moreover, if we use the generator
from the previous round as the proposal prior in the next round, we need to train a classifier to
approximate ω(θ, x) at every round.5 Finally, this approach has additional hyperparameters that
need to be tuned during GAN training, which could make it prohibitively difficult to use for most
applications.

Below, we outline theoretical arguments for two additional approaches, although we only provide
empirical results for the second approach.

Using importance weights Lueckmann et al. (2017) solve the problem of bias from using a
proposal prior by introducing importance weights in their loss function. One can use the same trick
for GATSBI,by introducing the importance weights ω(θ, x) = π(θ)

π̃(θ)
p̃(x)
p(x) into the loss defined in

equation 16:

L̃(φ, ψ) = Eπ̃(θ)p(x|θ)p(z)
[
ω(θ, x) log Dψ(θ, x) + log(1−Dψ(fφ(z, x), x))

]
= L1 + L2. (20)

5Note that the correction factor could be computed in closed form if we had a generator with an evaluable
density: we would not have to train a classifier to approximate it.
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Optimising this loss allows qφ(θ|x) to converge to the true posterior p(θ|x). Let us focus on the first
term L1:

L1 = Ep̃(θ|x)p̃(x)ω(θ, x) log Dψ(θ, x)

=

∫

x

∫

θ

p̃(x)p̃(θ|x)
π(θ)

π̃(θ)

p̃(x)

p(x)
log Dψ(θ, x)

=

∫

x

∫

θ

p(x|θ)π̃(θ)
π(θ)

π̃(θ)

p̃(x)

p(x)
log Dψ(θ, x)

=

∫

x

∫

θ

p(x|θ)π(θ)
p̃(x)

p(x)
log Dψ(θ, x)

=

∫

x

∫

θ

p(x)p(θ|x)
p̃(x)

p(x)
log Dψ(θ, x)

=

∫

x

∫

θ

p̃(x)p(θ|x) log Dψ(θ, x)

= Ep̃(x)p(θ|x) log Dψ(θ, x).

Thus, from Proposition 1, we can conclude that by optimising the loss function equation 20, the
generator qφ(θ|x) converges to the true posterior. However, the importance-weight correction could
lead to high-variance gradients (Papamakarios et al., 2019). This would be particularly problematic
for GANs, where the loss landscape for each network is modified with updates to its adversary, and
there is no well-defined optimum. High-variance gradients could cause training to take longer or even
prevent it from converging altogether.

Using inverse importance weights Since using importance weights in the loss can lead to
high-variance gradients, we could instead consider using the inverse of the importance weights
(ω(θ, x))−1 = π̃(θ)

π(θ)
p(x)
p̃(x) in the second term in equation 16:

L̃(φ, ψ) = Ep̃(θ|x)p̃(x) log Dψ(θ, x) + Eqφ(θ|x)p̃(x) (ω(θ, x))−1 log(1−Dψ(θ, x)) = L1 + L2.

(21)

Optimising L̃(φ, ψ) from equation 21 will result in the generator approximating the true posterior at
convergence. Focusing on the second term of the loss function L2:

L2 = Eqφ(θ|x)p̃(x) (ω(θ, x))−1 log(1−Dψ(θ, x))

=

∫∫
p̃(x)qφ(θ|x)

π̃(θ)

π(θ)

p(x)

p̃(x)
log(1−Dψ(θ, x))

=

∫∫
p̃(x)q̃φ(θ|x) log(1−Dψ(θ, x))

= Ep̃(x)q̃φ(θ|x) log(1−Dψ(θ, x)).

Thus, from Proposition 1, we can conclude that by optimising the loss function equation 21, q̃φ(θ|x)
converges to p̃(θ|x). Since q̃φ(θ|x) differs from qφ(θ|x) by the same factor as p̃(θ|x) from p(θ|x),
i.e., (ω(θ, x))−1 (see equation equation 17), this implies that qφ(θ|x)→ p(θ|x).
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B TRAINING ALGORITHMS

Algorithm 1 GATSBI
Input : prior π(θ), simulator p(x|θ), generator fφ, discriminator Dψ , learning rate λ
Output: Trained GAN networks fφ∗ and Dψ∗

Θ = {θ1, θ2, . . . , θn} i.i.d∼ π(θ)
X = {x1, x2, . . . , xn} ∼ p(xi|θi)
while not converged do

for discriminator iterations do
Sample mini-batch Xd, Θd from X, Θ

Z ∼ p(z), Θ̂d = fφ(Z,Xd)

L =
∑

Xd

(∑
Θd

log Dψ(Θd,Xd) +
∑

Θ̂d
log(1−Dψ(Θ̂d,Xd))

)

ψ ← ψ + λ∇ψL
end for
for generator iterations do

Sample mini-batch Xg , Θg from X, Θ

Z ∼ p(z), Θ̂g = fφ(Z,Xg)

L = −∑Xg

∑
Θ̂g

log(1−Dψ(Θ̂g,Xg))

φ← φ+ λ∇φL
end for

end while

Algorithm 2 Sequential GATSBI with energy-based correction
Input: π(θ), simulator p(x|θ), classifier ω = 1, observation xo, fφ, Dψ , learning rate λ
Output: Trained GAN networks fφ∗ and Dψ∗

for i = 1 · · · number of rounds do
Θi = {θ1, θ2, . . . , θn} i.i.d∼ π(θ)
Xi = {x1, x2, . . . , xn} ∼ p(x|θ)
if i > 1 then:

ωθ ← max
ωθ

log σ(ωθ(Θ0)) + log(1− σ(ωθ(Θi)))

ωx ← max
ωx

log σ(ωx(X0)) + log(1− σ(ωx(Xi)))

ω = ωθ
ωx

end if
while not converged do

for discriminator iterations do
Sample mini-batch Xd, Θd from Xi, Θi

Z ∼ pt(Z) = p(Z)(ω(fφ(Z,Xd),Xd))
−1

Θ̂d = fφ(Z,Xd)

L =
∑

Xd
(
∑

Θd
log Dψ(Θd,Xd) +

∑
Θ̂d

log(1−Dψ(Θ̂d,Xd)))
ψ ← ψ + λ∇ψL

end for
for generator iterations do

Sample mini-batch Xg , Θg from Xi, Θi

Z ∼ pt(Z) = p(Z)(ω(fφ(Z,Xg),Xg))
−1

Θ̂g = fφ(Z,Xg)

L = −∑Xg

∑
Θ̂g

log(1−Dψ(Θ̂g,Xg))

φ← φ+ λ∇φL
end for

end while
π(θ) = fφ(θ;xo)

end for
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Algorithm 3 Sequential GATSBI with inverse importance weights
Input: π(θ), simulator p(x|θ), classifier ω = 1, observation xo, fφ, Dψ , learning rate λ
Output: Trained GAN networks fφ∗ and Dψ∗

for i = 1 · · · number of rounds do Θi = {θ1, θ2, . . . , θn} i.i.d∼ π(θ) Xi = {x1, x2, . . . , xn} ∼
p(x|θ)

if i > 1 then:
ωθ ← max

ωθ
log σ(ωθ(Θ0)) + log(1− σ(ωθ(Θi)))

ωx ← max
ωx

log σ(ωx(X0)) + log(1− σ(ωx(Xi)))

ω = ωθ
ωx

end if
while not converged do

for discriminator iterations do
Sample mini-batch Xd, Θd from Xi, Θi

Z ∼ p(Z)

Θ̂d = fφ(Z,Xd)

L =
∑

Xd
(
∑

Θd
log Dψ(Θd,Xd) +

∑
Θ̂d

(ω(Θ̂d,Xd))
−1 log(1−Dψ(Θ̂d,Xd)))

ψ ← ψ + λ∇ψL
end for
for generator iterations do

Sample mini-batch Xg , Θg from Xi, Θi

Z ∼ p(Z)

Θ̂g = fφ(Z,Xg)

L = −∑Xg

∑
Θ̂g

(ω(Θ̂g,Xg))
−1 log(1−Dψ(Θ̂g,Xg))

φ← φ+ λ∇φL
end for

end while
π(θ) = fφ(θ;xo)

end for
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C ADDITIONAL RESULTS

C.1 POSTERIORS FOR BENCHMARK PROBLEMS

We show posterior plots for the benchmark problems: SLCP (Fig. 7) and Two Moons (Fig. 8). In
both figures, panels on the diagonal display the histograms for each parameter, while the off-diagonal
panels show pairwise posterior marginals, i.e., 2D histograms for pairs of parameters, marginalised
over the remaining parameter dimensions.

Figure 7: Inference for one test observation of the SLCP problem. Posterior samples for GATSBI
trained on 100k simulations (red), and reference posterior samples (black). The GATSBI posterior
samples cover well the disjoint modes of the posterior, although GATSBI sometimes produces
samples in regions of low density in the reference posterior.

C.2 SEQUENTIAL GATSBI

We found that sequential GATSBI with the energy-based correction produced a modest improvement
over amortised GATSBI for the Two Moons model with 1k and 10k simulation budgets, and no
improvement at all with 100k (see Fig. 9). The inverse importance weights correction did not produce
an improvement for any simulation budget. Sequential GATSBI performance was also sensitive
to hyperparameter settings and network initialisation. We hypothesise that further improvement is
possible with better hyperparameter or network architecture tuning.
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Figure 8: Inference for one test observation of the Two Moons problem. Posterior samples for
GATSBI trained on 100k simulations (red), and reference posterior samples (black). GATSBI
captures the global bi-modal structure in the reference posterior, but not the local crescent shape. It
also generates some samples in regions of low density in the reference posterior.
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Figure 9: Sequential GATSBI performance for the Two Moons Model. The energy-based correction
(EBM) results in a slight improvement over amortised GATSBI for 1k and 10k simulations, but the
inverse importance weights correction does not.
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D IMPLEMENTATION DETAILS

All networks and training algorithms were implemented in PyTorch (Paszke et al., 2019). We used
Weights and Biases (Biewald, 2020) to log experiments with different hyperparameter sets and
applications. We ran the high-dimensional experiments (camera model and shallow water model) on
Tesla-V100 GPUs: the shallow water model required training to be parallelised across 2 GPUs at a
time, and took about 4 days to converge and about 1.5 days for the camera model on one Tesla V100.
We used RTX-2080Tis for the benchmark problems: the amortised GATSBI runs lasted a maximum
of 1.5 days for the 100k budget; the sequential GATSBI runs took longer with the maximum being 8
days for the energy-based correction with a budget of 100k. On similar resources, NPE took about 1
day to train on the shallow water model, and 3 weeks and 2 days to train on the camera model. NPE
took about 10 min for 100k simulations on both benchmark problems. SMC-ABC and rejection-ABC
both took about 6s on the benchmark problems with a budget of 100k.

D.1 SIMPLE-LIKELIHOOD COMPLEX POSTERIOR (SLCP) AND TWO-MOONS

Prior and simulator For details of the prior and simulator, we refer to Lueckmann et al. (2021).

GAN architecture The generator was a 5-layer MLP with 128 hidden units in the first four layers.
The final layer had output features equal to the parameter dimension of the problem. A leaky ReLU
nonlinearity with slope 0.1 followed each layer. A noise vector sampled from a standard normal
distribution (two-dimensional for Two Moons, and 5-dimensional for SLCP) was injected at the
fourth layer of the generator. The generator received the observations as input to the first layer, used
the first three layers to embed the observation, and multiplied the embedding with the injected noise
at the fourth layer, which was then passed through the subsequent layers to produce an output of the
same dimensions as the parameters. The discriminator was a 6-layer MLP with 2048 hidden units
in the first five layers and the final layer returned a scalar output. A leaky ReLU nonlinearity with
slope 0.1 followed each layer, except for the last, which was followed by a sigmoid nonlinearity.
The discriminator received both the observations and the parameters sampled alternatively from the
generator and the prior as input. Observations and parameters were concatenated and passed through
the six layers of the network. For Deep Posterior Sampling, the discriminator did not have the final
sigmoid layer.

Training details The generator and discriminator were trained in parallel for 1k, 10k and 100k
simulations, with a batch size = min(10% of the simulation budget, 1000). For each simulation
budget, 100 samples were held out for validation. We used 10 discriminator updates for 1k and 10k
simulation budgets, and 100 discriminator updates for the 100k simulation budget, per generator
update. Note that the increase in discriminator updates for 100k simulations is intended to compensate
for the reduced relative batch size i.e., 1000 batches = 0.01%. The networks were optimised with the
cross-entropy loss. We used the Adam optimiser (Kingma and Ba, 2015) with learning rate=0.0001,
β1=0.9 and β2=0.99 for both networks. We trained the networks for 10k, 20k and 20k epochs for
the three simulation budgets respectively. To ensure stable training, we used spectral normalisation
(Miyato et al., 2018) for the discriminator network weights. For the comparison with LFVI, we
kept the architecture and hyperparameters the same as for GATSBI, but trained the generator to
minimise L(φ) = Eqφ(θ|x)[log

1−Dψ(θ,x)
Dψ(θ,x) ]. Similarly, for Deep Posterior Sampling, we kept the same

architecture (minus the final sigmoid layer for the discriminator) and hyperparameters, but trained the
generator and discriminator on the Wasserstein loss: L(φ, ψ) = Ep(θ|x) Dψ(θ)− Eqφ(θ|x) Dψ(θ).

Optimised hyperparameters for Two Moons model The generator was a 2-layer MLP with 128
hidden units in the first layer and 2 output features in the second layer (same as the parameter
dimension). Each layer was followed by a leaky ReLU nonlinearity with slope 0.1. Two-dimensional
white noise was injected into the second layer, after it was multiplied with the output of the first layer.
The discriminator was a 4-layer MLP with 2048 hidden units in the first 3 layers each followed by
a leaky ReLU nonlinearity of slope 0.1, and a single output feature in the last layer followed by a
sigmoid nonlinearity. We trained the networks in tandem for approximately 10k, 50k and 25k epochs
for the 1k, 10k and 100k simulation budgets respectively. There were 10 discriminator updates and
10 generator updates per epoch, with the batch size set to 10% of the simulation budget (also for
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100k simulations). All other hyperparameters (learning rate, β1, β2, etc.) were the same as for the
non-optimised architecture.

Hyperparameters for sequential GATSBI The architecture of the generator and discriminator
were the same as for amortised GATSBI. We trained the networks for 2 rounds. In the first round,
the networks were trained with the same hyperparameters as for amortised GATSBI, on samples
from the prior: the only exceptions were the number of samples we held out for the 1k budget (10
instead of 100) and the number of discriminator updates per epoch for the 100k budget (10 instead of
100). Both exceptions were to ensure that there were always 10 discriminator updates per epoch, and
speeding up training as much as possible. In the second round, the networks were trained using the
energy-based correction with samples from the proposal prior, as well as samples from the prior used
in the first round. All other hyperparameters were the same as for round one. The simulation budget
was split equally across the two rounds, and the networks were trained anew for each of 10 different
observations. The number of epochs was the same for the first and second round: 5k, 10k and 20k for
the 1k, 10, and 100k budget respectively. We trained 2 classifiers at the beginning of round two: one
to approximate the ratio π(θ)

π̃(θ) and the other to approximate p(x)
p̃(x) . Both classifiers were 4-layer MLPs

with 128 hidden units in each layer, and a ReLU nonlinearity following each layer. The classifiers
were trained on samples from the proposal prior and prior, and the proposal marginal likelihood
and likelihood respectively, using the MLPClassifier class with default hyperparameters (except for
"max_iter"=5000) from scikit-learn (Pedregosa et al., 2011). For the energy-based correction, we used
rejection sampling to sample from the corrected distribution pt(z): for a particular observation x, we
sampled z p(z) = N (0, 1), evaluated the probability of acceptance p = (ω(fφ(z, x), z))−1/M , and
accepted z if u < p where u is a uniform random variable. To compute the scale factor M , we simply
took the maximum value of p(z)ω(fφ(z, x), z))−1 within each batch. For the inverse importance
weights correction, we computed (ω(θ, x))−1, used it to calculate the loss as in Equation equation 21
for each discriminator and generator update in the second round.

D.2 SHALLOW WATER MODEL

Prior θ ∼ N (µ1100,Σ), θ ∈ R100

µ = 10,Σij = σ exp(−(i− j)2/τ), σ = 15, τ = 100.

The values for µ and Σ were chosen to ensure that the different depth profile samples produced
discernible differences in the corresponding simulated surface waves, particularly in Fourier space.
For example, combinations of µ values > 25 (deeper basins), σ values < 10 and τ values > 100
(smoother depth profiles) resulted in visually indistinguishable surface wave simulations.

Simulator

x|θ = f(θ) + 0.25ε

ε =



ε1,1 . . . ε1,100

...
. . .

...
ε200,1 . . . ε200,100


 εij ∼ N (0, 1).

f(θ) is obtained by solving the 1D Saint-Venant equations on a 100-element grid, performing a 2D
Fourier transform and stacking the the real and imaginary part to form a 2×100×100-dimensional
array.

The equations were solved using a semi-implicit solver (Backhaus, 1983) with a weight of 0.5 for each
time level, implemented in Fortran (F90). The time-step size dt was set to 300s and the simulation
was run for a total of 3600s. The grid spacing dx was 0.01, with dry cells at both boundaries using a
depth of −10. We used a bottom drag coefficient of 0.001 and gravity=9.81m/s2. An initial surface
disturbance of amplitude 0.2 was injected at x = 2, to push the system out of equilibrium.

We chose to perform inference with observations in the Fourier domain for the following reason.
Since waves are a naturally periodic delocalised phenomenon, it makes sense to run inference on
their Fourier-transformed amplitudes, so that convolutional filters can pick up on localised features.
We used the scipy fft2 package (Virtanen et al., 2020).
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GAN architecture The generator network was similar to the DCGAN generator (Radford et al.,
2015). There were five sequentially stacked blocks of the following form: a 2D convolutional layer,
followed by a batch-norm layer and ReLU nonlinearity, except for the last layer, which had only a
convolutional layer followed by a tanh nonlinearity. The observations input to the generator were of
size batch size × 200 × 100. The input channels, output channels, kernel size, stride and padding
for each of the six convolutional layers were as follows: 1 - (2, 512, 4, 1, 0), 2 - (512, 256, 4, 2, 1),
3 - (256, 128, 4, 2, 1), 4 - (128, 128, 4, 2, 1), 5 - (128, 1, 4, 2, 1). The final block was followed by
a fully-connected readout layer that returned a 100-dimensional vector. Additionally, we sampled
25-dimensional noise, where each element of the array was drawn independently from a standard
Gaussian. and added it to the output of the tanh layer, just before the readout layer.

The discriminator network was similar to the DGCAN discriminator: it contained embedding layers
that mirrored the generator network minus the injected noise. The input channels, output channels,
kernel size, stride and padding for each of the six convolutional layers in the embedding network
were as follows: 1 - (2, 256, 4, 1, 0), 2 - (256, 128, 4, 2, 1), 3 - (128, 64, 4, 2, 1), 4 - (64, 64, 4, 2, 1), 5
- (64, 1, 4, 2, 1). This is followed by 4 fully-connected layers with 256 units each and a leaky ReLU
nonlinearity of slope 0.2 after each fully-connected layer. The final fully-connected layer, however,
was followed by a sigmoid nonlinearity. The discriminator received both the Fourier-transformed
waves and a depth profile alternatively from the generator and the prior as input. The Fourier-
transformed waves were passed through the embedding layers, the embedding was concatenated with
the input depth profile and then passed through the fully-connected layers.

Training details The two networks were trained in parallel for ∼40k epochs, with 100k training
samples, of which 100 were held out for testing. We used a batch size of 125, the cross-entropy loss
and the Adam optimiser with learning rate= 0.0001, β1 = 0.9 and β2 = 0.99 for both networks.
In each epoch, there was 1 discriminator update for every generator update. To ensure stability of
training, we used spectral normalisation for the discriminator weights, and clipped the gradient norms
for both networks to 0.01, unrolled the discriminator(Metz et al., 2017) with 10 updates i.e., in each
epoch, we updated the discriminator 10 times, but reset it to the state after the first update following
the generator update.

NPE and NLE We trained NPE and NLE as implemented in the sbi package (Tejero-Cantero et al.,
2020) on the shallow water model. We set training hyperparameters as described in Lueckmann et al.
(2021), except for the training batch size which we set to 100 for NPE and NLE. The number of
hidden units in the density and ratio estimators which we set to 100 (default is 50). For NPE, we
included an embedding net to embed the 20k-dimensional observations to the number of hidden units.
This embedding net was identical to the one used for the GATSBI discriminators, and it was trained
jointly with the corresponding density or ratio estimators. We trained with exactly the same 100k
training samples used for GATSBI. MCMC sampling parameters for NLE were set as in Lueckmann
et al. (2021).

To calculate correlation coefficients for the GATSBI and NPE posteriors, we sampled 1000 depth
profiles from the trained networks for each of 1000 different observations from a test set. We then
calculated the mean of the 1000 depth profile samples per observation, and computed the correlation
coeffiecient of the mean with the corresponding groundtruth depth profile. Thus, we had 1000
different correlation coefficients; we report the mean and the standard deviation for these correlation
coefficients.

Simulation-based calibration (Talts et al., 2020) offers a way to evaluate simulation-based inference
in the absence of ground-truth posteriors. SBC checks whether the approximate posterior qφ(θ|x),
when marginalised over multiple observations x, converges to the prior π(θ). A posterior that
satisfies this condition is well-calibrated, although it is not a sufficient test of the quality of the
learned posterior, since a posterior distribution that is equal to the prior would also be well-calibrated.
However, when complemented with posterior predictive checks it provides a good test for intractable
inference problems.

We performed SBC on the shallow water model. To obtain a test data set {θi, xi}Ni=1, we sampled
N = 1000 parameters θi from the prior and generated corresponding observations xi from the
simulator. For each xi, we then obtained a set of L = 1000 posterior samples using the GATSBI
generator and calculated the rank of the test parameter θi under the L GATSBI posterior samples
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as described in algorithm 1 in Talts et al. (2020), separately for each posterior dimension. For
the ranking we used a Gaussian random variable with zero mean and variance 10. We then used
bins of n = 20 to compute and plot the histogram of the rank statistic. According to SBC, if the
marginalised approximate posterior truly matched the prior, the rank statistic for each dimension
should be uniformly distributed. Performing SBC can be computationally expensive because the
inference has to be repeated for every test data point. In our scenario it was feasible only because
GATSBI and NPE perform amortised inference and do not require retraining or MCMC sampling
(as in the case of NLE) for every new x. We followed the same procedure to do SBC on NPE as for
GATSBI.

D.3 NOISY CAMERA MODEL

Prior The parameters θ were 28×28-dimensional images sampled randomly from the 800k images
in the EMNIST dataset.

Simulator The simulator takes a clean image as input, and corrupts it by first adding Poisson noise,
followed by a convolution with a Gaussian point-spread function: m ∼ Poisson(θ)

x|th = f ∗m; f(t) = exp(− t2

σ2 )) where ∗ denotes a convolution operation with a series of 1D
Gaussian filters given by f . We set the width of the Gaussian function σ = 3.

GAN architecture The generator network was similar to the Pix2Pix generator (Isola et al., 2016):
there were 9 blocks stacked sequentially; the first 4 blocks consisted of a 2D convolutional layer,
followed by a leaky ReLU nonlinearity with slope 0.2 and a batchnorm layer; the next 4 blocks
consisted of transpose a convolutional layer, followed by a leaky ReLU layer of slope 0.2 and
a batchnorm layer; the final block had a transposed convolutional layer followed by a sigmoid
nonlinearity. The input channels, output channels, kernel size, stride and padding for each of the
convolutional or transposed convolutional layers in the 9 blocks were as follows: 1 - (1, 8, 2, 2, 1),
2 - (8, 16, 2, 2, 1), 3 - (16, 32, 2, 2, 1), 4 - (32, 64, 3, 1, 0), 5 - (128, 32, 3, 2, 1), 6 - (64, 16, 2, 2,
1), 7 - (32, 8, 3, 2, 1), 8 - (16, 4, 2, 2, 1), 9 - (4, 1, 1, 1, 0). There were skip-connections from block
1 to block 8, block 2 to block 7, block 3, to block 6 and from block 4 to block 5. 200-dimensional
white noise was injected into the fifth block, after convolving it with a 1D convolutional filter and
multiplying it with the output of the fourth block.

The discriminator network was again similar to the Pix2Pix discriminator: we concatenated the image
from the generator or prior with the noisy image from the simulator, and passed this through 4 blocks
consisting of a 2D convolutional layer, a leaky ReLU nonlinearity of slope 0.2 and a batch-norm
layer, and finally through a 2D convolutional layer and a sigmoid nonlinearity. The input channels,
output channels, kernel size, stride and padding for each of the convolutional were as follows: 1 - (2,
8, 2, 2, 1), 2 - (8, 16, 2, 2, 1), 3 - (16, 32, 2, 2, 1), 4 - (32, 64, 2, 2, 1), 5 - (64, 1, 3, 1, 0).

Training details The generator and discriminator were trained in tandem for 10k epochs, with
800k training samples, of which 100 were held out for testing. We used a batch size of 800, the
cross-entropy loss and the Adam optimiser with learning rate= 0.0002, β1 = 0.5 and β2 = 0.99 for
both networks. In each epoch, there was a single discriminator update for every second generator
update. To ensure that training was stable, we used spectral normalisation for the discriminator
weights, and clipped the gradient norms for both networks to 0.01.

NPE We trained NPE using the implementation in the sbi package (Tejero-Cantero et al., 2020).
We set training hyperparameters as described in Lueckmann et al. (2021), except for the training
batch size which we set to 1 (in order to ensure that we did not run out of memory while training),
and the number of hidden units in the density estimators which we set to 100. 28×28 dimensional
observations were passed directly to the flow, without an embedding net or computing any summary
statistics, as was also the case for GATSBI. We trained with exactly the same 800k training samples
used for GATSBI.
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Abstract

Synaptic plasticity is thought to be critical for building and maintaining the neuronal
networks that support mammalian behavior and cognition. Models of plasticity are
typically designed by hand. Starting with specific hypothesized rules to change
synaptic efficacy, models are then evaluated based on the similarity of their effects
to empirical data. While this approach has provided some good insight into
plasticity mechanisms in the past, it is limited by human intuition. It cannot
infer plasticity rules from data directly, nor identify whether alternative rules may
explain observations similarly well. Here, we provide a new approach that uses
Generative Adversarial Networks for learning plasticity rules directly from data.
This approach allows us to effectively explore the space of plausible plasticity
mechanisms consistent with the observations. We validate our method by re-
discovering Oja’s rule from simulated postsynaptic activity traces. We then show
that expanding the search space for plasticity rules with different parametrizations
leads to qualitatively different learned rules. Despite their differences, each unique
rule generates neural activity which is statistically similar to that of the ground-
truth rule. Our results signal the need for a shift in how we study plasticity rules—
instead of focusing on a small number of individual rules, we should identify
families of rules which lead to similar network function, and characterize their
shared computational and mechanistic features for a full understanding of how
autonomous rules build and maintain the substrate of our thinking.

1 Introduction

Synaptic plasticity is the key to the brain’s ability to learn from and remember past experiences [Abbott
and Nelson, 2000, Citri and Malenka, 2008]. However, the exact nature of local synaptic changes
and how they relate to network-level properties remain largely unknown [Magee and Grienberger,
2020, Morrison et al., 2007]. This is due in part to the difficulty in observing directly in vivo how
populations of synapses evolve across time. As a result, the default avenue to link putative plasticity
mechanisms to available data and hypotheses has long been theoretical work Gerstner et al. [1996],
Pfister and Gerstner [2006], Clopath et al. [2010], Graupner and Brunel [2012].
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Theoretical models of synaptic plasticity typically encapsulate the various molecular contributions at
individual synapses into a scalar "weight" associated with each synapse. The equations governing
the evolution of said synaptic weights across time are referred to as plasticity rules. Classically,
plasticity rules have been derived from analytical arguments or hypotheses inspired by experimental
observations [Gerstner et al., 1996, Pfister and Gerstner, 2006, Clopath et al., 2010, Vogels et al.,
2011]. Critically, since these approaches rely on human intuition and hand-tuning to conceive a single
plasticity rule with a desired network effect (e.g. [Zenke et al., 2015, Litwin-Kumar and Doiron,
2014]), these studies cannot explore whether alternative plasticity mechanisms could also explain
the data. Using such "unicorn rules", i.e., rules that produce observed results without regard for the
biological fidelity of their ingredients, may lead to potentially erroneous experimental predictions. In
other words, classical theoretical studies can only investigate whether a specific rule is sufficient but
not whether it is necessary to account for observed phenomena, or whether it can stand up against the
onslaught of reality in biological settings. A more comprehensive approach may be to algorithmically
explore (or "meta-learn") the space of plausible plasticity rules subserving given observations or
computations, assuming that the experimental data are rich enough to feed such explorations, and
that sufficiently powerful numerical approaches are available.

Experimental data that are rich enough for meta-learning approaches have become more accessible in
recent years, along with a boost in available computational power and improvements in numerical
analysis. Progress in large-scale recording technologies [Jun et al., 2017, Nguyen et al., 2016] can
deliver recorded neural activity from large populations of neurons, potentially providing the kind
of datasets to derive plasticity rules from. However, success relies on: (i) a sufficiently flexible
parametrization of the plasticity rule, so as to be able to fit the widest possible range of functions; and
(ii) a measure of disparity between empirical and simulated data (i.e., a loss function), that is able to
flexibly extract the data features that are informative about the underlying plasticity rule. Previous
work focuses mainly on the former (i): Confavreux et al. [2020], Tyulmankov et al. [2022], Lindsey
and Litwin-Kumar [2020], Jordan et al. [2021], Metz et al. [2018] design flexible parametrizations
for their plasticity rules, but handcraft the loss function from network-level hypotheses so to deduce
the exact form of the plasticity rule. Lim et al. [2015] specify a loss function on hand-picked data
features. We propose to fulfill both conditions (i) and (ii) by deducing both the plasticity rule and
loss function directly from data. To this end, we make full use of the flexibility of Deep Neural
Networks (DNNs) to both parametrize plasticity rules, and to compare simulated and empirical data.
More specifically, we formulate this question as an adversarial game in which DNNs aim to produce
plasticity rules which in turn create simulated data that "tricks" the discriminator into misclassifiying
it as empirical. Such use of Generative Adversarial Networks [GANs, Goodfellow et al., 2014] to
meta-learn plasticity rules from observed data thus alleviates the need to handcraft either the plasticity
rule or the loss function.

Our GAN framework infers plasticity rules from recorded activity traces. As a proof of concept,
we start by applying our GAN approach to synthetic data simulated with a known plasticity rule,
i.e., Oja’s rule—a canonical plasticity rule [Oja, 1982]. This allows to compare the rules learned
with our framework to the ground-truth plasticity rule. We show that the plasticity rules learned
using our adversarial approach generate activity traces that are statistically similar to the data,
even though the rules themselves are very different from Oja’s rule, i.e., their synaptic weight
dynamics differ substantially. Furthermore, we show that various model and data biases dramatically
change the form of learned rules without affecting the quality of the fit to data. Our findings point
towards a need to shift from studying plasticity with the aim of finding the unique "correct" rule
responsible for a given network function, to attempting to infer entire families of rules with similar
network-level function. Such sets of rules may comprise individual rules with different mechanistic
implementations. Characterizing the conserved properties within such classes of equivalent rules will
be key to producing more robust experimental predictions.

2 Methods

Below, we introduce the rate network model, Oja’s rule: the rule underlying our ground-truth (syn-
thetic) data, the different parametrizations for the learning rules and the GAN-based meta-learning
framework.
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Network model: We consider a linear feedforward rate network with N presynaptic neurons with
activity xj , j = 1 . . . N , M postsynaptic neurons with activity yi, i = 1 . . .M , and synaptic weights
ωij . The postsynaptic activity at (discretized) time t is updated as follows:

yti =
∑

j

ωtijx
t
j (1)

Ground-truth data and Oja’s rule: In lieu of experimental data, and to test our framework,
ground-truth data consisted of activity traces from the rate network defined above, evolving with
Oja’s rule. This rule consists of a Hebbian term, with an added normalization term for stability:

∆ωtij = xtj ∗ yti − (yti)
2ωtij (2)

This Hebbian plasticity rule, when used to update the synaptic weights ωij of the feedforward rate
network in Eqn 1, causes ωij to converge to the first principal component PC1 of the presynaptic
activity x = {xi}Ni=1 [Oja, 1982]. Concurrently, under Oja’s rule, the postsynaptic activity y
converges to a projection of x onto its first principal component. In order to simulate activity traces
yi, we sampled presynaptic activity x from a N-dimensional Gaussian distribution, with a given
covariance structure (details in Appendix Sec. B). Note that we fixed the presynaptic activity to be
constant across time, and that the synaptic weight update ∆ωij at each time step was computed by
averaging over an ensemble of pre- and postsynaptic activities corresponding to K = 100 different x
samples from the multivariate Gaussian distribution. In other words, we have implicit batch learning
for the synaptic weights1:

∆ωij =
1

K

K∑

k=1

x
(k)
j ∗ y

(k)
i − (y

(k)
i )2wij (3)

We simulated the plastic network for T = 200 time steps. The ground-truth data consisted of the
postsynaptic activity at every time step for each of K = 100 different 3-dimensional presynaptic
activities and randomly initialised synaptic weights ω0

ij ∼ N (0, 0.12).

In Fig 4, we used two other types of data: (1) we introduced noise in the postsynaptic activity:
yti =

∑
j ω

t
ijx

t
j + ε, ε ∼ N (0, 0.252); (2) 39 input neurons instead of 3 were simulated, the training

was otherwise similar.

Parametrized learning rules In order to meta-learn the synaptic plasticity rules from the ground-
truth data, we formalized the learning rule with a parametrized function hθ:

∆ωij = hθ(ω
t
ij , x

t
j , y

t
i). (4)

First, for a proof of principle (Fig. 2), we parametrized Oja’s rule with learnable coefficients θ1 and
θ2:

hθ(ω
t
ij , x

t
j , y

t
i) = θ1x

t
j ∗ yti + θ2(yti)

2ωtij (5)

For all other experiments, the plasticity rules were parametrized using multi-layer perceptrons [MLPs,
Bishop et al., 1995], with different inputs from the rate network, depending on the chosen model:

• Local MLP: the plasticity rule is parametrized by a 3-layer MLP, i.e., hθ(·) =
MLPθ(ω

t
ij , x

t
j , y

t
i). This MLP represents a local update, i.e., it transforms each xtj , y

t
i

and ωtij in the same way, independently of the indices i, j and t.

• Oja + local MLP: hθ(·) = MLPθ(ω
t
ij , x

t
j , y

t
i) + xtj ∗ yti − (yti)

2ωtij . This learning rule is
"biased" since, by construction, it is initialised close to the ground-truth solution and any
non-zero outputs of the MLP are perturbations to Oja’s rule.

• Semi-global MLP computes the synaptic weight update ∆ωtij for a single synapse. It takes
into account the mean presynaptic activity and the mean across the network synaptic weights
at the current time step, in addition to the local presynaptic activity xtj , synaptic weight ωtij
and postsynaptic activity yti : ∆ωtij = hθ(·) = MLPθ(ω

t
ij , x

t
j , y

t
i ,

1
N

∑
j x

t
j ,

1
N

∑
j ωij).

• Global MLP takes into account all pre- and postsynaptic activities and synaptic weights:
∆ωij = hθ(·) = MLPθ({ωtij , xtj , yti}M,N

i=1,j=1).

Note that these parametrized rules are progressively less constrained, and that each MLP could, in
principle, be reduced to the one above it.

1To lighten the notation, we elide the dependence on time t in this equation.
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Figure 1: Adversarial learning of plasticity rules. Observed data are simulations of the postsynaptic
activity of a rate network with plastic synapses evolving according to Oja’s rule. The generator is
a rate network with synapses evolving according to a learnable MLP rule. The discriminator is an
expressive network that is trained to distinguish observed data from the output of the generator. In
our framework, the generator and discriminator are trained so that at convergence, the learned MLP
rule is such that the generator produces postsynaptic neural activities similar to the observed data.

Meta-learning framework Our meta-learning framework uses a GAN to learn the parameters θ of
the plasticity rule hθ, given neural activity. Below, we first introduce the GAN formalism, and then
show how one can recast the problem of meta-learning within this formalism.

GANs are a machine learning approach to obtain generative models of data, by training a model to
match a target distribution p(d′), which we only have access to via samples d′ from the distribution.
GANs consist of two deep neural networks: a generator network gθ that produces data d = gθ(z), by
deterministically transforming latent random variables z sampled from a known distribution p(z).
The second network is a discriminator Dψ which aims to classify generated samples d as fake (i.e.,
from the generator), and d′ as real (i.e., from the target distribution, Fig. 1). After the two networks
have been trained with a minimax loss

θ∗, ψ∗ = min
θ

max
ψ

Ep(d′) log Dψ(d′) + Ep(z) log
(
1−Dψ(gθ(z))

)
, (6)

in the limit of infinite data, the generator implicitly represents p(d′) at convergence. Thus, conver-
gence yields a generative model of d′. Note that the GAN does not impose any restrictions on the
architecture of the generator network. Furthermore, it does not define an explicit loss function for
the target data d′ and generated data d: instead, the discriminator implicitly represents a distance
function between the two data distributions, and this function is also learned end-to-end with the
generator. This leads to GANs not attempting to reproduce the data d′ in minute detail, but rather to
capture the general statistics of the data. In other words, the GAN matches the distributions p(d) and
p(d′), rather than individual samples d and d′.

This flexibility in the GAN framework is advantageous for meta-learning plasticity rules from
neural activity. We first recast the system composed of the postsynaptic update (Eqn 1) and the
plasticity rule (Eqn 4) as a generative model of postsynaptic activity traces for T time steps, i.e.,
y = yti

M,T
i=1,t=1 = gθ(x, ω

0), where x = {xtj}N,Tj=1,t=1 and ωt = {ωtij}M,N
i=1,j=1 (Fig. 1). We then

define a discriminator Dψ that differentiates between generated activity traces y and observed activity
traces y′ ∼ p(y′). Note that y is a random variable, since the rate network is initialised randomly
before every forward pass from the generative model. We learn the parameters of the plasticity rule θ
and the discriminator ψ using the same minimax loss as in Eqn 6:

θ∗, ψ∗ = min
θ

max
ψ

Ep(y′) log Dψ(y′) + Ep(ω0)p(x) log
(
1−Dψ(gθ(x, ω

0))
)
. (7)
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At convergence, the GAN will have learned a plasticity rule hθ that is consistent with the observed
neural activity y′. The GAN framework thus allows us to flexibly parametrize the plasticity rule. It
also allows us to learn the rule from neural activity, without having to specify a loss function on the
neural activity. Details on method implementation and numerical experiments are in Appendix Sec. B.

3 Results

We use an adversarial approach to flexibly deduce plasticity rules from neural activity, which requires
neither pre-specified data features nor a loss function (Fig. 1). We perform all experiments on
simulated data with a known underlying rule i.e., Oja’s rule (Sec. 2). This enables us to compare
GAN-based solutions to ground-truth, both at the level of activity traces and plasticity rules.

In the following we will first validate our method with a constrained parametrization of the synaptic
plasticity rule, and then turn to a more flexible search space for plasticity rules. We show that our
approach unveils a wide "family" of rules that are all consistent with the observed data. Interestingly,
the learned rules vary substantially depending on how the plasticity rule is parametrized, as well as
on the quality and quantity of data used for inferring these rules.

Proof of principle We first show that our adversarial approach is generally capable of meta-learning
rules from neural activity and in principle, to ‘rediscover’ the exact rule that was used to generate
the data. We used postsynaptic activity simulated with Oja’s rule for training. We ran the GAN
framework in a constrained setting where the only tunable parameters were the coefficients of the
two monomials of Oja’s rule (Eqn. 5).

The GAN approach approximately learned the original coefficients (θ1 ≈ 1 and θ2 ≈ −1). Thus, the
GAN learned a constrained rule identical to Oja’s rule (Fig. 2A-D), showing that the GAN setup is
capable of learning the true underlying rule in principle.
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Figure 2: GAN with constrained rule rediscovers Oja’s rule. Oja’s rule (top, black), constrained
rule (bottom, light blue). (A) Distance between the synaptic weights ω and the first principal
component of x across time. (B) Postsynaptic activity traces for different initial synaptic weights
in the rate network (top). Learned-rule activities versus the original Oja’s rule activities at different
time points and for different initial synaptic weights (bottom). (C) Synaptic weight updates ∆ω for a
range of presynaptic activities x and postsynaptic activities y and ω = 0.01. (D) Vector field of ω
versus postsynaptic activity y with presynaptic activity fixed at x = 0.5.

Rules learned from postsynaptic activity traces do not converge to Oja’s rule We then consid-
ered a more flexible search space for the plasticity updates. We used the same observed data as before,
but parametrized the plasticity rule using a 3-layer multi-layer perceptron (MLP) which updates
each synapse in the linear network based on the presynaptic activity xtj , postsynaptic activity yti and
current synaptic weight of the given synapse ωtij i.e., a local MLP rule (details in Sec. 2).
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We found that the GAN learned a plasticity rule which accurately reproduces the statistics of the
observed postsynaptic activity (Fig. 3C), after verifying that an MLP rule with random parameters,
without any training could not reproduce observed postsynaptic activity (Appendix Fig. A.1). How-
ever, the dynamics of the synaptic weights from the GAN-learned rule are different from those of
Oja’s rule. We first quantified this with the Euclidean distance between the synaptic weights and
the first principal component of the presynaptic activity PC1 at each time point [Confavreux et al.,
2020]. As expected, this distance decays to 0 with time for Oja’s rule [Oja, 1982, Fig. 2A], but not
for the learned MLP (Fig 3B), indicating that although the network activity is similar, the synaptic
weights evolving with the MLP-rule do not converge to PC1. This suggests that the synaptic weight
dynamics are under-constrained by neural activity alone.

To visualize how the ground-truth and GAN-learned rules differed, we computed the synaptic
weight update from each of the learned rules for a range of different presynaptic activities xj and
postsynaptic activities yi—the observable network variables—, while the synaptic weights were fixed
at ωij = 0.01. The resulting synaptic weight-update diagrams ∆ωij = f(xj , yi, ωij = 0.01) appear
qualitatively different for Oja’s rule (Fig. 2C) and the learned MLP rule (Fig. 3D), both in terms of the
magnitude of weight updates and regions of potentiation (∆ωij > 0) and depression (∆ωij < 0). For
instance, Oja’s rule is symmetric along the diagonal and anti-diagonal, whereas in the GAN-learned
rule there is no symmetry, and ∆ωij > 0 only for a narrow range of xj − yi values.

In order to have a more complete understanding of the dynamics of the GAN-learned rules, we com-
puted the vector field of the postsynaptic activity and the synaptic weight, given a fixed presynaptic
activity (Fig. 2D and Fig. 3E). While both rules have hyperbolic nullclines and two fixed points,
in Oja’s rule, both of the fixed points are stable, whereas the learned MLP has a stable node and a
saddle node. The location of these fixed points is at higher values of ω for the learned MLP compared
to Oja’s rule. Overall, this indicates that the dynamics of the learned MLP rule and Oja’s rule are
distinct.

Thus, even though the learned rule reproduced the statistics of the ground-truth postsynaptic activity
traces, the rule itself was qualitatively different from Oja’s rule. We show that the conclusions
illustrated here are representative of the behaviour for the entire family of datasets considered in this
study (Appendix Fig. A.2): the mean squared error between the postsynaptic traces from Oja’s rule
and GAN-learned rules is relatively low for most test datasets.

Different inductive model biases lead to different GAN-learned rules We next explored how
differences in model parametrizations (inductive biases) affected the learned rules. We hypothesized
that models that depend on different variables would converge to different solutions.

To this end, in addition to the 3-layer MLP from above, we trained three plasticity rules: Oja +
local MLP where the MLP learned perturbations to Oja’s rule, Semi-global MLP which received
the mean presynaptic activity and mean synaptic weight per timepoint in addition to the inputs for
a local MLP, and Global MLP which received all presynaptic activity values, synaptic weights and
postsynaptic activity per timepoint as input (Sec. 2 and Fig 3A) All three parametrized rules once
trained, reproduced the statistics of the observed data (Fig 3C). In particular, the activity traces elicited
by the Oja + local MLP rule are nearly identical to the traces from Oja’s rule. The semi-global- and
global MLP-generated activities capture relatively well the statistics of the observed postsynaptic
activities. However the generated activity from the global MLP is slightly biased at later timepoints
(Fig 3C). Nevertheless, it captures the salient features of the observed postsynaptic activity, e.g., the
transient increase in postsynaptic activity at earlier timepoints, and the convergence to a stable value
at later timepoints (Appendix Fig. A.3).

However, the weight trajectories for all three rules are different from Oja’s Rule and from the local
MLP (Fig. 3B). Upon further inspection of the weight-update diagrams and vector fields (Fig. 3D,E),
Oja + local MLP has nearly the same dynamics as Oja’s rule, which is consistent with the heavy bias
introduced towards Oja’s rule. Further analysis of the Oja + local MLP rule suggests that the MLP
component contributes minimally to both the weight updates and the generated postsynaptic activity
(Appendix Fig. A.4). Furthermore, the differences in the weight dynamics between Oja’s rule and
Oja + local MLP are due to the behaviour of the MLP in regions of the phase-space far away from
the fixed points of Oja’s rule (Appendix Fig. A.5). In contrast, both the semi-global MLP and global
MLP have weight update diagrams and dynamics qualitatively different from each other and from
Oja’s rule (Fig. 3D,E). In particular, the GAN-learned rules have only one fixed point: stable in the
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Figure 3: Different model biases can lead to differences in the GAN-learned rules. (A)
Parametrized plasticity rules. Local MLP (top), Oja+Local MLP (second from top), semi-global
MLP (second from bottom) and global MLP (bottom). (B) Weight trajectories, as measured by
||PC1−ω|| for Local MLP (top, blue), Oja + local MLP (second from top, orange), semi-global MLP
(second from bottom, green), global MLP (bottom, yellow) and Oja’s rule (black). (C) Observed and
generated activity per time step. (D) Weight updates ∆ω for learned rules. (E) Vector fields of ω
versus postsynaptic activity y for learned rules.

case of the global MLP, and a saddle node in the case of semi-global MLP (Fig. 3E). Taken together,
these results suggest that:

• There exists a whole family of mechanistically different plasticity rules that explain the
postsynaptic activity equally well.

• Constraining or broadening our search space for these rules by specifying different
parametrization leads to different learned rules.

In other words, there exist multiple local minima in the landscape of learning rules that are consistent
with a particular set of observed data. We can think of different model architectures as placing the
parametrized rule close to different minima in the rule landscape, resulting in convergence to different
plasticity rules depending on the model architecture.

Different data biases lead to differences in the GAN-learned rules Finally, we explored how
differences in training data influenced the learned rules. We perturbed the features of the postsynaptic
activity (Fig 4A) by either (1) adding noise to it or (2) increasing the number of presynaptic neurons
in the rate network (in our case, from 3 to 39, see Sec. 2 for details). We hypothesized that this would
change the nature of the information available to the GAN discriminator to differentiate between
observed and generated traces. This, in turn, would lead to different updates to the parametrized rules
during training, and therefore, potentially different learned rules at convergence.
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To this end, we trained the 3-layered local MLP architecture with data from the two other datasets.
Note that the underlying plasticity rule for generating the datasets (1) and (2) was still Oja’s rule. We
tested the GAN-learned plasticity rules trained on dataset (1) and (2) on the same 3-neuron noiseless
dataset used in the previous experiments ( additional analysis on datasets (1) and (2) in Appendix
Fig. A.6). Note that this was possible because the learned rules were all local and therefore, agnostic
to the number of neurons in the rate network, and to the features of the postsynaptic activity of
the observed data. We found that the two GAN-learned rules accurately reproduce the statistics of
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Figure 4: Different data biases lead to differences in the GAN-learned rules. Local rule trained
on noisy postsynaptic neuron with 3 presynaptic neurons (top). Local rule trained on noiseless
postsynaptic neuron with 39 presynaptic neurons (bottom). (A) Rate network architecture for
different training data. (B) Weight trajectories for a network with 3 presynaptic neurons and a
noiseless postsynaptic neuron given the two learned plasticity rules (orange and green). Oja’s rule in
black. (C) Learned MLP rules capture the statistics of activity from a rate network with Oja’s rule.
(D) Weight updates ∆ω for the learned rules. (E) Vector fields of ω versus postsynaptic activity y
for learned rules. Top: saddle node (red dot) and hyperbolic ω-nullcline (black line). Bottom: stable
node and linear ω-nullcline.

the ground-truth activity traces from the out-of-training distribution (Fig. 4C), with the generated
traces strongly correlated with the ground-truth traces for the same initial synaptic weights. We note
that for the rule trained with noisy postsynaptic activity, the correlation is slightly biased at t = 10,
but improves for t = 50. However, the weight update diagrams and the weight dynamics of the
two learned rules once again differ substantially both from Oja’s rule and the local MLP (4B,D,E).
Overall, these findings imply that:

• Data biases can strongly influence the GAN-learned rules, potentially nudging the rules
towards different minima in the landscape of learning rules, and resulting in different
mechanistic predictions.

• The learned rules are scale-independent. Indeed, testing learned rules on a dataset with a
different size that they have been trained on leads to similar results.

• Learned rules generalize to out-of-training data and retain meaningful features from the
training data, i.e., the variety of rules observed are not the result of overfitting on the training
data.

In summary, we showed that we can use a GAN framework to find a multitude of rules that are
consistent with a activity traces simulated with Oja’s rule. Vastly different rules, that did not resemble
one another nor Oja’s rule, were obtained under different perturbations to both data and plasticity
search space. This suggests that the formulation of the problem and the various biases introduced by
the chosen model and training data had arguably more impact on the putative experimental predictions
made with the GAN-learned rules than the initial data itself.
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4 Discussion

Theoretical studies about synaptic plasticity typically postulate specific network functions and hand-
design rules that produce biological network behaviours similar to those observed in biological
systems. Most research focuses on a small number of hand-designed canonical rules, with few
terms capturing simple dependencies on network variables [Gerstner and Kistler, 2002, Pfister and
Gerstner, 2006, Vogels et al., 2011]. However, each specific rule provides one of potentially many
possible explanations of synaptic plasticity that are consistent with an observed dataset. In the
absence of algorithmic approaches for discovering plasticity rules from data, it has been impossible
to characterize how big the space of alternative solutions is. In principle, there could exist a multitude,
or even whole families of such solutions, all of which explain observed data equally well. Without
exploring this space of solutions, it is difficult to reason about the plasticity mechanisms that underlie
memory consolidation and learning in the brain, and to have confidence in the robustness of the
predictions derived from a single rule.

Here, we introduced a GAN framework that allows us to flexibly explore this space of solutions by
algorithmically identifying plasticity rules from data. Using this approach, we showed how even
in a very simple model, i.e., a rate network with Oja’s Rule, a multitude of rules capture the same
neural activities, and that these rules are sensitive to perturbations in data and model architecture.
We emphasize that this multiplicity of rules occurred even under strongly idealized scenarios—in
particular, we assumed the system to be stationary (other than the effect of plasticity), and that it
could be observed without observation noise or sub-sampling of the neural population.

GANs have appealing attributes for our problem beyond the flexibility to approximate complex
functions. In particular, and in our concrete application, GANs attempt to capture distributions of
activity traces rather specific traces. This could potentially ensure that the learned rules do not overfit
to trial-specific features in experimental data which are independent of synaptic plasticity, such as
those related to the attentional state of an animal or changes in network input. The discriminator
would be crucial in ignoring such idiosyncrasies with respect to the underlying plasticity rule. Our
experiments are a preliminary indication that GANs are effective in this regard. Our learned rules
show out-of-training generalization, with robustness both to changes in the rate network scale and
perturbations to the rate network activity (Fig. 4).

Our framework could be extended beyond the current setting and more fully explore the flexibility of
GANs as function approximators. In particular, GANs can accommodate conditioning on particular
variables of interest [Mirza and Osindero, 2014]. For instance, this would allow the GAN to
learn synaptic plasticity rules that are consistent with neural population activity conditioned on
experimental settings or other variables external to the system of study, and thus potentially allowing
for the GAN-learned rules to be context-dependent. Moreover, our approach to meta-learning rules
with GANs shares similarities with unsupervised reinforcement learning [Gupta et al., 2018] where
policy functions are meta-learned, neural ordinary differential equations [Chen et al., 2018] where
the flow equations for ordinary differential equations are replaced with DNNs, and physics-informed
GANs [Yang et al., 2018] where stochastic differential equations are learned using a GAN-framework.
These similarities could be leveraged to improve our framework for meta-learning plasticity rules.

Nevertheless, there are limitations to our study. First, despite the flexibility to learn synaptic plasticity
rules that GANs enable, their application can be technically demanding: they are notoriously hard to
train, sensitive to initial conditions, and prone to mode collapse [Salimans et al., 2016, Srivastava et al.,
2017, Huszár, 2015]. Second, our investigations focused on Oja’s rule: while this is a canonical rule
which has been extensively studied, it is likely too simple to form a realistic representation of plasticity
mechanisms in the brain. In principle, it is conceivable that more complex rules (such as [Zenke
et al., 2015, Litwin-Kumar and Doiron, 2014]) would be easier to infer from data unambiguously.
Investigating this would require reproducing these results in more complex biological networks,
ideally with experimental data. Furthermore, perturbative studies might help disambiguate multiple
rules for the same data (although our experiments with data biases show that this would be non-trivial).
Finally, further work will be required to extract a full mechanistic understanding of the rules learned
with this framework, and investigate the data features informative for meta-learning the rules.

Conclusion To summarize, our attempt to flexibly learn rules directly from data in a simple scenario
reveals that several different plasticity rules can explain the same data equally well, provided the
generative model of plasticity is expressive enough. This suggests a shift in the way we think about
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plasticity rules: not as individual plasticity rules, but rather families of rules with similar network-
level function and potential mechanistic differences. And rather than studying one rule at a time, one
would then attempt to characterize the properties which are conserved across equivalence classes (or
universality classes) of rules. Predictions shared across many rules within a class are likely to be
more robust than predictions idiosyncratic to a specific rule.
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A Additional results

Local MLP before and after training In order to verify that arbitrary learning rules do not
reproduce the observed postsynaptic activity statistics, we compared the outputs of the parametrized
rules (local MLP) before and after training. We found that the untrained MLP rule produces weight
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Figure A.1: Local MLP performance before (top) and after (bottom) GAN training. (A) Weight
trajectories given by ||PC1 − ω|| for Oja’s rule (black) and learned rule (light / dark blue). (B)
Postsynaptic activity traces for Oja’s rule (black) and learned rule (light / dark blue). (C) Observed
versus generated postsynaptic activity per timestep.

updates different from Oja’s rule (Fig. A.1A). Furthermore, and in contrast with the learned rule, the
rate network with the untrained MLP rule does not produce postsynaptic activity traces that resemble
the traces from Oja’s rule (Fig. A.1B), and does not capture their statistics (Fig. A.1C).

Multiple test datasets We simulated multiple datasets for the GANs, for training (Dtrain, contain-
ing 500 different datasets) and testing (Dtest, containing 100 different datasets). For all of these
datasets, the ground-truth synaptic plasticity rule was always Oja’s rule (Eqn. 2), and K = 100 post-
synaptic activity traces yi were simulated using the linear feedforward network described in Sec. 2.
Correspondingly, we sampled K = 100 different presynaptic activity samples xj for each dataset in
Dtrain or Dtest from a multivariate Gaussian distribution with a different random correlation matrix
per dataset (see Appendix Sec. B for more details). We chose one dataset from Dtest on which to
perform the reported analyses (Figs. 2-4). In this dataset, the learned rules reproduce the statistics of
the observed postsynaptic activity.
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Figure A.2: Learned rules on multiple test datasets. (A) Mean squared error (MSE) of local MLP
on multiple test datasets (grey). In blue, MSE for dataset in (B) and in red, dataset in Figs.2-4. (B)
Weight trajectories for Oja’s rule (black) and learned rule (blue). (C)Postsynaptic activity traces for
Oja’s rule (black) and learned rule (blue). (D) Observed versus generated postsynaptic activity per
timestep.

13



In order to demonstrate that the chosen dataset is representative of the performance of the learned
rule (local MLP), for each dataset in Dtest, we computed the mean squared error (MSE) between
the postsynaptic activity traces generated from the learned rule and from Oja’s rule per timepoint
t, averaged across K = 100 samples of xj in each dataset. Note that for the K = 100 xj samples
and yi traces, we also sampled the initial synaptic weights randomly ω0

ij ∼ N (0, 0.12), and used that
same initialisation for both the observed and generated traces.

We found that most of the datasets in Dtest had MSE traces that were consistently <= 1 (Fig. A.2A),
and that the dataset we used for our experiments in Figs. 3-4 also had an MSE trace within this range.
We also found that the datasets with MSE traces > 1 typically had high MSE values because the
generated traces were anti-correlated with the observed traces (Fig. A.2C, D). However, this is also a
feature of Oja’s rule: the post-synaptic activity converges up to a sign to the projected presynaptic
input (onto the first principal component of the input), and thus two simulations under Oja’s rule may
also have anti-correlated postsynaptic activity for the same initial synaptic weights.

Postsynaptic activity traces from different parametrizations of the synaptic plasticity rule We
find that the postsynaptic activity traces from the differently parameterized learned rules (Sec.2 and
Fig. 3) are qualitatively similar to the traces from Oja’s rule: they all capture the transient change in
activity at the early timesteps, and the convergence of the activity to a single value at later timesteps.
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Figure A.3: Postsynaptic activity traces for local MLP (left, blue), Oja + local MLP (second from
left, orange), semi-local MLP (second from right, green) and global MLP (right, yellow) compared to
traces from Oja’s rule (black)

MLP from Oja+local MLP does not contribute to the weight update We showed that the
learned Oja + local MLP led to postsynaptic activity traces and weight updates that were virtually
identical to the corresponding quantities with Oja’s rule (Fig. 3). To show that the component ‘local
MLP’ from ‘Oja + local MLP’ does not contribute significantly to either the weight update or the
activity traces, we performed the same analysis as for the local MLP in Fig. 2. We found that the
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Figure A.4: Contribution of the component ‘local MLP’ for the learned rule Oja + local MLP. (A)
Weight trajectory for MLP (orange) and Oja’s rule (black), (B) Left: postsynaptic activity traces for
MLP and Oja’s rule. Right: observed versus generated activity per timestep. (C) Weight updates
from MLP for a range of xj and yi values, with ωij = 0.01. (D) Vector field of ω versus postsynaptic
activity y for MLP, with x = 0.5.

synaptic weights (Fig. A.4A) and postsynaptic activity (Fig. A.4B) do not change much from their
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initial value, under the local MLP. We also found that the weight updates from the MLP for a range
of xj − yi values are close to 0 (Fig. A.4C). Finally, the phase portrait for the MLP shows a stable
fixed point close to 0 for ω and y (Fig. A.4D), indicating that the MLP does not change the fixed
point for Oja’s rule. However, the MLP perturbs the dynamics of the rule away from the fixed point
(Fig. A.5). Note that we recover the phase portrait for Oja + local MLP (Fig. 3) simply by adding the
weight and postsynaptic updates computed independently for the MLP and Oja’s rule (Fig. A.5).
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Figure A.5: ∆ωij and ∆yi, computed independently for the component ‘local MLP’ from Oja + local
MLP (left) and for the component ‘Oja’s rule’ (middle), can be summed to recover the phase-portrait
for Oja + local MLP.

Generalization for rules trained on the rate network with noisy postsynaptic activity or with
39 presynaptic neurons As a sanity check for the local MLP rules trained on data with noisy
postsynaptic activity yi + ε or 39 presynaptic neurons, we investigated whether these models were
able to capture the statistics of held out datasets, that were within-distribution with respect to the
training dataset. We found that the rule trained on noisy postsynaptic activity was able to capture
the statistics of noisy postsynaptic activity from a held out dataset, while still producing weight
trajectories dissimilar to Oja’s rule (Fig. A.6A). This was also the case for the local MLP trained with
data simulated with 39 presynaptic neurons (Fig. A.6B).

B Implementation details

We implemented the network model and GANs in the PyTorch framework [Paszke et al., 2019]. We
used Weights and Biases Biewald [2020] to log different GAN training experiments. We trained
all GANs on NVIDIA RTX 2080Ti GPUs, and training took on average 11 hours per GAN for 20k
epochs.

Network model implementation

The network model was feedforward linear, with N presynaptic neurons and M postsynaptic neuron,
and thus, M × N synaptic weights. The network received as input the presynaptic activity x, a
K×N -dimensional vector: K samples from aN -D Gaussian distribution with a specified covariance
matrix Σ i.e., x ∼ N (0,Σ). We specified the covariance matrix as follows:

• We constructed a N ×N matrix A, by sampling each element from a uniform distribution:
Aij ∼ U(0, 1)

• We performed QR-decomposition on A to obtain an orthogonal matrix Q, and ensured
that the Q was positive definite by flipping the signs of its elements, if its determinant was
negative.

• We fixed a diagonal matrix D (the values on the diagonal were different depending on the
value of N ).

• We computed the covariance matrix Σ = QTDQ

We generated L different datasets, by sampling different A and thus constructing different Σ for each
dataset, and correspondingly sampling K different postsynaptic activity vectors x ∼ N (0,Σ) for
each Σ.
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Figure A.6: Learned rules capture statistics of within-distribution data. (A) Weight trajectories.
Top: local MLP trained with noisy postsynaptic activity (orange) and Oja’s rule simulated with
noisy postsynaptic activity (black). Bottom: local MLP trained with N = 39 presynaptic neurons
(green) and Oja’s rule simulated with 39 presynaptic neurons (black). (B) Postsynaptic activity
traces for Oja’s rule (black) and learned rule on noisy postsynaptic activity (top, orange), and with
39 presynaptic neurons (bottom, green). (C) Observed versus generated postsynaptic activity per
timepoint.

The postsynaptic activity at time t yt1 was updated using:

yti =
N∑

j=1

ωtijx
t
j (B.1)

where ωij is the synaptic weight between the ith postsynaptic and jth presynaptic neuron. We
simulated postsynaptic activity for T timesteps i.e., there were T updates to the postsynaptic activity
in one trace, for each of theK presynaptic activity samples, for all L datasets. We kept the presynaptic
activity the same for all T timesteps i.e., xtj = x0j = xj .

We updated the synaptic weights ωij concurrently with the postsynaptic activity, using an update
rule h, which we denote as hθ when the update function is parametrized. Note that the weights were
updated using implicit batch learning, i.e. we computed the update ∆ωij = h(·) by averaging over
the K different xj and yti values at teach timestep:

ωt+1
ij = ωtij +

η

K

K∑

k=1

h(x
(k)
j , (y

(k)
i )t, ωtij) (B.2)

where η is the learning rate. We thus had one synaptic weight trajectory corresponding to batch
learning over K different pre- and post-synaptic activity traces for T timesteps. At the start of a
simulation over K samples, we set the postsynaptic activity at t = 0 to 0, and initialised the synaptic
weights randomly (ω0

ij ∼ N (0, 0.12)).

For all experiments described in the main paper, we set T = 200, M = 1, K = 100, and η = 0.1.

For the proof of principle, and training the local MLP in Fig. 2, and for the test data in Fig. 2-4, we
set N = 3.

For the noisy postsynaptic activity training data in Fig. 4, we set N = 3, and modified Eqn B.1 as
follows:

yti =
N∑

j=1

ωtijx
t
j + ε, ε ∈ RM , ε ∼ N (0, 0.252) (B.3)
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For the training data with 39 presynaptic neurons in Fig. 4, we set N = 39.

Synaptic update rules

For all training and test data, the groundtruth rule h was Oja’s rule (Eqn. 2)

The parametrized update rules hθ had the following architecture:

1. Constrained rule: hθ(ωtij , xj , y
t
i) = yti(θ1xj + θ2y

t
iω
t
ij).

The parameters of this rule were the scalars θ1 amd θ2
2. Local MLP:

This was an MLP with 3 fully-connected layers with hidden units [3, 2, 1] and added bias.
Each of the fully-connected layers was followed by a non-linearity: [SiLU, LeakyReLU with
slope 0.2, LeakyReLU with slope 0.2]. This MLP was local: it took a 3-dimensional input
consisting of one value of the presynaptic activity for one neuron e.g. j, the postsynaptic
activity of one neuron i, and the synaptic weight connecting the two ωij .

3. Oja + local MLP:
The MLP for this rule had the exact same architecture as for Local MLP. We then added the
output of Oja’s rule to the output of the MLP.

4. Semi-global MLP:
This MLP had the same architecture as for Local MLP, except that it took a 5D input. The
two additional dimensions compared to local MLP were the mean presynaptic activity from
N presynaptic neurons, and the mean synaptic weight across M ×N synaptic weights.

5. Global MLP:
This MLP had 3-fully connected layers with hidden units [16, 16,M ×N ] and added bias,
followed by a final layer that reshaped the output of the last fully-connected layer into a
K × N ×M tensor. Each of the fully-connected layers was followed by a LeakyReLU
non-linearity with slope 0.2. This MLP was global: it took the activity of all pre- and
postsynaptic neurons in the network as well as all synaptic weights as input, and computed
an update for all synaptic weights in a single forward pass.

Discriminator architecture

For the learned rules, the discriminator architecture was as follows:

1. For the constrained rule: 2 convolutional layer with input channels , output channels and
kernel size = (T = 10, 5, 10) and (5, 3, 3). Each convolutional layer was followed by
a 1D MaxPool layer with kernel size 2, and stride 1. These layers were followed by a
fully connected layer with 1 hidden unit. Each layer was also followed by a LeakyReLU
nonlinearity with slop 0.2. The final fully connected layer was followed by a sigmoid.

2. For all other parametrized rules: 2 convolutional layers with input channels , output channels
and kernel size = (M , 5, 10) and (5, 1, 10). These layers were followed by 2 fully connected
layers with 64 and 1 hidden unit respectively. All layers were followed by a LeakyReLU
nonlinearity with slope 0.2. However, the final fully connected layer was followed by a
sigmoid. For these discriminators, we also used spectral normalisation Miyato et al. [2018]
to stabilize training.

Training details

: To train all GANs, we simulated L = 500 datasets, one of which was held out for validation to check
if training had converged. The batchsize for all GANs was set to 1 i.e., we passed the GANs one
dataset per update of the generator and discriminator networks. We also use gradient norm clipping
to stabilise training. From the network with N = 3, ε = 0, we additionally generated L′ = 100 test
datasets, on which we performed our post-training analsis. For the networks with 39 presynaptic
neurons and with noisy postsynaptic activity, we generated L′ = 20 test datasets.

For the minimial network, we trained the parameters for 5k epochs, where each epoch consisted of
10 discriminator and 1 generator update. Note that we used only T = 10 timesteps of the simulated
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data to train these networks. We used the Adam optimiser with learning rate 0.0001, β1 = 0.9 and
β2 = 0.999.

For the local MLP, we trained for 27k epochs with 10 discriminator and 10 generator updates in each
epoch. We clipped the gradients of both networks to be below 0.01, and used all T = 200 timesteps
of the postsynaptic activity.

For the semi-local MLP, we trained for 40k epochs with 2 discriminator and 2 generator updates in
each epoch. We clipped the gradients of both networks to be below 0.001, and used all T = 200
timesteps of the postsynaptic activity.

For the global MLP, we trained for 31k epochs with 5 discriminator and 5 generator updates in each
epoch. We clipped the gradients of both networks to be below 0.001, and used all T = 200 timesteps
of the postsynaptic activity.

For the local MLP on noisy data, we trained for 20k epochs with 10 discriminator and 5 generator
updates in each epoch. We clipped the gradients of both networks to be below 0.01, and used all
T = 200 timesteps of the postsynaptic activity.

For the local MLP on data with 39 presynaptic neurons, we trained for 20k epochs with 10 discrimi-
nator and 10 generator updates in each epoch. We clipped the gradients of both networks to be below
0.001, and used all T = 200 timesteps of the postsynaptic activity.
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