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India is the 7
th
 largest country by area and 2

nd
 most populated 

country in the world. The reports prepared by IQAir revels 

that India is 3
rd

 most polluted country after Bangladesh and 

Pakistan, on the basis of fine particulates (PM2.5) 

concentration for the year 2020. In this article, the quality of 

air in six Indian cities is predicted using data-driven 

Artificial Neural Network. The data was taken from the 

'Kaggle' online source. For six Indian cities, 6139 data sets 

for ten contaminants (PM2.5, PM10, NO, NO2, NH3, CO, SO2, 

O3, C6H6 and C7H8) were chosen. The datasets were collected 

throughout the last five years, from 2016 to 2020, and were 

used to develop the predictive model. Two machine learning 

model are proposing in this study namely Artificial 

Intelligence (AI) and Gaussian Process Regression (GPR) 

The R-value of ANN and GPR models are 0.9611 and 

0.9843 sequentially. The other performance indices such as 

RMSE, MAPE, MAE of the GPR model are 21.4079, 

7.8945% and 13.5884, respectively. The developed model is 

quite useful to update citizens about the predicted air quality 

of the urban spaces and protect them from getting affected by 

the poor ambient air quality. It can also be used to find the 

proper abatement strategies as well as operational measures. 
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1. Introduction 

Air pollution is a severe danger to human respiratory health and cardiovascular health on a 

worldwide scale. Long term poor ambient air quality also cause cancer in humans in some cases. 

For human health, air pollution was identified as the greatest environmental hazard by the World 

Health Organization (WHO) in 2019 [1]. Air pollution is a substantial contributor to the 

worldwide burden of illness, responsible for an estimated 12% of all global deaths in 2019 [2]. 

Effects of air pollutants on respiratory ailments are well known and was responsible for roughly 

20 percent of cardiovascular disease fatalities worldwide [3]. Air pollution due to particulate 

pollutants only, reduces life expectancy by 20 months on average globally, very close to cigarette 

and tobacco usage as it reduces life expectancy by 22 months. South Asia is severely affected by 

air pollution and people losses approximately 30 months in this region due to excessive polluted 

air [4]. Several studies explored that due to extreme level of pollutants elderly and school 

children are the most affected age groups throughout the globe [5]. 

Air pollution is a dynamic and complex combination of various substances in particulate and 

gaseous form that are released from a variety of sources. These pollutants are also affected and 

transformed by the atmospheric conditions. Spatial and temporal variations are important factors 

that affects pollutants concentration levels. Ambient air pollution also affects indoor air quality in 

different buildings with different ventilation modes and thus having impact on human health and 

productivity. General public consider air quality as an important aspect of their life, comfort, and 

health [6]. Because of the prompt variations in pollutant emissions caused by intensive and 

complex human activities, quality of ambient air in the urban environment is a significant issue. 

As a result, air quality quantification in urban areas has become a critical requirement for both 

people and authorities seeking to promptly analyze air quality conditions. The air quality index 

(AQI) is the key tool for better understanding urban air quality in order to achieve this goal [7]. 

Furthermore, the focus of study has shifted from lowering concentrations of air pollutant to 

enhancing air quality, which is linked to human health, and the trade-off mechanism between 

quality of air as well as urban socioeconomic growth. Many wealthy nations with better air 

quality have undertaken pollution control measures but countries with emerging economies and 

huge populations are approaching towards the stage of severe air pollution. Sustainability is also 

one of the important aspect in this area, as only sustainable solutions can save future generations 

from the environmental impacts in a proper manner [8]. 

Urban regions accounted for more than thirty percent of the Indian population. As a result, 

urbanization has resulted in a rise in vehicles, industrial output, and increasing deforestation. As 

a result, air pollution and environmental degradation have reached dangerous levels. One of the 

most important characteristics of smart cities is that they provide a sustainable environment. 

Environmental monitoring has become vital as a result of rapid urbanization and industry. The 

gathering of real-time data through durable and precise monitoring technology is a key issue in 

environmental monitoring. As a result, compact air quality monitoring sensors play a significant 

part in smart city environmental monitoring. Modern intelligent techniques enabled with IoT are 

also playing an important role in achieving sustainability goals while controlling the current 

adverse effects on the environment [9]. 
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A large number of scientists and researchers from all around the globe have studied air pollution 

and air quality forecasts, with a particular focus on pollutant predictions. Pollutant sources can be 

divided into two groups: There are two types of sources: anthropogenic (man-made) and natural 

(natural). Anthropogenic sources, such as emissions from construction activities, industrial 

operations, fuel burning, and automobile pollutants, are the principal drivers of air pollution. 

Man-made pollution sources create sulphur, metal compounds, nitrogen, hydrogen, oxygen, and 

particulate matter, to name a few pollutants. Renewable energy sources like flat plate solar 

collectors, wind mills, etc. are also an important area to explore more for developing nations to 

achieve both economic growth and sustainable environment while reducing anthropogenic air 

pollution [10]. Modern approaches like ecological footprints, life cycle energy, etc. must are also 

nudging the society towards clean and sustainable environment. Natural pollution is caused by 

natural events that leak dangerous substances or have negative environmental repercussions like 

volcano eruptions, forest fires, etc. Pollutants are divided into two types according to their 

generation: (i) primary pollutants, and (ii) secondary pollutants. A primary pollutant is one that is 

discharged directly from a source into the atmosphere. Primary pollutants have both direct and 

indirect effects on living beings and are unstable in nature. Sulphur dioxide (SO2), carbon 

monoxide (CO), NOx, particulate matter (PM), volatile organic compounds (VOCs), and heavy 

metals are primary pollutants. A secondary pollutant is produced when other pollutants (primary 

pollutants) react in the atmosphere, rather than being directly released. Secondary pollutants 

mostly affect directly and are stable in nature. Ozone (O3), peroxyacetyl nitrate (PAN), acid rain, 

suspended particulate matter (SPM), etc. are some of the secondary pollutants. Table 1 shows the 

air pollutant and their properties, originating sources and human health impacts. 

Several forecasting models, mostly for pollution concentrations, have been suggested. These 

forecasting models may be classified into three groups based on their principles: machine 

learning models, numerical forecasting models, and statistical forecasting models. In recent 

years, artificial intelligence (AI) has risen to prominence as the most extensively utilised 

technology instrument for managing and preventing the harmful effects of various air pollutants, 

garnering significant interest in the fields of medical sciences and atmospheric studies [11]. As 

more data becomes available, it appears that AQI may be better projected and enhanced utilising 

AI. Furthermore, for the protection of local environment AI has been regarded as a critical tool. 

It helps authorities to make reliable judgments on selecting mitigation methods for air pollution 

to limit the danger of public exposure [12]. AI has the capacity to manage complicated and non-

linear interactions between air quality parameters, allowing it to better forecast the air pollutant 

levels. AI-based air pollution prediction systems have reawakened interest in forecasting air 

pollution concentrations recently. AI gained the attention of investigators for building 

sophisticated and accurate air pollution prediction systems as a result of significant technical 

breakthroughs in big data analytics, such as scalable storage systems, enhanced computing 

platforms, and high-speed parallel processing machines [13]. 

Artifical neural network (ANN) is the most popular computational technique in AI. Several 

studies used ANN in predicting gaseous and particulate pollutant concentrations throughout the 

globe [14–17] Deep learning is also used by several researchers for forecasting air quality [18]. 

Apart from neural network; fuzzy and support vector machine (SVM) are also used for air 

quality prediction purpose [19]. 
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Table 1 

Air Pollutant and their properties, originating sources and human health impacts. 

Air 

Pollutant 

Properties Source Health Impacts 

PM2.5 & 

PM10 

Mixture of solid and 

liquid aerosol 

particles. 

Road side dust, pollutants, major 

construction activities, hazard 

reduction burning, sea salt, power 

stations, motor engines, wood heaters, 

bushfires and combustion processes. 

Increased risk of cardiopulmonary 

and lung cancer, childhood asthma, 

cardiac arrhythmias, heart attacks, 

asthma attacks, and bronchitis. 

NO2 Reddish-brown gas, 

pungent acrid odour. 

Fire, fossil fuel, internal combustion 

engines, and nuclear tests. 

Lung irritation & increased chances 

of respiratory infection, silo-filler’s 

disease. 

NH3 Colourless gas, 

characteristically 

pungent smell, toxic 

gas, lighter than air. 

Nitrogenous animal and vegetable 

matter, rainwater, and volcanic 

activities. 

Discomfort in the throat nose, eyes, 

and respiratory tract, lung damage, 

blindness, and death. 

CO Colourless, tasteless, 

odourless, slightly 

less dense than air, 

flammable, and toxic 

gas. 

Thermal combustion, Photochemical 

degradation of plant matte, chemical 

reactions with organic compounds 

emitted by human activities, 

volcanoes, forest and bushfires fires, 

incomplete combustion of fuels, and 

tobacco smoke. 

Fatigue, nausea, headaches, impaired 

vision, chest pain, confusion, reduced 

brain functioning, dizziness, and fatal 

at very high concentrations. 

 

SO2 Colourless gas with a 

sharp, irritating odour. 

Combustion of sulphur-containing 

fuels, smelting of mineral ores that 

contain sulphur, volcanoes 

Skin irritation , coughing, throat 

irritation, breathing difficulties, 

mucus secretion, asthma and chronic 

bronchitis 

O3 Pale blue gas, highly 

reactive gas with a 

distinctive odour. 

High voltage air cleaning device, and 

electrical discharges plus UV action 

on dioxygen. 

Allergies, sore throats, asthma, 

itching and watery eyes, swelling and 

congestion in respiratory system. 

 

Kumar et al. [20] applied several methods, out of which the Gaussian Naive Bayes model 

achieves the highest accuracy and the Support Vector Machine model exhibits the lowest 

accuracy. XGBoost model performed best among all the other models and gets the highest 

linearity between the predicted and actual value. Van et al. [21] predicted air quality using light 

weight ML models. In their work authors compared three algorithms, namely Decision Tree, 

Random Forest, and XGBoost, using MAE, RMSE, and R2 to propose the best model in AQI 

prediction. 

Shishegaran et al. [22] used Auto Regressive Integrate Moving Average (ARIMA) as a time 

series model, Principal Component Regression (PCR) as a hybrid regression model, combination 

of ARIMA and PCR as the first ensemble model and, the combination of ARIMA and Gene 

Expression Programming (GEP) as the second ensemble model to predict AQI. Observed AQI 

during the years 2012 to 2015 was utilized to train models. The authors concluded that nonlinear 

ensemble model is considered as the best model for predicting AQI in all seasons. The maximum 

negative and positive errors, Mean Absolute Percentage Error (MAPE), and statistical 

parameters, including the coefficient of determination, root mean square error (RMSE), 
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normalized square error (NMSE), and fractional bias, were utilized to evaluate and compare 

models. 

The primary objective of this study is to link AI with AQI predictions to reduce time and cost 

constraints so that sustainability can be achieved in long run. There are several methods which 

are not yet used to predict the AQI. This study contributes to the estimation of the quality of air 

using supervised machine learning machine approach. The ML-based models; ANN and GPR 

have been used in this study to estimate the air quality. Following the ongoing advancement of 

AI and its role in accurate prediction of air pollution, this study investigates the prediction of 

AQI with the inclusion of several other gases, as well as their association. After the introduction, 

the study is structured in 4 more sections. Section 2 explains the methodology of the work; 

Section 3 describes the ANN; Section 4 provides results and has a discussion of the findings; and 

lastly, Section 5 contains the study's conclusions. 

2. Methods 

2.1 Data collection and preparation 

The data had been collected from the Kaggle website [23]. The dataset includes the air quality 

index of seven Indian cities. The collected dataset values of different cities such as Amritsar, 

Chandigarh, Delhi, Gurugram, Jaipur, Lucknow and Patna were 634, 299, 1099, 1276, 1089, 

1492 and 1460, respectively, and total number of dataset values were 7349. This original dataset 

contains large number of errors. So, the error has been removed from the collected dataset using 

outlier command. The final selected dataset values are 6617 and used to develop the correlation 

model. The statistical parameters of the collected datasets is shown in Table 2. The frequency 

distribution of the output and input parameters of the quality of air is shown in Fig .1 and Fig. 2. 

Table 2 

Statistical parameters of the collected database [23]. 
Parameters Unit Min. Max. Mean Std. Kurtosis Skewness 

PM2.5 

𝜇𝑔/𝑚3 

3.42 858.73 100.86 83.03 9.94 2.12 

PM10 1.02 796.88 165.62 99.41 5.82 1.40 

NO 0.09 221.41 26.86 28.23 10.07 2.37 

NO2 0.86 362.21 35.59 25.45 12.64 2.01 

NH3 0 209.47 28.83 19.71 10.76 1.92 

CO mg/m
3
 0 39.80 1.50 2.377 72.58 7.27 

SO2 

𝜇𝑔/𝑚3 

0.21 89.91 14.71 12.04 7.14 1.97 

O3 0 257.73 41.80 25.12 5.98 1.27 

C6H6 0 142 2.69 3.44 456.99 13.69 

C7H8 0 123.36 10.38 13.28 11.29 2.47 

AQI - 26 891 212.19 120.42 2.87 0.72 
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Fig. 1. Frequency distribution of input parameters (a) PM2.5; (b) PM10; (c) NO; (d) NO2; and (e) NH3. 
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Fig. 2. Frequency distribution of input parameters (f) CO; (g) SO2; (h) O3; (i) C6H6; and (j) C7H8. 
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The correlation coefficient (R) values of the output and input parameters are presented in Fig. 3. 

The maximum value of R is in between PM2.5 and AQI and the worst correlation is found in 

between CO and AQI as shown in Fig. 3. 

 
Fig. 3. Pearson’s coefficient between input and output parameters. 

2.2 Performance criteria 

To access the performance of neural network, the commonly used performance indicators are; 

coefficient of correlation (R), mean absolute error (MAE), root mean squared error (RMSE), and 

mean absolute percentage error (MAPE) [24,25] are used. R-value closes to one imply a superior 
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The methodology to achieve the current objective is shown in Fig. 4. 

 
Fig. 4. Methodology of the present work. 

3. Artificial intelligence 

AI is a ground-breaking technology that is rapidly changing the economy, employment 

opportunities, and world. Social networks, internet search engines, autonomous vehicles, robot 

stock traders, voice assistants, etc. are some examples of common AI uses. These systems may 

be standalone software agents operating in the digital world or incorporated in actual mechanical 

devices. Because of their incredible potential to drastically alter our way of life, society and 

politics must comprehend and control the capabilities and restrictions of these gadgets. 

The term "artificial intelligence technology" refers to the comprehensive application of cutting-

edge internet and analogue computing technologies in the advancement of modern science and 

technology. It replicates human consciousness for fixed thinking through machine operation and 

develops into a form of action technology. AI is currently being used in a wide range of 

industries, including manufacturing, internet, and other businesses. The support of data and the 

support of high-power transmission technology form the basis of AI technology. It can mimic 

specific types of problem-solving thinking and decision-making. To accomplish the impact of 

quick decision-making and rapid action, a more scientific conclusion is ultimately optimized 

using a vast quantity of data computation [26]. 

3.1 Artificial neural network 

ANNs have been widely employed in numerous engineering disciplines' study during the last 

few decades. These approaches are simple, work well, and are computationally inexpensive. The 

commonly used ANN is Feedforward Neural Networks (FFNN). FFNNs take information as 

inputs on one side and create outputs on the other side via one-way connections between neurons 

in multiple layers. Single and Multi-Layer Perceptrons (MLP) are the two varieties of FFNNs. In 

single layer perceptron (SLP), there is only one perceptron. Despite their simplicity, SLPs are 

unable to cope with non-linear problems. As a consequence, MLPs containing more than one 

perceptron are employed [27]. There are three or more layers in a multilayer perceptron (MLP), 

comprising input, one or more hidden layers, and one output layer. The activation function, 

weights, and units are all contained in the hidden layer (or neurons). The output is calculated by 

adding bias to the weights from the previous layer at a node and deriving the output using a 

transfer function. The structure of ANN for AQI prediction is shown in Fig. 4. The input layer 
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collects information from the outside environment and sends it to hidden layer neurons without 

doing any computational calculations. 

Prior to training the network, data standardisation was executed to eliminate unwanted feature 

scaling effects as well as for increasing computational stability. The Log-sigmoid activation 

function was used to identify values in the range -1 to 1, after all parameters were transformed 

linearly according to equation 5. The following is a quantitative representation of the 

normalizing process. 

𝑥∗  = (2 ×
(𝑥− 𝑥𝑚𝑖𝑛)

𝑥𝑚𝑎𝑥− 𝑥𝑚𝑖𝑛
) − 1 (5) 

where x* = standardized value, x = measured value, xmax = highest value in the dataset, and xmin is 

the lowest value in data set. 

3.1.1 Selection of best Neuron 

The MATLAB R2021a [28] application was used to train and assess artificial neural networks 

(ANNs). The FFBP approach using the Levenberg-Marquardt (LM) procedure was utilised to 

train the suggested network in MATLAB. The usage of a single hidden layer to tackle numerous 

nonlinear problems has been demonstrated in the literature. Throughout this layer-by-layer 

training procedure, the input signals were transmitted forward and the error signals were 

returned. The weights were adjusted until the output layer produced the anticipated result. On a 

random basis, 6617 dataset points were separated into three categories. A total of 4632 data 

(70%), 993 data (15%), and 993 data (15%) were collected for training, validation, and testing, 

sequentially. The training and validation sets were utilized in the network training process, and 

performance of the networks were evaluated using the testing and training datasets. 

The optimal number of neurons and the appropriate ANN were discovered through trial and error 

procedures. The optimal ANN design was defined in this study using 3 to 12 number of neurons. 

Conventional statistical errors and performance indicators, such as MSE and R, were used to 

select the best network architecture. As a consequence, each pattern's evaluation index is 

calculated, and the results are established based on the replies' competency. Finally, compute the 

rank for each of the proposed patterns, and choose the network's best design. Table 3 shows the 

results of the artificial neural network's AQI assessment. 

According to the ranking algorithms, the 9 neurons were recognized as the best network out of 

all of the neurons in Table 3. The chosen neural estimating networks are shown in schematic 

form in Fig. 6. In the chosen network for testing, training and validation analysis, R and MSE are 

0.9643, 0.9611, and 0.9591, respectively, with remarkably tiny values of 0.0052, 0.0066 and 

0.0059, respectively. 
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Fig. 5. Structure of ANN. 
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3.2 Gaussian process regression 

Gaussian processes regression was also used to calculate the predictions for the air quality. A 

supervised learning approach, the GP regression method [29] is used. The ability to get a 

predicted mean and a predictive variance using GP regression is one advantage of using it to 

estimate quality of air. Both the mean function and the covariance function of the Gaussian 

process fully describe in [29]. It is also known as the function-space view. 

𝑚(𝑥) = 𝐸[𝑓(𝑥)] (6) 

𝑘(𝑥, 𝑥′) = 𝐸[(𝑓(𝑥) − 𝑚(𝑥))(𝑓(𝑥′) − 𝑚(𝑥′))] (7) 

𝑓(𝑥)~𝐺𝑃(𝑚(𝑥), 𝑘(𝑥, 𝑥′)) (8) 

The Gaussian assumption and the marginalization feature of the Gaussian process, which 

presupposes that the joint distribution is Gaussian, may be used to derive the predictive 

distribution from this. 10-fold cross-validation process was used to validate the results of 

GPR model. 

Regression using Gaussian processes necessitates choosing a covariance function. A 

approach to incorporate past knowledge of the phenomenon into the study is through the 

covariance function and certain of its parameters. Equation 9 shows the so-called squared 

exponential covariance function is used in this study. The stationary squared exponential 

covariance function's structure puts a focus on nearby locations. Thus, the local behaviour 

of a smooth function is comparable. 

𝑘(𝑥, 𝑥′) =  𝜎𝑓
2𝑒𝑥𝑝 [

−(𝑥−𝑥′)
2

2𝑙2
] (9) 

where, l is the characteristics length-scale. 

4. Results and discussion 

Auto Regressive Integrate Moving Average (ARIMA) as a time series model, Principal 

Component Regression (PCR) as a hybrid regression model, combination of ARIMA and PCR as 

the first ensemble model and, the combination of ARIMA and Gene Expression Programming 

(GEP) as the second ensemble model. Observed AQI during the years 2012 to 2015 was utilized 

to train models. According to the results, nonlinear ensemble model is considered as the best 

model for predicting AQI in all seasons. The maximum negative and positive errors, Mean 

Absolute Percentage Error (MAPE), and statistical parameters, including the coefficient of 

determination, root mean square error (RMSE), normalized square error (NMSE), and fractional 

bias, were utilized to evaluate and compare models [35]. 

These models are autoregressive conditional heteroscedasticity (GARCH), autoregressive 

integrated moving average (ARIMA), and the combination of ARIMA and GARCH by multiple 

linear regression (MLR) technique (model 3). Correlation coefficient, root mean square error 

(RMSE), normalized square error (NMSE), and fractional bias, are calculated to evaluate the 
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accuracy of each model. ARIMA and model 3 can predict future earthquake magnitude better 

than other models [10]. 

The neuron in the ANN algorithm has been studied from 3 to 12 number. To quantify the 

performance of each ANN model at each individual neuron, the performance indices R and MSE 

for training, testing, and validation datasets are utilized. According to Table 3, neuron 9 has the 

greatest R value and the lowest MSE value, as well as the lowest rank among all the neurons, as 

presented in Table 3. The R, RMSE, MAPE, and MAE values of the ANN model is 0.9611, 

33.2762, 13.2468, and 22.9362, respectively. The values of the performance indices for training, 

testing, validation and all dataset in is shown in Table 4. Fig. 6 shows the scatter plot between the 

measured AQI and the predicted AQI values for training, testing, validation and all dataset. On 

the right side of the scatter plot, a line diagram shows the measured and predicted value respect 

to errors. The error range for the training, testing, validation and all dataset are -289.44 to 

456.99, -171.83 to 139.58, -99.83 to 171.46 and -284.44 to 456.99, respectively. 

The results of the GPR model is shown in last column of Table 4. The overall performance of 

GPR model in terms of R, RMSE, MAPE and MAE are 0.9843, 21.41, 10.04 and 13.59, 

respectively. Fig. 7 shows the plot between the measure and predicted AQI with respected the 

errors. The error range in the GPR model for training, testing and all dataset are -102.87 to 

259.64, -174.19 to 328.11 and -174.19 to 328.11, respectively. 

Table 4 

Performance indices of the ML models. 
ANN GPR 

Performance Indices Values 

R 

Training 0.9589 0.9923 

Testing 0.9508 0.9653 

Validation 0.9673 - 

All 0.9611 0.9843 

RMSE 

Training 31.1999 15.0281 

Testing 31.7113 31.6395 

Validation 30.2592 - 

All 33.2762 21.40797 

MAPE 

Training 13.2114 5.8660 

Testing 13.3076 12.6279 

Validation 13.3521 - 

All 13.2468 7.8945 

MAE 

Training 23.0929 10.0413 

Testing 22.702 21.8658 

Validation 22.4394 - 

All 22.9362 13.5884 

Table 5 

Overall performance of ML models. 

Model R RMSE MAPE MAE 

ANN 0.9611 33.2762 13.2468 22.9362 

GPR 0.9843 21.4079 7.8945 13.5884 
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Fig. 6. ANN (a) Training dataset, (b) Testing dataset, (c) Validation dataset and (d) All dataset. 
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Fig. 7. GPR (a) Training dataset, (b) Testing dataset, and (c) All dataset. 

Taylor diagram is plotted in between the correlation coefficient, standard deviation and RMSE. 

Fig. 8 shows the graphical representation of the performance of the ANN and GPR model. 

Dotted green line in the Fig. 8 is the “reference” line based on the measured value of the dataset. 

Based on the performance indices and the Taylor diagram it is concluded that the performance of 

the GPR model is higher as compared to ANN model. 
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Fig. 8. Graphical representation of the model using Taylor Plot. 

 
Fig. 9. Error Frequency histogram of ANN Model (a) Training dataset, (b) Testing dataset, (c) Validation 

dataset and (d) All dataset. 
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Fig. 10. Error frequency histogram of GPR model (a) Training dataset (b) Testing dataset and (c) All 

dataset. 

Error Frequency histogram of GPR Model (a) Training data, (b) Testing data and (c) All dataset 

The proposed formulation to predict the AQI is expressed in equation: 

𝐴𝑄𝐼 =  −1.03966𝐺1 − 0.28005𝐺2  − 0.04748𝐺3 − 0.87967𝐺4  − 0.22897𝐺5 − 0.02458𝐺6

− 0.09961𝐺7  + 0.106601𝐺8 + 0.060347 − 0.44338 

(10) 
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[
 
 
 
 
 
 
 
 
𝐺1

𝐺2

𝐺3

𝐺4

𝐺5

𝐺6

𝐺7

𝐺8

𝐺9]
 
 
 
 
 
 
 
 

= 𝑡𝑎𝑛𝑠𝑖𝑔

[
 
 
 
 
 
 
 
 
−0.4344 0.9318 0.5186 0.1246 0.5536 −0.1228 −0.1000 −0.0928 0.1519 −0.7064
−3.2919 0.8897 0.2682 −0.0042 −1.1904 0.3593 0.2250 0.4385 −0.9245 0.3874
2.3704 4.8112 −1.6733 3.1799 −1.3940 −3.5494 −0.2057 1.0392 −1.7243 −0.3802
1.0603 −1.6160 −0.7011 −0.1782 −0.3978 0.6055 0.1519 −0.0158 0.2919 0.4846

−6.9289 −0.7247 −0.0745 0.0713 −0.2812 0.3424 0.1408 −0.9411 0.1873 −0.1084
−2.9719 −6.1452 −0.6939 0.2910 −1.0669 1.8038 6.2198 −2.5356 1.1241 3.7267
−0.5025 −0.6876 −0.0778 −0.8237 0.9767 −0.3448 −1.2496 −1.9695 −4.0136 2.4979
−9.9778 −2.5892 −2.0271 0.4885 0.1625 6.7953 −0.0023 −1.5506 −5.1631 0.6358
−1.6757 3.1485 2.1261 0.3040 1.0405 6.2921 −1.1804 −2.5458 −2.7517 1.6169 ]

 
 
 
 
 
 
 
 

× 

[
 
 
 
 
 
 
 
 
 
𝑃𝑀2.5

𝑃𝑀10

𝑁𝑂
𝑁𝑂2

𝑁𝐻3

𝐶𝑂
𝑆𝑂2

𝑂3

𝐶6𝐻6

𝐶7𝐻8 ]
 
 
 
 
 
 
 
 
 

+ 

[
 
 
 
 
 
 
 
−0.9467
−1.235
−0.1113
1.6656

−6.4239
−0.4702
5.6343
5.7904 ]

 
 
 
 
 
 
 

 

(11) 

In summary, three single models, including a Step-By-Step Regression (SBSR), Gene Expression 

Programming (GEP), and an Adaptive Neuro-Fuzzy Inference System (ANFIS) as well as three 

hybrid models, i.e. HCVCM-SBSR, HCVCM-GEP, and HCVCM-ANFIS are employed to 

predict the compressive strength of concrete. The statistical parameters and error terms such as 

the coefficient of determination, the Root Mean Square Error (RMSE), Normalized Mean Square 

Error (NMSE), fractional bias, the maximum positive and negative errors, and the Mean 

Absolute Percentage Error (MAPE) are computed to evaluate the models. The results show that 

HCVCM-ANFIS can predict the compressive strength of concrete better than all other models 

[30]. Moreover, five prediction models, including step-by-step regression (SBSR), the 

combination of stronger variable creator machine (SVCM) and SBSR, gene expression 

programming (GEP), the combination of SVCM and GEP, and adaptive neuro-fuzzy inference 

system (ANFIS), were utilized to predict the compressive and flexural strengths of the stones. All 

models were compared using statistical parameters and error terms. ANFIS performs better than 

all other models [31]. 

5. Conclusion and limitation of the work 

In this study, the AQI model is developed, on the basis of ten different gases such as PM2.5, PM, 

NO, NO2. AOI may be predicted using a numerical technique based on the ML algorithms. The 

ANN and GPR model are built using 6617 datasets and considering PM2.5, PM10, NO, NO2, NH3, 

CO, SO2, O3, C6H6, and C7H8 as the inputs. The following are the paper's primary conclusions: 
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 The suggested ANN model appears to be a viable tool for extracting features and 

forecasting inexpressible situations with numerous influence factors. The ANN 

architecture must be tuned by trial and error calculations based on the dataset's size and 

complexity. The amount and quality of the dataset used determines the ANN model's 

efficacy and accuracy. 

 The correlation coefficient of ANN and GPR models are 0.9611 and 0.9843, sequentially. 

The values of RMSE, MAPE and MAE of the ANN model are 33.28, 13.24% and 22.94, 

respectively. 

 The performance of the indices of the GPR model are 21.41, 7.89% and 13.59 for RMSE, 

MAPE and MAE, respectively. 

 The suggested equation based on the ANN and built networks can account for the effects 

of C6H6 and C7H8 on the air quality index. 

 The analysed results shows that the precision and reliability of the GPR model is superior 

as compared to ANN model. 

 The proposed network and equation can only able to predict the AQI that falls within the 

range of input parameters. 
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