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Abstract: The paper presents an overview of the adjustable speed induction motors 
with short-circuited rotor from the classical V-Hz open-loop- to the field-oriented 
closed-loop methods. Scalar-control structures are presented based on direct and 
indirect flux regulation versus vector-control strategies with direct and indirect field-
orientation, for voltage- and current-source frequency converter fed drives. Synthesis 
about DC-link frequency converters, pulse modulation procedures and mechanical 
characteristics of the flux-controlled machine are included. Details regarding 
generation, computation and identification of feedforward and feedback control 
variables are treated. A new vector control structure is proposed for voltage-controlled 
drives, which combines the advantages of rotor- and stator-field-orientation procedures. 
 

Keywords: Vector and scalar control, direct and indirect flux control, stator- and 
rotor-orientation field, direct and indirect field-orientation. 

 
Dedication:  
In memoriam Professor Arpad Kelemen, my mentor in power electronics and electrical drives. 

1. Introduction 

It is estimated that more than 75% of all electrical drive applications require 
adjustable-speed. Nowadays the most wide-spread electric drive is based on the 
squirrel-cage short-circuited-rotor induction machine (SqC-IM) due to its low 
cost, robustness, reduced size and simple maintenance (it is in fact a brushless 
machine). An AC drive with rotating magnetic field, due to its nonlinear and 
highly interacting multivariable mathematical model, as an actuator, behaves 
considerably with more difficulty in a control structure compared to a 
compensated DC machine, where the torque is controlled directly with the 
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armature current, while the motor resultant flux is kept constant by means of the 
field winding. In case of the induction motor (IM), such a decoupling inherently 
can not exist. Electro-magnetically the induction motor was the electric machine 
(EM) most difficult to analyze. Nevertheless, the SqC-IM drives are employed 
in various industrial fields and dominate the power range from hundred Watts to 
tens of MWs. This is due to the innovation in power electronic converters 
(PEC), namely such as new topologies realized with high frequency power 
electronic devices, and the evolution of the drive-dedicated signal processing 
equipments, which permit the implementation of advanced control theories 
leading to a highly improved performance of economical industrial AC drives.  

2. Generalities about control strategies of the cage induction motors 

The area of adjustable AC drives is complex and multi-disciplinary, 
involving both, power- and signal-electronics, PEC circuits, microprocessors, 
EMs, various control procedures, system theory, measurement technique, etc. In 
the control of a technological process, the EM is the actuator of the mechanical 
load, but in the control of the EM the PEC will be the actuator. There are natural 
intrinsic feedback effects, as the effect of the mechanical load upon the motor 
(e.g. the load-torque dependence on the speed value and sense and/or on 
position), and the motor effect upon the PEC. Such a system in AC drives 
usually can not operate in feedforward control, due to its multivariable, 
parameter-varying and nonlinear structure with coupling effects of the state 
variables. Both the steady state characteristics and the dynamic behavior of the 
system may be analyzed only by means of a mathematical model based on the 
space-phasor theory [1]. 

 

Figure 1: The general block diagram of a controlled cage-rotor induction motor drive. 

In advanced AC drives a static frequency converter (block SFC in Fig. 1) 
controls the motor by means of two input variables; these are the amplitude and 
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frequency of the supply voltage. Consequently, mathematically it is possible to 
impose also two reference values in the control system of the SqC-IM. In a 
motor control system usually a loop is dedicated to the mechanical quantities, 
such as position (θm), speed (ωm) and torque (me), and another to the magnetic 
quantities, which may be one of the resultant fields, i.e. belonging to the stator 
Ψs, air-gap Ψm or rotor Ψr [2], [24]. 

The motor control system needs information about the technological process 
and about the drive. That means it requires sensing and computing of the 
mechanical, electrical and magnetic quantities. In general, the rotor position or 
speed, the stator currents and voltages are measured, while the torque and 
magnetic field may be only identified, using estimators or observers. 

The control structure depends on the procedures of flux control, field-
orientation and identification of the feedback quantities, the PEC type, including 
its pulse modulation method, and the character of the mechanical load. 

The generation of the control quantities for the static frequency converter 
may be based on scalar control (SC) or vector control (VC) principle. 

3. Comparison of the scalar and vector control procedures 

A scalar AC-drive system controls only the magnitude of the prescribed 
quantities, without taking into account the relative position (phase shift) of the 
current-, voltage- and flux space phasors, which correspond to the three-phase 
variables of each quantity. Consequently, only the module of the controlled flux 
vector should be identified. In SC schemes the two control-loops work 
independently as is shown in Table 1: 

Table 1: Scalar control (SC) strategy of induction motor drives 

Imposed  
reference quantities 

Decoupled 
control loops 

Intermediate 
control variables 

Decoupled 
control loops 

Motor control 
variables 

Position / Speed / Torque → Absolute Slip → Frequency – fs 

Stator / Air-gap/Rotor Flux → Stator Current → Voltage – Us 

The mechanical loop generates the actual working frequency usually by 
means of slip compensation, while the reactive loop provides the amplitude or 
r.m.s. value of the control variable for the stator current (neglecting its torque-
producing active character), resulting directly or inherently the stator voltage.  

The VC procedure is based on the field-orientation principle, and it needs the 
identification of a resultant flux as a vector. That means not only its magnitude 
(amplitude), but also the position (phase) angle (), because the stator-current 
control variable (with its active-/torque producing and reactive-/field producing 
components) will be generated in field-oriented (FO) axis frame. In VC 
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structures, as it is presented in Table 2, the two intermediate control variables 
are different from those of a SC scheme, because they are special ones, i.e. the 
decoupled FO components of the stator-current space-phasor (SPh).  

Usually the stator-current FO components are directly generated from the 
controllers in the decoupled control loops. In order to generate the SFC control 
variables, the two control loops will be re-coupled due to the reverse 
transformation of the FO components into natural (i.e. stator-oriented) ones, 
which needs the feedback variable  (the position angle of the rotating 
orientation flux). In fact it realizes the self-commutation of the IM by means of 
the current- or voltage- space phasor with respect to the orientation flux one. As 
a consequence, a VC system achieves high performance considering its static 
stability and dynamic behavior. 

Table 2: Vector control (VC) strategy of induction motor drives 

Imposed  
reference quantities 

Decoupled 
control loops 

Intermediate field-oriented 
control variables 

Re-coupled 
control loops 

Motor 
control 

variables 

Position / Speed / Torque    → Stator Current  
Active Component 

 Voltage 
vector 

     X us 

Stator / Air-gap/Rotor flux 
   → Stator Current  

Reactive Component 
 (Us & γs) 

The control variable of the supplying stator-voltage (us=Us ejγ
s) contains 

information inherently about the actual working frequency fs, because the 
synchronous speed – at last in steady state – will be ωsy

 = 2πfs
 = dγs/dt = d/dt 

and it is determined by the re-orientation angle . 
In the VC structures the natural behavior of the IM is taken into account by 

means of the FO state-space (dynamic) model of the SqC-IM, based on the 
space-phasor theory, in contrast with the SC ones, where this aspect is ignored. 

4. Comparison of direct and indirect torque control 

The direct control of the variables is made with proper controllers. Due to 
their natural correlation, the position, speed and torque are controlled in the 
same active control loop, as it is shown in Fig. 2 [2], [24]. It has the output 
reference variables according to Table 1 and 2:  the absolute slip in SC and iA 
the active component of the current in VC, respectively, which are proportional 
to the torque, as it is shown in the next sections.  

If the position control is not required, the proportional (P) position controller 
may be disconnected and the speed reference value will be prescribed. The 
torque (PI) controller may be also missing in case of regulation by the speed 
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loop error or if the torque is controlled indirectly (see Figure 3) by dividing the 
reference torque value with the flux amplitude (in VC) or its square value (in 
SC), according to the expressions given in the next sections. 

 
 

Figure 2: The complete active control loop of the electromechanical variables with 
direct control of the induction motor torque. 

 

Figure 3: Indirect torque control of the cage-rotor induction motor. 

 

In the middle of the ‘80s – fifteen years after Germany had developed the 
classical field-oriented VC – the so-called direct torque (& flux) control (DTC) 
was introduced, which needs both stator-flux and motor torque identification. It 
is a very simple and robust VC method for AC motors supplied from PWM-VSI 
with space-vector modulation (SVM) method, based on SPh theory. 

5. Comparison of direct and indirect flux control procedures 

The indirect flux control (IFC) is made without any controller and mainly it 
is characteristic to SC structures. The r.m.s. values of the control variables – 
like stator current or stator voltage – are computed based on the steady-state 
mathematical model of the SqC-IM (i.e. the classical time-phasor equations), 
the desired flux value resulting inherently. In Fig. 4 are shown two basic 
procedures of indirect flux control, which are achieved by means of function 
generators. One of them has the input the absolute slip and the other the 
synchronous speed, before and after the slip compensation, respectively. 

The stator flux may be kept at a quasi-constant value by the so-called control 
at U/f= ct. (denoted as V-Hz procedure as well). It results from the stator-
voltage equation. Near the rated working point (i.e. UsN – fsN) the stator 
resistance may be neglected, and this leads to a linear expression:  
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Ref
s

sN

sNRef
s f

f

U
U  . (1) 

For lower speed range of the drive, the stator resistance Rs has to be taken 
into account. A possible solution is as follows:  

Ref
s

sN

sssN
ss

Ref
s f

f

IRU
IRU


 , (2) 

where Is is the measured feedback stator current [2], [24]. It is an Rs-
compensation procedure with variable slope characteristic.  

 
Figure 4: Indirect rotor- and stator-flux control, before and after slip-compensation  

in scalar control structures. 

 

In V-Hz control, according to (1) and (2), the reference of the stator-voltage 
r.m.s. value (or amplitude) is generated depending on the frequency reference. 
This procedure may be applied to all types of AC machines, including 
synchronous ones, too. 

The rotor flux of the SqC-IM may be also controlled indirectly, based on the 
rotor-voltage equation, by computing the stator-current, depending on  the 
absolute slip. Considering the rated value of the rotor-flux-based magnetizing 
current ImrN, the reference value of the stator current may be generated 
according to the following expression: 

   1II 2
r

Ref
mrN

Ref
s   * , where  

m

Ref
rNRef

mrN L

Ψ
I   (3) 

and τr =Lr /Rr is the rotor time constant. The angular speeds of the IM may be 
expressed with the corresponding frequencies as follows: 
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– the synchronous angular speed 

(4) 

wh  stator quantities (voltages, currents, etc.); 
– the absolute angular slip 

(5) 

wh , etc.); 
– the rotor electrical angular speed (usually it is measured): 

= 1 pole-pairs. 
onsequently, the slip com llows: 

 

ap or rotor-flux, as it is shown in Table 1, 
Table 2 and also in Fig. 5 (Ψs/m/r).  

 sy
 = 2 fs

 , 

ere fs is the frequency of the

  = 2 fr
 , 

ere fr is the frequency of the rotor quantities (EMFs, currents

 m =
 2 fm

 , , (6) 

where fm is the mechanically rotating rotor frequency for zp 

C pensation may be written as fo

sy
 =  + m   or   fs

 = fr
 + fm  , (7) 

The direct flux control (DFC) may be achieved by using a controller, which 
is basically of PI-type, and it needs an imposed reference value i.e. one of the 
resultant field values: stator-, air-g

 
Figure 5: Direct flux control with PI controller in the reactive loop. 

The flux controller in SC schemes generates the reference value of the stator 
voltage or current in amplitude or r.m.s. value. In VC structures, the flux 
controller will provide the corresponding magnetizing current, (ims/m/mr), which 
may be equal or not 

 

to the reactive component of the field-oriented stator-
current space phasor. 

6. Comparison of the stator- and rotor-flux control 

The well-known Kloss’s equation gives the analytical expression of the IM 
static mechanical characteristics (SMC) at constant stator voltage Us and 
frequency fs. If the pull-out critical torque is kept at constant value by adjusting 
the value of Us according to the actual value of fs, the SMCs have different 
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shapes. In Fig. 6 two Us
 = ct characteristics are represented – torque versus the 

absolute slip Ω (measured in electrical rad/s) – for two supplying frequencies, 
i.e. fsN at UsN (both rated values) and fs

 = 0 at Uso
 , which provide the same break-

down torque. The zero value of the rotor speed corresponds to Ω = 314 rad/s. 
For different frequencies at Us

 = ct, the speed-torque SMCs – due to the 
different feature of the slip curves – are not parallel, but at constant resultant 
flux they will become parallel [3]. 

 

F

ΨmN and Ψr = ΨrN , which are useful in FO structures. In a VC scheme the 
or is usually controlled directly. 

For constant stator flux it results a simplified Kloss's type expression that is 
no more depending on the freq s follows [3]: 

igure 6: Stator-voltage, stator- and rotor-flux-controlled mechanical characteristics: 
the electromagnetic torque versus the absolute slip. 

Fig. 6 also presents the mechanical characteristics for Is
 = IsN, Ψs

 = ΨsN, Ψm
 = 

   

magnitude (module) of the orientation flux vect

A. Stator-flux controlled (SFC) characteristics 

uency, a

1
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
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are the critical (pull-out) torque and slip, σs = Lσs /Lm is the stator leakage 
coefficient and   is the resultant one. The self-cyclic inductance Lm corresponds 
also to the three-phase mutual magnetic effect between the stator and rotor, and 
it gives the useful resultant field in the air-gap:  

Ψm
 = Lm im

 , where im
 = is

 + ir     (9) 

is the conventional magnetizing current.  
The torque-slip SMCs at Ψs

 = ct from Fig. 6 are valid for any stator 
frequency. In spite of being a combination of a linear- and a hyperbolic shape, it 
leads to parallel speed-torque characteristics for different stator frequencies, 
excepting flux-weakening region [3], as is shown in Fig. 7. 

 
Figure 7: Stator- and rotor-flux-controlled mechanical characteristics:  

the angular speed versus the electromagnetic torque. 
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B. Rotor-flux controlled (RFC) characteristics 

At constant rotor-flux, the SMC becomes linear without any hyperbolic 
effect, as in case of a compensated separately excited DC machine. The torque-
slip characteristic is given by the following expression:  










r
R

rM
k

rk
rkMeM

2

2  .     (10) 

and they are represented in Fig. 7, too. 
Due to the linearity of the SMCs, the RFC ensures more stability in behavior 

of the IM with respect to SFC-ed drives, where the SMCs present pull-out 
critical torque, due to the so called “Kloss” feature given by a hyperbolic shape.  

The torque coefficient in (8) and (10) is kM
 = zp

 3/2, if the flux is 
corresponding to tits peak value, or kM

 = 3 zp
 , if the flux is expressed by the 

r.m.s. value of Ψs or Ψr., respectively. 

7. Comparison of the rotor- and stator-field orientation 

The FO principle was initially proposed by Blaschke in 1971 [4], and it 
referred to the decoupled control of the mechanical and magnetic phenomena of 
the short-circuited rotor IM by means of the stator-current rotor-field-oriented 
components. In fact, field-orientation means change of variables corresponding 
to phase- (3/2) and coordinate- (complex plane) transformations of the control 
and feedback variables in a VC structure [6]. 

 

A. Rotor-field orientation (RFO) 

The classical RFO is usually applied for SqC-IM drives. That means that the 
direct axis of the complex plane, denoted with dr, is oriented in the direction of 
the resultant rotor-flux Ψr , as it is shown in Fig. 8.  

As a consequence, the flux components result according to (11.1) and (12.1) 
from Table 3.  

In case of the SqC-IM (ur = 0), if Ψr may be considered at a constant value 
(that means steady-state or Ψr is a controlled variable), the rotor-current ir and 
rotor-flux Ψr space phasors are perpendicular one to other. This property led to 
the idea of the original FO principle based on the rotor-flux-oriented axis frame, 
in which the stator-current space phasor may be split into two components, as in 
(13.1), where the RFO components of the stator-current SPh result according to 
(14.1), (15.1) and (16.1) in Table 3. Consequently, the rotor-flux controller may 
generate directly the field-producing (reactive) component (isdr) in a control 
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structure, because this component is equal to the rotor-flux-based magnetizing 
current (imr); the speed or torque controller will generate the torque producing 
(active) quadrature component (isqr) of the stator current.  

 

msms
iLψ 

si

sσ
ψ

m


rσ
ψ

mi

ri

ssdi 

r
ψ

msi

dr

ds

r
s

Stator-field
oriented axis

Rotor-field
oriented axis

Stator-fixed axis
d

qs

qr rsqi 

ssqi 

mrrsd ii 

 
Figure 8: Phasor diagram of the magnetizing currents, fluxes  

If the frequenc  is no need for 
mo

B. Stator-field orientation (SFO) 

is (denoted ds) of the coordinate frame is 
ori

and stator-current field-orientated components. 

y converter is controlled in current, there
del-based computation of the control variables, because they are generated 

directly by the controllers. If the IM is controlled in voltage, the computation of 
the stator-voltage components based on the RFO model is highly complex and 
motor parameter dependent [1], [7], [8], [9], [10]. 

SFO means that the direct ax
ented in the direction of the resultant stator flux vector Ψs (see Fig. 8), 

therefore its components are according to (11.2) and (12.2) in Table 3.  

In the stator-field-oriented (SFO-ed) axes frame the stator-current SPh 
com

be remarked 
tha

ponents from (13.2) can be expressed using (14.2) and (15.2).  
Comparing the SFO-ed components with RFO-ed ones, it must 
t although the active component in both cases is proportional to the 

electromagnetic torque, according to (17.1) and (17.2), the reactive one in SFO 
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is no more equal to the stator-flux-based magnetizing current (ims), according to 
(16.2), as Fig. 8 also shows.  

Table 3: Comparison of rotor- and stator-field orientation 

Rotor-Field-Orientation (RFO) Stator-Field-Orientation (SFO) 

Ψrdλr = Ψr = |Ψr| = Ψr   (11.1) 

Rotor-f

Ψrqλr = 0        (12.1) 

ield-oriented  
sta s:tor-current component  

i sr = isdr + j isqλr   (13.1) 

 where 

isdr = imr = Ψr /Lm    (14.1) 

isqr = me / r r rKMr Ψ = – (1+σ ) i  (15.1) 

Rotor-flux-based  
magnetizing current: 

imr = Ψr /Lm = isdλr   (16.1) 

Electromagnetic torque: 

me = KMr Ψr isqλr = - KM Ψr ir (17.1) 

w

8.1) 

Synchrono

here the torque coefficient is 

KMr = KM / (1+σr)   (1

us angular speed: 

r = dr/dt      (19.1) 

Orientation-field angle: 

  =    dr r t      (20.1) 

Ψsdλs = Ψ

 

s = |Ψs| = Ψs  (11.2) 

Stator-

Ψsqλs = 0        (12.2) 

field-oriented  
sta :tor-current components  

i ss = isds + j isqλs  (13.2) 

 where 

isdλs ≠ ims = Ψs /Lm   (14.2) 

isqλs = me / KM Ψs   (15.2) 

Stator-flux-based  
magnetizing current: 

ims = Ψs /Lm ≠ isdλs (16.2) 

Electromagnetic torque: 

me = KM Ψs isqλs   (17.2) 

where the t

.2) 

Synchronous

orque coefficient is 

KM = (3/2) zp    (18

 angular speed: 

  = d /dt    (19.2) s s

Orientation-field angle: 

  =    dt      s s (20.2)  

 
n the other hand, in SFO schemes the stator-voltage equation provides a 

mo

usds = Rs isds + esds and usqs = Rs isqs + esqs ,   (21) 

O
re simple computation of the voltage control variables for a voltage-source 

inverter (VSI) compared to RFO, because in SFO axis frame, the stator-flux 
SPh has only one component (the direct one), which is equal to its module [1], 
[7], [11]: 
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where EMFs are 

esds = dΨs/dt  and  esqs = s Ψs.     (22) 

The direct compon
ste

8. Comparison of stator and rotor field identification 

[13]) is no more 
rec

entification method could be applied only for 
AC

esq = usq – Rs isq ,  (23) 

and then it is

Ψsd =  esd dt   and   Ψsq =  esq dt .    (24) 

ent (esds) is the self-induced EMF, which becomes zero in 
ady state. This is due to the variation in magnitude of the Ψs. The quadrature 

component (esqs) is generated by the rotation of the stator field with the 
synchronous speed s – given by (19.1) –, and it can be computed from the 
SPh components of the identified orientation field. 

For voltage-PWM-VSI-fed drives – due to a simpler voltage model –, SFO is 
recommended [1], [7], [12]. The computation of the control variables can be 
made based on expressions (21) and (22). These expressions are affected only 
by the stator resistance Rs, which may be identified online as well. 

SFO was extended also to the synchronous motor drives [5]. 

Because the initially proposed direct flux sensing (see 
ommended, nowadays the indirect flux sensing is applied almost exclusively, 

which is based on the computation of the orientation field from other measured 
variables. There are two basic field-identification procedures of the field: the so 
called I- (stator-current & rotor-speed) method for rotor-flux identification 
and the integration of the stator-voltage equation for stator-flux computation. 

A. Stator-flux identification (SFI) 

In the ‘70s and ‘80s this flux id
 drives supplied from a current-source inverter (CSI), which operates with 

full-wave currents and quasi-sine-wave terminal voltages, determined by the 
freely induced rotating EMFs [1], [14], [15], [23], [25]. However, in the last two 
decades it became a possible method for PWM-inverter-fed drives as well, 
which are operating with relatively high sampling frequency. Nowadays this 
procedure seems to be the simplest one for the calculation of the resultant stator 
flux.  

This flux identification procedure is based on the stator-voltage model, 
written with natural two-phase components in the stator-fixed axis frame. First, 
the stator EMFs are computed according to equations: 

dΨsd /dt = esd = usd – Rs isd  and  dΨsq /dt = 

 followed by the direct integration of them, obtaining the flux 
components: 
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The inputs of the E
var

) 

l-based I- flux identification procedure was 
pre

σr) Lm isd/q ,   (25) 

where σr = Lσr /Lm i
  -1  

9. Comparison of direct (DFO) and indirect (IFO) field orientation 

is 
ma

MF computation block are the two-phase feedback 
iables of the measured stator-currents and the identified stator voltages 

computed from the measured DC-link voltage at the input of the inverter and 
the PWM logic signals generated by the inverter control block.  

Today it seems that this method is the most preferable for field 
identification, due to the fact that it is not affected by the motor parameters, 
excepting Rs. If it is necessary, the stator resistance may be measured on-line. 
The applicability of this flux identification depends first of all on the quality of 
the integration procedure [16]. 

B. Rotor-flux identification (RFI

Still in the ‘80s, the rotor-mode
ferable for IM drives supplied from PWM-inverters. It was introduced by 

Hasse in 1969 [7]. According to this procedure, there are two possibilities to 
perform RFI: either with natural (stator-fixed) stator-current components or 
with RFO ones. The latter procedure needs slip compensation [1], [8], [9]. Both 
I- methods are strongly affected by the rotor parameters. 

Nowadays it is preferable the rotor-flux computation by compensation of the 
identified stator-flux, using the expressions of the leakage fluxes depending on 
the measured stator currents. The unknown rotor current from the expression of 
the rotor leakage flux is eliminated based on the magnetizing current equation 
(9). The compensation is made without any cross effect between the d-q 
components, which in synthesized form yields to: 

Ψrd/q
 = (1 + σr)

 Ψsd/q
 – (σs

 + σsσr
 +   .

s the rotor leakage coefficient. The coefficient of Lm is equal 
to (1 – σ) , where σ is the resultant leakage coefficient. The stator-flux 
components are obtained based on the direct integration of the stator-voltage 
equation according to the procedure, which was presented in the previous A 
subheading. 

In VC structures the recoupling of the active and reactive control loops 
de by means of a reverse coordinate transformation (CooT), which calculates 

the natural two-phase components of the stator current from the input field-
oriented ones. This needs as input variable also the angle of the orientation-field 
(r or s, respectively, according to Fig. 8 and Table 3). The identification 
procedure of the orientation angle determines the field-orientation character, 
which may be direct or indirect.  
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Figure 9: Direct field-orientation (DFO) realized with field-orientation angle  
computed in a vector analyzer. 

A. Dir

Fig. 9 shows the simplest recoupling d-oriented IM supplied 
he three-phase stator-currents as 
he space-phasor i

ect field-orientation (DFO) procedure 

of the rotor-fiel
from a current-controlled PEC. It needs t
references (represented symbolically with t s

puted in the reverse Park transformation (combined from a coordinate- and 
phase transformation) block. 

The orientation-field angle is identified in a vector analyzer (VA), which has 
as inputs the stator-fixed / stator-oriented two-phase coordinates of the rotor 
flux (in Fig. 9 it is represented

Ref ), which are 
com

 symbolically by the space-phasor Ψr

ect field-orientation (DFO) procedure, where the orientation-field angle is 
computed based on the stator-fixed axis frame. 

Flux identification procedures based on the stator-oriented axis frame lead to 
DFO, i.e. the direct integration of the stator-voltage equation and the I-Ω 
procedure calculated with the rotor-voltage equa

 ). This is the 
dir

tion written with stator-oriented 
coo

ensation is used not only in SC (see Fig.4), but also in VC 
) procedure means, that the field-
f the synchronous speed, which is 

usu

gs (u

rdinates. 

B. Indirect field-orientation (IFO) procedure 

Slip comp
structures. The indirect field-orientation (IFO
orientation angle is computed by integration o

ally obtained by slip compensation, as in (7) [1], [7], [8], [9]:  

r = dr/dt =  + m ,     (26) 

The absolute slip of the IM with short-circuited rotor windin r
 = 0) is 

computed from the rotor-fi d q    

steady state or controlled roto 1
el -oriented voltage e uation for dΨr / dt = 0 (i.e. 

r flux), as follows [ ], [8]: 
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 = τr
-1 isqr /isdr .    (27) 

The I-Ω flux identification procedure based on the rotor-voltage equation 
written with RFO components leads to IFO, where the current components (i  
and isdr) are computed from the 

sqr

measured stator currents on the feedback side.  
In rotor- or stator-flux-oriented VC structures for IFO the orientation angle 

(r or s) may be also calculated after the integration of the absolute slip, as is 
presented in Fig. 10.  

 
: Absolute slip computation in the control lFigure 10 oop for  

indirect field-orientation (IFO). 

First it is obtained the slip angle r, to that is added the measured or 
estimated ro llows: 

    (28) 

ute 
slip according to expression (2

tor position r
 , then achieving the orientation angle, as fo

 =  θ + θ .   r 

In VC systems, the field-oriented current components generated in the active 
and reactive control loops may also serve for the computation of the absol

7), as it is shown in Fig. 11. 

 

Figure 11: Absolute slip computation in the control loop  
for indirect field-orientation (IFO). 
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In case of ard voltage-
PWM), current controll ntrol the field-oriented 
sta

ge references. It may be also generated 
fro

omputation of the PEC actuator control variables  

 the PEC type 
e one of two 

fun

contro
LAR 

CONTROL 

a voltage controlled PEC (like VSI with feed-forw
ers are recommended, which co

tor-current components before the computation of the stator-voltage control 
variables. These will provide the re-coupling of the two control loops by means 
of a coordinate transformation block. 

The synchronous speed r is usually needed as input variable in the 
computation block of the stator-volta

m the absolute slip (computed in Fig. 11) by slip compensation, according to 
(26). 

10. C

The computation of the actuator control variables depends on
and, above all, its pulse modulation procedure, which can b

damental ones: pulse amplitude modulation (PAM) and pulse-width 
modulation (PWM). In Table 4 the control variables of the DC-link frequency 
converters are given, which are depending on the inverter (voltage- or current-
source) type and its pulse modulation method. 

Table 4: Inverter types, pulse modulation procedures and control variables of the  
DC-link frequency converters 

Converter 
l type 

VECTOR CONTROL SCA

I  MOS-FE GTO-CSI nverter type T/BT/IGBT-VSI Thy-CSI 
Converter 

output  Voltage-source character Current-source character 

Pulse 
dulationmo  

m  

Closed-l

ethod

Open-loop feedforward 
voltage-PWM 

oop 
current-P M WM PAM PA

Inverter 
control 

p   

Carr
wave

m n 

or 
ation DC-link current control 

rocedure

ier-
 

Space-vect
modul

odulatio SVM 

Bang-bang 
current 
control 

C  Inst s 
am e 

In s 
three-phase amplitude amplitude  

onverter
control 

variables 

antaneou
three-phase 
voltages:  

ua,b,c 

Voltage-
plitud

U and 
phase angle  

stantaneou

currents:  
ia,b,c 

Current- Current: 

I and 
phase-angle 

I and f  
frequency 

 

ructu can ted in four a in
-phasor expression with polar- or with e 

coordinates (which inherently keep the vector character) as follows: 

In VC st res they  be compu w ys, accord
 three-phas

g to the 
current- or voltage space
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 
c

ia
b

ia
a

i
Ph

k
j

eii 2   and  
ca

ua
b

uau
Ph

k
j

euu 2  , (29) 

where i  and are the instantaneous values of the three-phase currenta,b,c ua,b,c s 
and voltages, respectively. Angle d γ are the electrical phase positio
the respective SPhs, which inherentl rmation” about the imposed

The synthesis of computation of the control variables in SC structures with 
 Fig. 12. The mechanical control loop is 
sed on the slip compensation procedure. The 

int

s ε an ns of 
y contain “info  

motor supply frequency, because the inverter output frequency is equal to the 
derivative of these position angles. The space-phasor coefficient is usually 
kPh=2/3. In this case the module of the space phasor will be equal to the 
amplitude (peak value) of the sine-wave phase variables [1], [8]. 

The three-phase natural coordinates of the stator control variables result 
from the field-oriented two-phase ones using a reverse Park-transformation, as 
in Fig. 9. The polar coordinates may be calculated by means of a reverse 
coordinate transformation block, followed by a vector analyzer (VA).  

11. Scalar control structures  

IFC and DFC is represented in
represented in its complete form ba

egrator generates the phase angles γs or εs of the voltage and current sine-
wave three-phase references, respectively.  

 

Figure 12: Synthesis of scalar control structures with DFC and IFC of the  
SqC-IM controlled in current or voltage. 



 A Survey of Speed and Flux Control Structures of Squirrel-Cage Induction Motor Drives 23 

 

Va onds 
to the well-known V It may have voltage 
dro

riant 1 at the output of the voltage function generator (VFG) corresp
-Hz control (IFC of the stator flux). 

p compensation by means of the feedback stator current (dashed line).  
Variant 2 at the output of the current function generator (CFG) corresponds 

to IFC of the rotor flux, as it was presented in Section 5.  
The DFC procedures correspond to Variant 3. Both current control variables 

(outputs 2 and 3) may be transformed into a voltage control one by using a 
current controller with output 4.  

The simplest drive control structures are those, which use current mode-
controlled inverter [21].  

A simple SC structure is presented in Fig. 13. It is provided with DFC of the 
stator flux and speed control (without torque control). The sine-wave generator 
(SWM) has a scalar character due to the fact that it contains information only 
about the motor supply frequency. On the feedback path there are two phase 
transformation blocks (3/2 – PhT), which operate with matrix [A].  

+
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Figure 13: The simplest scalar control structure with DFC of the IM drive supplied 
from a current-feedback PWM controlled VSI.  

f 
carrier-wave or SV hown in Fig. 12.  

e SqC-IM presented in Fig. 14 is achieved by 
 converter, rotor-field orientation (RFO) and 

rot

The structure in Fig. 13 may be adapted for voltage control (by means o
M) of the PWM-VSI, according to scheme s

12. Vector control structures 

The simplest VC structure of th
current controlled static frequency

or flux control (RFC). In comparison with structure from Fig. 13, it has in 
addition flux compensation of the identified stator flux, according to (25). 
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The reverse Park transformation is in fact a sine-wave generator with 
vectorial character. This structure is not affected by the motor parameters 
(ex

ility of the 
cur

cepting field identification and controller tuning). Furthermore, such a 
control system presents the best performance compared with the schemes with 
stator-field orientation (SFO), stator-flux control (SFC) drives and/or IM 
supplied from voltage-mode controlled inverter [1], [2], [11], [17]. 

Some motor-control-oriented digital signal processing (DSP) equipments 
present on the market do not dispose of implementation possib

rent-feedback PWM, suitable for current-controlled VSIs, only of possibility 
of the voltage-feedforward ones, like carrier-wave and SVM. That means the 
IM can be supplied only by a voltage-source inverter (VSI) with voltage-control 
[26], [27]. 
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Figure 14: The simplest vector control structure with rotor-field-orientation of the 
short-circuited IM drive supplied from a current-feedback PWM controlled VSI. 

is 
sop ), 
rot

han the RFO 
on

In RFO schemes the computation of the voltage control variables 
histicated and affected by the motor parameters such as rotor resistance (Rr

or time constant τr
 , leakage coefficients and others. Consequently, the drive 

control performance may be lightly damaged. This problem is usually solved by 
renouncing the RFC and applying SFO, which leads to a much simpler stator-
voltage computation, dependent only on the stator resistance (Rs).  

Fig. 15 presents the simplest VC structure for voltage-controlled IM with 
stator-field-orientation, which is less affected by motor parameter t

e. The stator-flux-based magnetizing current ims may be also generated at the 
output of the flux controller, as Table 3 shows in Section 7. This structure has a 
somewhat sluggish response to speed reversal, torque command and 
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perturbation. The structure in Fig. 15 has no current-control, but it may be 
completed by including the scheme detail from Fig. 11.  
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Figure 15: Vector control structure with stator-field-orientation of the short-circuited 
IM drive supplied from a voltage-feedforward PWM controlled VSI. 

 
proposed d static 
fre

ponents of the stator-current provides a 
go

 simplest manner realized by the separation of 
the

cated with matrix operator 
[D(

Based on the above-mentioned reasons, a new vector control structure was
 for the induction motor drive fed by a voltage-controlle

quency converter. It is carried out with double field orientation (DFO) as 
follows [20]: RFC and RFO of the stator-current components are generated by 
the speed and flux controllers at the decoupled control side, and then they are 
transformed into SFO variables for stator-current control and stator-voltage 
computation at the re-coupling side of the control scheme (see Fig.16):  

a) The direct RFC ensures a good static stability due to the linearity of the 
mechanical characteristics at Ψr

 = ct.;  
b) The decoupling control of the mechanical and magnetic phenomena 

realized by means of the RFO-ed com
od dynamic to the IM drive;  
c) Based on SFO-ed two-phase model, the computation of the stator-voltage 

control variables is made in the
 two kinds of EMFs according to equations (22).  
The two kinds of control variables are coupled with the field-oriented stator-

current components, by means of a CooT block, indi
s-r)]. Its inputs contain the RFO-ed components isdr – isqr and its outputs 

are the SFO-ed ones isds – isqs. The deviation angle s-r between the two 
orientation fluxes (see Fig. 8) is computed in another CooT block with inputs 
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[o(s)] and [o(r)], resulting from the VAs of the stator- and rotor-fluxes. The 
trigonometric functions required for the CooT blocks are symbolized with an 
“oscillatory” matrix containing two elements: [o()] = [cos(), sin() ]t [1]. 
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Figure 16: Vector control structure with dual-field-orientation of the short-circuited IM
drive supplied from a voltage-feedforward PWM controlled VSI. 

equations  and the 
Oh

 with RFO-ed structure behaves similarly to a DC machine, 
view of dynamics and stability, due to the linear mechanical 

cha

 

The stator-voltage control variables are computed in the UsC block based on 
(9), where the input EMFs result from the feedback side

m’s law voltage drops are generated by the controllers of the SFO-ed current 
components. This structure eliminates the influence of the rotor parameters.  

13. Conclusion 

The RFC-ed IM
both from point of 

racteristics. The best control scheme seems to be a RFO with RFC and 
current-controlled converter as actuator. Compared to other structures, its 
dynamic response is superior, the computation requirements are reduced, and it 
is less dependent on the motor parameters. But the implementation of the 
current-feedback PWM presents difficulties. 
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Voltage-controlled VSI-fed drives (usually with SFC, either SC or VC 
structure), generally can not ensure the same performance, neither regarding 
sta

 – in addition –, the quality of 
the

ore robust, but the reaction to 
tor

RFC and 
RF

agues, Ioan Iov INCZE, PhD and Csaba SZABÓ, PhD, co-
published scientific papers, for the experimental background 

 Á., Imecs, M., “Vector control of AC drives”, Vol. 1: “Vector control of 
 machine drives”, OMIKK-Publisher, Budapest,  1991. 

bility and torque ripple, nor dynamics compared to RFC achieved by current-
controlled VSI. This is due to the natural behavior of the IM, considering the 
magnetizing and torque producing phenomena. 

The RFO with RFC for voltage-controlled converter-fed drives requires the 
highest computational capacity of the DSP, and

 operation may suffer from the sensitivity to motor parameters, especially the 
coefficients of leakage and rotor time constant.  

The SFO with SFC, especially used for voltage controlled converter-fed 
drives, is less computationally demanding and m

que commands in low-inertia drives can lead to stability problems. 
The DFO combines the advantages of the two types of field-orientation 

procedures for voltage-controlled IM drives, on the one hand of the 
O and on the other hand of the SFO. This combination ensures reduced 

computational demand, increased stability, a good dynamic and robustness, 
avoiding the influence of the rotor parameters. 
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Abstract: This paper deals with H∞ controller design and real-time 

experimentation of it for three-phase induction motor control. The model of the motor is 
given in its state space representation in d-q reference frame. An H∞ feedback controller 
is used in the speed loop, which was synthesized by combining a full information 
controller with an estimator to achieve the desired results. Simplification on the model 
during the design process has been considered as modelling noise of the system. There 
are exogenous inputs considered as disturbances, which are not correlated with the 
measurement noise. The controller was synthesized to minimize the effects of the 
disturbances entering the plant and the influence of the measurement noise and 
modelling errors. The desired controller is given by a state space model. The simulation 
of the system was done in MATLAB/Simulink. The controller is realized as a Simulink 
embedded S-function. The real-time implementation of the proposed structure has been 
done on the dSPACE DS1102 DSP development board, with very promising results, 
showing good reference tracking and good dynamical behaviour. 

Keywords: Robust control, induction motor, field-oriented control, estimation 
technique, implementation issues. 

1. Introduction 

In the past few years the performance of computers has increased 
dramatically. With this increased performance it is possible to develop more 
complex control systems for real life applications. These new control methods 
are more robust and more reliable than the others, because they can handle 
complex plant models. The H∞ theory is a new method and only a few scientific 
papers with the application to induction motors can be found in the scientific 
literature [1]. The goal is to demonstrate the practical applicability of the H∞ 

controller in an industrial environment. The electrical drive with three phase 
asynchronous motor is widely used in industry, its main drawback is the 
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difficult control possibility, so it is ideal for a benchmark application to prove 
the usefulness of H∞ control theory. 

2. Induction motor model 

Table 1 lists the symbols used in this article. Symbols representing vectors 
are underlined. 

Table 1: List of symbols 

Meaning Notation Meaning Notation 

Control input u, u(t) 
Stator current 
(d,q) SqSd ii ,  

Disturbances, noise w, w(t) Rotor speed   

Output y, y(t) 
Flux speed, 
angle mR , 

Measurement m, m(t) Noise, reference n, r 

Stator voltage (d,q) SqSd uu , Leakage factor   

Magnetizing current mRi  Rotor, stator 
time constant 

TR ,TS 

Number of pole pairs p Inertia J 

Load torque mL Rotor flux vector R  

 
The dynamic behaviour of the induction motor is described by a set of 

nonlinear so called general equations. Differential equations (1)-(11) describe 
the behaviour of the AC motor in the rotor-field-oriented synchronously 
rotating d-q reference frame [2]. 
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 The above equations result in a nonlinear, time-variant state-space 
representation. For the controller synthesis let us assume that during normal 
operation of the drive the modulus of the flux is constant. From (5) it results 

that imR =imR
ref

 is constant, and so 0)( ti
dt

d
mR  in (2). Then iSd is equal to imR, and 

so 0)( ti
dt

d
Sd . (1) is then not a differential equation, but an algebraic one. 

Substituting (6) into (3) and (4), and using imR =imR
ref, iSd= imR, it results the 

following simplified state space representation of the AC drive: 
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The load torque is assumed to be a disturbance, and n represents the 

disturbances resulting from the imprecise definition of the reference value , 
cross effects between the state variables, the general system noise and the 
unmodelled dynamics of the system. Coefficients are bounded and can be 
determined by taking the upper bound of the disturbances modulus. The model 
presented in (12) is the nominal plant, which will be used for controller design. 
The controller will be used for the original model (1)-(11), that is the perturbed 
plant presented in Fig. 1. 

ref
mRi

 

G
(Nominal

Plant)

+

+

w 
Gp (Perturbed Plant)

u(t)

y(t)

Multiplicative uncertainity

 
 

Figure 1: Model used in controller design. 
 
The only input of the model (12) is the q component of the stator voltage. 

3. The H∞ controller design 

The goal is to design an H∞ controller for the three-phase asynchronous 
motor in the speed loop. The assumption is that there is noise entering the plant, 
so the estimator part of the controller was used, too. The plant is described in 
general case by the following equations [3], [4]: 
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The following conditions need to be satisfied [5]: 
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 The plant is controllable from the control input and from the 
disturbance input; 

 The plant is observable from the measured output and from the 
reference output. 

y(t) reference output (error signals
to be minimized)

Plant

Controller

m(t) measured plant
outputs

u(t) control input

w(t) disturbances, r ference e
   signals and noise 

 
Figure 2: General control configuration. 

 
If these requirements are satisfied, a controller can be designed according 

to the general control configuration in Fig. 2. The internal structure of the 
controller is shown in Fig. 3. The estimator part estimates the state and the 
feedback part generates the control input. The solution of the finite-time steady 
state suboptimal H∞ output control problem can be given by solving two Riccati 
equations. The suboptimal controller is defined according to (18), the matrices 
can be calculated using the solutions of the algebraic Riccati equations [3]. 
 

 
)()()(

)()()()()(

tcxtcCtu

tmtcBtcxtcAtcx




. (18) 

State Estimator
State

Feedback

xest um

Controller structure

 
 

Figure 3: Structure of the controller. 

4. Adaptation of the motor model to the H∞ control method 

The model presented in (12) is appropriate for the control synthesis. To 
guarantee good reference tracking, the speed-reference input is considered as a 
disturbance input and all coefficients of this input in the equation (12) are set to 
zero, since the reference input has no direct influence on the equations of the 
motor. The output equations need to be formulated to have a representation as in 
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(16) and (17). Note that, since all parameters are fixed, the description is time-
invariant. The measured value is the difference between the reference speed and 
the actual speed together with the measurement noise. The reference output 
consists of the difference between reference and actual speed (without noise), 

, and . The controller should keep the control input finite and should not 

try to set it to zero, so the weights for the stator current and voltage in the 
reference output are kept small. Note that the disturbance input is included in 
the reference output, which is not consistent with the H∞ problem statement as 
in (16) and (17). This drawback can be solved by applying more general 
suboptimal control formulas [6]. In order to make calculations easier, a steady 
state gain was used to design the controller. Some performance limitations have 
to be made [5] to guarantee good reference tracking (after the design ad hoc 
integral action was added [3]) and the output signals were bounded. The final 
model of the system for controller design results: 
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The controller has the form (18). After solving the Riccati equations, the 
matrices of the controller , ,  can be calculated using the solutions of 

the equations and the state matrices of the model. A performance bound 
required for the solution was chosen approximately 10% over theoretical 
optimum. 

cA cB cC

5. Simulation results 

Parameters of the induction drive used in the simulation: 
 
Ls = 0.13 H, Lh = 0.12 H, Lr = 0.13 H, Rr = 3.0 Rs = 1.86 p = 2.
 

The simulation was made with MATLAB/Simulink, according to the 
structure presented in Fig. 4. The model representing the AC drive is a time-
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variant model described by the equations (1)-(11), and not the simplistic model 
used for controller design. The inputs of the motor are three phase stator 
voltages and the load torque. The controller provides the value of , while 

is kept constant. Flux computation, presented in Fig. 5, was used in order to 
get the angle of the rotor flux, which would allow the transformation of the 
voltages from d-q reference with reverse Park- and reverse Clarke-
transformation into the a, b, c three-phase components. 

squ

sdu

 

Controller to
generate usq

AC motor model

Flux identificationTransformation

Currentsdu

squ

Constant
usd

sau

scu

sbu

Speed

Angle

Load
torque

 
 

Figure 4: The structure of the drive model. 
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Figure 5: Flux identification used in the simulation. 

 
The simulation results are presented in Fig. 6-8. Fig. 6 shows the reference 

tracking capability, even with large measurement noise. The load torque is 
presented in Fig. 7. The simulation results show that the H∞ controller works 
well, and the system with rapidly changing reference shows good dynamic 
behaviour. 
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Figure 6: Rotor speed. 
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Figure 7: Load torque. 
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Figure 8: Rotor flux dcomponent. 

From the simulation results presented in Fig. 9-10, it is clear that the 
controller shows good results even when load torque changes rapidly. Note, that 
during controller design, the load was considered as disturbance; according to 
(4), it influences the rotor speed more than the measurement noise. Thanks to 
the robustness of the H∞ controller, the measurement errors and modeling errors 
are compensated. 
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Figure 9: Reference tracking (100 rad/s) during rapid variation of the load. 
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Figure 10: Rapidly changing load. 

 
6. Testing the dynamic behaviour of the induction motor 

With the experimental setup based on the dSPACE DS1102 development 
board, it is possible to study the dynamic behaviour of the motor in real-time. 
Note, that the motor model is tested without controller; supplied by three sine-
wave generators, with amplitude and frequency values programmable via a 
graphical user interface. The value of the load torque can be also arbitrarily 
changed (see Fig. 11). The values of the rotor flux, stator current and speed are 
displayed on plotters. Robustness tests can be made by changing the position of 
the slider bar indicating the value of the rotor resistance. By changing this 
value, the parameters of the transfer functions are also changed. These are 
displayed numerically on the right. 
 

  
 

Figure 11: Test of the motor model. 
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7. Experimental results on the DS1102 

In the second experiment, the motor model is tested with the controller 
whose design was presented in section 3 of the paper. Fig. 13 shows the 
measured values when executing the real-time code. There are four plotters on 
the screen. The top-left shows the reference and actual speed values (it can be 
said that the controller shows good tracking capabilities). The other displays 
show the value of the rotor flux, the tracking error and the load torque. There 
are two slide bars at the bottom. The left slide bar enables the user to set the 
value of the load torque during code execution. The right slide bar can be used 
to set the magnetic operating point (the desired flux value) and thus test how it 
affects the control process. With these and other similar GUI-s functionalities, 
all aspects and effects of parameter changes can be studied in real-time. The 
functionality of the system will be shortly discussed as follows. 

The ds1102 board (with TMS320C31 processor) is a PC card designed for 
development of high-speed multivariable digital controllers equipped with 
analogue to digital and digital to analogue converters. ControlDesk software [7] 
provides a framework to manage the DSP board [8]. It has a real-time interface 
(RTI) to MATLAB/Simulink and additional blocksets as well. With this 
interface, real-time code can be easily built, downloaded and executed. 
Instrument panels (also called layouts, presented later) can be easily made using 
ControlDesk, allowing the change of parameters and real-time display of all 
state-variables and signals in the system. The main advantage of the 
ControlDesk is that the code -executable on the DSP- can be directly generated 
from the Simulink model of the system. This can be done in the following way. 
The model of the system is built in Simulink using the original Simulink blocks 
(and using only the blocks which are fully supported by ControlDesk), and 
blocks handling the board’s hardware such as in- and outputs, interrupts. As it 
was mentioned before, there are blocks, which can not be used with RTI. These 
blocks must be replaced by combinations of other blocks before the code is 
generated. Using RTI, several different settings are possible. The generated 
code can be single- or multitasking, block reduction can be switched on or off, 
signals can be reused, and so on. The best results can be achieved when all 
parameters are tuneable. 
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Figure 12: Block diagram of the transfer function. 
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In order to do this, it is necessary to replace transfer functions with 
parameter coefficients (such as 1/(Ts+1) for example) with a combination of 
blocks from integrators and gain blocks (see Fig. 12). To be able to change the 
parameters on-line, the parameters have to be masked (or else they are not 
accessible from ControlDesk during code execution). By changing parameters, 
it becomes possible to make robustness tests (by changing the induction motor 
parameters and thus simulating parametric uncertainty), as well as to tune the 
controller and to give different input signals to the systems input. With the user 
interface, parameters can be easily tuned, values displayed or saved. First, the 
controller is simulated with the mathematical model of the system built in 
Simulink. After having good results, the blocks, representing the theoretical 
model of the induction motor, are replaced by blocks representing the real 
induction motor (such blocks as inputs and outputs, interrupt handler blocks and 
so on). After the blocks are replaced, the system can be tested with the real 
induction motor. 

 

Speed 

Rotor flux 

Error Load torque 

Desired flux value 
Slide bar to set load torque 

Figure 13: Experimental results displayed during real-time code execution. 

8. Conclusion 

According to the theoretical background presented in section 2 and 3, an 
H∞ controller was designed by making some simplifications on the motor model 
and then the controller’s behaviour was tested with it. It was shown that all 
assumptions, simplifications made during the design process are valid. The 
system showed good dynamic behaviour and it was shown how the performance 
(noise rejection, robustness, and tracking) depends on the design parameters. In 
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consequence, the controller can be implemented for real-time usage as the last 
sections show. The controller can be further developed by taking into account 
more disturbances. Remark that actuator errors (resulting from the switching 
behaviour of the inverter) and modelling noise were not used in the controller 
design, and current measurements were assumed to be precise (it was assumed 
to measure them without noise). The performance can be further improved by 
using a flux model, which is further developed so that it gives more precise 
values during transient processes, or by using a speed estimator [9]. Since the 
motor model is nonlinear, a parameter-variant or nonlinear controller can be 
taken into account as well [10]. 
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Abstract: The frequency-shift method is an attractive choice for power control of 
induction-heating inverters due to the simplicity of the power circuit. However, 
frequency-shift control proves to be a challenging task in case of practical resonant 
loads with high quality factor and uncertain circuit parameters. The paper presents a 
bilinear large-signal model of the induction-heating inverter with hybrid LLC resonant 
load. A control law is proposed, which is based on the Lyapunov stability theory. 
Moreover, an adaptive control method is presented to handle the uncertainty concerning 
the nominal values of the state variables. The theoretical results are illustrated by 
numerical simulation. 
 

Keywords: Induction heating, resonant inverter, energy in the increment, Lyapunov 
stability, d-q model. 

1. Introduction 

The technological task is heating metals by means of eddy currents induced 
directly in the work-piece by a strong and variable magnetic field produced by a 
high-intensity alternative current flowing through an inductor. The inductor is a 
component of a resonant circuit fed by a power electronic load-resonant 
inverter. The inductor is designed to fulfill the main technological requirement 
of heating the work-piece. For this purpose a magnetic field is necessary with a 
certain distribution in space and evolution in time, able to produce by eddy 
current losses the required heat pattern. 
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The power electronic converter has to deliver power at frequencies that are 
close to the resonance frequency of the load. The task is finding power control 
methods able to create low loss switching conditions of the power 
semiconductor devices, while keeping reduced complexity of the heating 
equipment [1],[2]. 

This paper proposes a power control method of load-resonant inverters by 
means of the operation frequency, named “frequency-shift control”, based on 
the Lyapunov stability theory. 

The paper is organized as follows. Section 2 presents challenges of 
frequency-shift control of induction-heating voltage inverters. The bilinear 
large-signal low-frequency d-q model of the high-frequency inverter with 
hybrid LLC resonant load is introduced in Section 3. Construction of 
Lyapunov-based control laws for the above system is presented in Section 4 in 
case of known circuit parameters and known steady-state (nominal) values of 
the state variables. Section 5 introduces an estimation method for handling 
uncertain nominal values of the state variables. The proposed methods are 
verified by MatLab Simulink simulation. Finally, concluding remarks are 
presented in Section 7. 

2. Considerations on frequency-shift power control 

Schematic of the induction-heating converter with voltage-fed load-resonant 
inverter is shown in Fig. 1.a. The frequency-shift power control method is 
based on the frequency characteristics of the resonant load (Fig. 1.b presents the 
frequency characteristics of a particular load). Consequently the control 
characteristics are very much influenced by the load parameters and the power 
control range is relatively reduced. Some of these parameters, like Ls and Cp are 
known accurately and are subject only to small variations during the heating 
process. The Lis inductance of the heating inductor is generally known with less 
accuracy, and is subject to relatively small changes during the heating process. 
These changes are reflected in relatively small variations of the resonance 
frequency. However, large variation of power may result especially in case of 
high quality factor. The most uncertain load parameter, which is also most 
influenced during the heating process, is the Ris equivalent resistance of the 
inductor with work-piece. This parameter may change by an order of magnitude 
due to large variations with temperature of the resistivity and permeability, 
which are anyway known with low accuracy. In the same time, permeability is 
much dependent on the intensity of the magnetic field. 

A classical frequency-shift control structure is shown in Fig. 2. 
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Figure 1: Schematic of the induction-heating converter (a) and frequency characteristics 
of the LLC hybrid resonant load (b).  is the amplitude of the capacitor tank 

voltage, 
maxCpu

1  denotes the phase shift between the inverter output current and voltage, 

while 2  denotes the phase shift between the capacitor tank voltage and inverter output 

voltage. 
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Figure 2: Traditional cascade-type frequency-shift control structure. 
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3. The model of the load-resonant inverter 

For investigation of power control by means of frequency, we need 
converter models that are simple enough to be included in dynamic models of 
frequency and power control structures. Modeling of power electronic 
converters generally needs a hierarchic approach and development of modeling 
techniques tailored to the specific problem to be solved. In our approach rules 
are established that assure certain desired (soft) switching conditions by proper 
choice of the switching instant. Only those power control methods are accepted, 
that follow these rules. From this moment, control design, i.e. analysis of long-
term closed-loop operation is made caring neither about the switching process, 
nor about the instantaneous values of the circuit variables. 

In case of the frequency-shift control, the resonant load is fed by the 
inverter with full square-wave output voltage, thus the switching instant is 
strongly coupled with the switching frequency. The aim is the derivation of a 
model for the resonant inverter, which allows the analysis of the envelope of 
circuit variables (only variation of magnitudes is of concern). The model is built 
for continuous current mode operation, valid in case of frequency-shift control. 
The inverter output voltage is represented by its fundamental component. 

The low-frequency model (Fig. 4b and Fig. 5) is obtained by eliminating 
the high-frequency terms from the equations written for the complex high-
frequency circuit (Fig. 4a), which is derived from the original and the 
orthogonal circuit (Fig. 3) [3]. 

 
Figure 3: The inverter with resonant load and its orthogonal circuit. 

 
 a.) b.) 

Figure 4: The complex representation (a) and the low-frequency complex d-q model of 
the resonant inverter (b). 
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Figure 5: Low-frequency d and q circuits. 

4. The Lyapunov-based frequency-shift power control 

Using the non-linear model introduced in the previous section, we present 
an approach for development of the frequency-shift control law based on the 
Lyapunov stability theory. 

The inverter has the structure from Fig. 1.a, with circuit parameters: 
Ls= 20μH, Lis= 3.95μH, Ris= 0.03Ω, Cp= 63μF. 
The amplitude of the rectangular inverter output voltage is assumed to be 

constant, with the peak value of its fundamental: ui1max= 210V (lower-case 
notation has been used on purpose, to indicate the time-variable character of the 
amplitude). 

The frequency characteristics of the inverter output current and load 
capacitor voltage are shown in Fig. 1.b. 

Denoting by x~  the -not necessarily small- deviation (increment) of a state 
variable  from its steady-state value , it results: Tx nx

      xxx nT
~  (1) 

In a similar way, in case of the angular frequency it results: 

  (2)  ~ n

The state space equation system of the increments has the bilinear 
matrix form 

           ~~~~ bxBxAx  , (3) 

with matrices detailed in (6). 

A possible and advantageous choice of Lyapunov function candidate is the 
"energy in the increment" [4], [5]: 

       xQxxV T ~~
2

1~  , (4) 
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with the positive defined diagonal matrix: 

     isisppss LLCCLLdiagQ  . (5) 
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 (6) 

Generally, for a positive scalar  , global stability of the bilinear system (3) 
is guaranteed by the control law: 

         xQbxB T ~~~
1  , (7) 

which assures a negative derivative of the function (4) along the system 
trajectories [5]. A short proof of this control law is given in [6], based on 

                                     bQxxQbxBQQBxxAQQAxxV
dt

d TTTTTT
111111

~~~
2

1~~~
2

1~~
2

1~   .(8) 

The existence of a symmetric, positive defined  that makes negative the 
first term of the derivative is guaranteed according to the Lyapunov equation: 

1Q

          TT PPAQQA  11 , (9) 

where     AP T ,  is an observable pair. 

The sum of the other two terms, equal to 

             xQbxQBxN TTT ~~~~
11    (10) 

can be made negative by choosing the control law: 

                      xQbxBxQbxQBx TTTT ~~~~~~
111   . (11) 

The equation (9) is satisfied choosing    QQ 1 (12). 

          0110000  diagRAQQA is
T , (12) 
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a natural result taking into account that the resonant load is dissipative. 
By direct calculation, 

         0 BQQB T  (13) 

and the control law takes the form 

     xQb T ~~   . (14) 

In order to assure monotonic control characteristics, the operation frequency 
is lower-limited by , larger than the resonance frequency, and the control 
law becomes 

inf

 
         

    










n
T

n

n
TT

xQbfor

xQbforxQb






infinf

inf

~

~~
~ . (15) 

Indeed, inf
~   n  implies that n  inf

~ . 
V(x) remains a Lyapunov function even in the saturation range of (15) 

because for positive values of α it results 

           0~~ inf
inf 







 nT
n

T xQbxQb , (16) 

and the third term of (8) is 

         0~~ inf
inf 







 n
n

T xQb , (17) 

while    implies    0~ xQb T 0~  , and 0~ x . 
Substituting the terms from (6) into (14), it results: 

 LisqLisdnisLisdLisqnisCpqCpdnpCpdCpqnpLsqLsdnsLsdLsqns iILiILuUCuUCiILiIL
~~~~~~~  

 
 (18) 
The control law has been implemented in Matlab Simulink. Fig. 6 shows 

the open-loop response of the LLC load to a step variation of the inverter output 
voltage, along with closed-loop evolution. Fig. 6 shows the evolution of the 
uCpmax voltage towards a frequency which is lower (Fig. 6.a), respectively larger 
(Fig. 6.b) than the resonance frequency. It should be mentioned that knowledge 
of the steady-state values of the variables has been assumed. In case of the 
inverter shown in Fig. 1 these are known from steady-state simulation results: 
ILsdn = 182.2 A, ILsqn = -26.4 A, UCpdn = 176.3 V, UCpqn = -242.7 V, 
ILisdn = -835.6 A, ILisqn = -765.9 A, ωn = 66571 rad/sec, ui1maxn=211.5V. 

However, the main drawback of the above control method is the poor 
knowledge of the steady-state values, which explicitly appear in the control law 
(18). One reason of this uncertainty is the variation of the inductor parameters 
during the heating process. 
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 a) b) 

Figure 6: Comparison of the inverter's step responses for different gains α of the control 
law (18). α=0 means open-loop operation, i.e. response of the load to an "a.c. voltage 

step". In case (a) this means ui1max=211V amplitude, ωn=66750 rad/s angular frequency 
of the inverter output voltage fundamental, while the resonance occures at ω0=69138 

rad/s. The time diagrams show the evolution of the angular frequency (upper) and uCpmax 
load capacitor voltage amplitude (lower). In case (b), ui1max=266 V, ωn=73062 rad/s. 

 The next section presents a modified control method of the resonant 
capacitor tank voltage, able to estimate these values. 

5. Estimation of the steady-state values 

In order to handle the uncertainties of the steady-state values, the control 
law is modified in a manner that it is based on the estimated steady-state values 
and assures both global stability of the system and convergence of the 
estimation error towards zero. The Lyapunov candidate is modified (19) 

            n
T

n
T xKxxQxxV 

2

1~~
2

1~  , (19) 

with  symmetric and positive defined, in order to include the estimation error 
vector 

 K

      nnn xxx  ~ . (20) 

The derivative of the Lyapunov candidate becomes 
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 (21) 
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The sum of the last two terms from (21) can be brought to the form: 

            ~
2

1

2

1
1LxKxxKxL n

T
nn

T
n    if (22) 

    Fxn  ~ . (23) 
It results [6]: 

           FKxxKFL T
nn

T   ~
2

1  . (24) 

The sum of the last five terms from (21) is made negative by the choice: 
                       11

~~~~~~ LxQbxBLxQbxQBx TTTT    (25) 

Generally the quantity  can be measured easily 

[5] and 

                bxBQQbxB
TT  ~~

   


                 nTn xxxx TnnTnn xxxxxx ~~   is known, because 

 is the measured state vector and  Tx  nx~  is the estimate of the steady state. 
Consequently, it would be useful if (25) was brought to the form 
             n

T xxQbxB   ~~~ , choosing (26) 

         n
T xQbxBL  ~

1  (27) 
Thus, we need 

                    n
TT

nn
T xQbxBLFKxxKFL   ~~~~

2

1
1 , (28) 

which is satisfied if 
            bxBQKF   ~1 . (29) 

According to (23) the update law of the estimate becomes 

               ~~~ 1 bxBQKFxn    (30) 

This update law, together with the control law (26) assures the stability of 
the extended system 
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Substituting the matrices of the system (6) into (26) and using the notation 
(1) and (2) it results: 
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Thus, the control law (26) becomes: 

     
     
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
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UuCuIiLiIiLi
~~~ 

~~~
~   (33) 

Assuming that   is diagonal, with the diagonal elements equal to k, the 
update law of the estimate (30) becomes: 
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The estimated steady-state value of the variable x  results: 
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Fig. 7 shows the control structure of UCp load capacitor voltage, based on 
the control law (33). In this control structure, the circuit variables are estimated 
according to formulae (34) and (35), while the steady-state angular velocity 
estimate is updated by an integrator according to: 

  `~~

0
0  



t

CprefCpiUCptnn dtUUK  , (36) 

valid for the upper frequency domain from Fig. 1.b. 

Fig. 8 shows comparison of the inverter start-up (set value VUCpref 300 ), 

according to the above adaptive control law and start-up with PI controller 
tuned for the nominal inductor parameters in the case when the inductor is 
almost "empty", i.e. its equivalent resistance is one third of the nominal value. 

The nominal parameters of the resonant load are: 
Ls= 20μH, Lis= 3.95μH, Ris= 0.03Ω, Cp= 63μF. 

The amplitude of the inverter output voltage's fundamental is ui1max=266V. 
Fig. 9 shows the update process of the estimated steady-state values starting 
from the initial values: 
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These values belong to the  operating angular frequency for 

which  in case of nominal circuit parameters. 

sradn /730621 

VUu CprefrefCp 300max 

 

Figure 7: Control structure of the load capacitor tank voltage based on Lyapunov 
stability theory, with steady-state estimation. 

Figures 8 and 9 show operation according to the proposed control law with 

controller parameters: . 2/120000,1000,02.0 VsKK iUCp  
The main practical difficulty is the measurement of the fundamental 

amplitudes and phases of three electrical quantities: . LisLsCp iiu ,,

 

  
 a) b) 

Figure 8: Inverter start-up (Ris=0.01 Ω in case (a), Ris=0.03 Ω in case (b)) with 
Lyapunov-based control with steady-state estimation (LA), and PI control. In both cases 

the initial angular frequency is 80,000 rad/s. 
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Figure 9 : Update process of the estimated steady-state values in case of Ris=0.01 Ω, 
much different from its "nominal" value. 

6. Conclusions 

A load-resonant inverter is a nonlinear system, which is difficult to control 
in case of high quality factor of the inductor. Lyapunov-based control methods 
have been proposed and demonstrated by simulation both for known and 
uncertain load parameters. 

A possible further development consists in reduction of the number of 
measured state variables based on the circuit equations with "nominal" 
parameters. 
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Abstract: Nowadays, the active filters represent a viable alternative for controlling 
harmonic levels in industrial consumers’ electrical installations. It must be noted the 
availability of many different types of filter configurations that can be used but there is 
no standard method for rating the active filters. This paper focuses on describing the 
shunt active filter structure and design. The theoretical concepts underlying the design 
of shunt active filters are presented. To validate and highlight the performance of shunt 
active filters a Matlab-Simulink model was developed. Simulation results are also 
presented. 

 
Keywords: Shunt active filters, harmonic analysis, nonlinear control, instantaneous 

power theory. 

1. Introduction 

After a brief analysis performed on evolution of electric power consumption 
during the last two decades, it can be observed a change mainly on nature of 
electric power consumption and profile of consumers. The main causes are 
represented by introduction of new equipment and facilities to increase comfort 
in civil construction, new appliances and equipment in order to raise efficiency 
and diversification of production for industrial consumers, or coexistence in the 
same building of both households and some industrial consumers. We must also 
note the impact of the new sources of energy that can easily transform the 
consumer into power supplier. However, all these changes have led to the 
emergence of undesirable phenomena in all power system, accounting for the 
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new challenges to be addressed by engineers and scientists involved in the 
power system design and management. 

Among the measures required there must be mentioned the need to adapt the 
existing electrical network to the new requirements and the introduction of new 
advanced methods of control, management and monitoring, in order to ensure 
the efficiency of electricity use.  

The aims of this paper are to present a solution to improve the operation of 
consumers’ electrical installations, to reduce the electric power consumption 
and default costs allocated for the purchase of electricity and removing 
unwanted effects caused by the presence of harmonics. In order to achieve this, 
the main goal is to increase the power quality available for consumers. In the 
case of power consumers affected by the presence of harmonic pollution, power 
quality improvement can be achieved by implementing systems based on active 
filtering of the unwanted components. This type of automated system based on 
shunt active filter is presented in the following sections. 

2. Operation principle of system based on shunt active filter 

Fig. 1 shows the schematic implementation of active power filter with static 
power converter. 

iF

Ouput
 filter

 

Figure 1: The configuration of a system with shunt active filter. 

In order to compensate harmonic pollution caused by a nonlinear receiver, 
the parallel active filter consists of a DC-link static power converter and an 
energy storage element. 
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The control circuit performs synthesis of the reference currents of the filter 
in a manner to compensate the undesired mains current components. 

Since currents synthesized by an active filter depend on the average voltage 
of the storage element, this one should be kept constant. This voltage control 
has to be provided by the filter control algorithm. 

3. Structure of the active filter configured for control of harmonics 
levels 

The controller has both the task of controlling the DC-link voltage and the 
task of controlling the three-phase current system of the active filter. 

This requires a complex control structure with two control loops, one for the 
iF current, which has to be synthesized and another one for the DC-link voltage. 

The structure with two control loops is shown in Fig. 2. In this scheme the 
two controllers can be highlighted: RI – current controller – from the current 
control loop, and RT voltage controller from the DC-link voltage control loop. 

Ouput
 filter

Nonlinear
Load

i

iF
irTUIPQ

TI

SRRT RI BC

CSP
TU

Udc

m
ui

iF

Udc* Udc

 

Figure 2: Block diagram of the system for control of harmonic current level based on 
active shunt filter. 

The voltage controller generates the signal Pdc based on the reference signal 
Udc* and on the feedback signal Udc provided by the voltage sensor TU. SR 
block, which generates the reference currents, based on signal Pdc and on 
instantaneous powers determined by PQ block, provides the reference for the 
current control loop. The PQ block has at its input the current and voltage 
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signals provided by the TUI sensor from the circuit which supply the non-linear 
load. 

The RI controller from the current control loop synthesizes the control signal 
u, which is generated from the error signal i. This error signal (i) is obtained 
by comparing the signal provided by the SR block with the current measured at 
the input of static power converter (CSP). The control signal u is applied to the 
BC block, which generates the logic signal m needed to control the CSP block. 

A. Synthesis of references from current compensation control loop based on the 
instantaneous power theory 

Instantaneous power theory introduced by Akagi offers the methodology for 
determining the harmonic distortion [1], [2], [3], [4], [5]. 

According to the notation from Fig. 1: 
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where Ir1  represents the r.m.s value of the load fundamental currents ira, irb, 

irc, and 
a
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~
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~

 are the polluting load current components. 

In the following there will be noted: 
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Converting them into (-) coordinates, it results: 
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Assuming that the zero-sequence components of the three-phase systems are 
missing, the C matrix is given by: 
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In the case of the new two-phase coordinates, the instantaneous power is 
given by: 

  rrrr iuiup   (5) 

If a new quantity is introduced, the so-called instantaneous imaginary power, 
denoted with q, this is defined as (see Fig. 3): 

 iijujiiukq rrrr


   (6) 

Equation (6) may be rewritten as module as well: 

  rrrr iuiuq  . (7) 
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Figure 3: Determination of the instantaneous imaginary power. 

Equations (5) and (7) may also be rewritten in the form of a matrix as 
follows: 
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which results in the expression of current ir in (,) system: 
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Considering that: 

 ppp ~  and qqq ~  (10) 

where: 
– p  represents the component of the instantaneous active power absorbed 

by the nonlinear load associated to the fundamental of current ir, and voltage ur; 
– p~  represents the  component of the instantaneous power absorbed by the 

nonlinear load associated to the harmonics of current ir and voltage ur;  
– q  represents the component of the instantaneous imaginary power 

corresponding to the reactive power associated to the fundamentals of current ir 
and voltage ur; 

– q~  represents the  component of the instantaneous imaginary power 
corresponding to the reactive power associated to the harmonics of the current ir 
and voltage ur. 

If irA represents the fundamental active component of the absorbed current: 
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then the reference system of currents in coordinates (-) can be obtained in the 
following form: 
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and the equivalent three-phase components will be, respectively: 

  



 Design and Simulation of a Shunt Active Filter 59 

 

 
























































*

*

*

*

*

2

3

2

1
2

3

2

1
01

3

2





F

F

Fc

Fb

Fa

i

i

i

i

i

 (13) 

B. Harmonic current compensation by delta modulation 

In case of a hysteresis current control the switching frequency is not well 
defined. Therefore, it was introduced the concept of the average switching 
frequency. In principle, the increase of the frequency of power converter leads 
to a better current compensation. However, the increase of the switching 
frequency is limited by the switching losses of the power devices. 

The operation of the hysteresis current controller is shown in Fig. 4. 
 

i

u
on

off

h/2-h/2

 

a) 

b) 

Figure 4: Input-output characteristic (a) and the operating principle of the hysteresis 
controller. 

4. Results obtained by numerical simulations 

The performance analysis of the system with active filtering was realized 
based on the data obtained by simulation in Matlab-Simulink environment. Fig. 
5 presents the Simulink model used for study. 
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1 – power system, 2 – shunt active filter, 3 – power static converter, 4 – reference current signal generator, 5 – 

nonlinear load 

Figure 5: Simulink model. 

Fig. 6 and 8 show the current waveforms and their harmonic spectrum in 
case of a non-linear load taken for study, whereas Fig. 7 and 9 present the 
compensated current waveforms and harmonic spectrum resulted after 
compensation. 
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a) b) 

Figure 6: Current waveforms of a nonlinear load represented by a controlled rectifier 
in case of a control angle equal with 30°, (a) and the harmonic spectrum of these 

currents (b). 
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Figure 7: Compensated mains currents in case of load currents from Fig.6: waveforms 
(a) and harmonic spectrum (b) 
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a) b) 

Figure 8: Current waveforms of a rectifier in case of control angle equal with 10° (a) 
and the harmonic spectrum of these currents (b). 
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a) b) 

Figure 9: Compensated mains currents in case of load from Fig. 8: waveforms (a) and 
harmonic spectrum (b). 
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In Table 1, 2 and 3 there are synthesized the main results considering a 
nonlinear load represented by a controlled rectifier in case of a control angle 
equal with 30°, and P = 1.54 kW. The automatic system with active filtering 
achieves a reduction in the level of odd harmonic of 50 97% and a reduction of 
the THDi factor by over 94%. 

In case of a control angle of 10°, one may observe an increased level of 
current harmonic distortion (THDi=249.58%). In this case, the automatic system 
with active filtering achieves a reduction to 2.97% of THDi. 

Table 1: THDi of the uncompensated system. 

harmonic ratio [%] Pha
se 

THDi 5th 7 th 11 th 13 th 17 th 19 th 23 th 25 th 
A 53,47 48,55 18,38 9,82 5,91 3,94 2,69 2,06 1,44 
B 53,55 48,58 18,56 9,79 5,96 3,90 2,74 2,04 1,48 
C 53,44 48,55 18,31 9,86 5,85 3,93 2,67 2,06 1,41 

Table 2: THDi of the compensated system. 

harmonic ratio [%] Pha
se 

THDi 5th 7 th 11 th 13 th 17 th 19 th 23 th 25 th 
A 2,74 1,55 1,33 0,18 0,17 0,27 0,11 0,16 0,25 
B 2,82 1,34 1,33 0,13 0,41 0,11 0,33 0,20 0,11 
C 2,50 1,08 1,43 0,29 0,56 0,21 0,44 0,17 0,35 

Table 3: Reduction of THDi in case of using compensation [%]. 

reduction of the harmonic components [%] Pha
se 

Reduc-
tion of 
THDi 

5th 7 th 11 th 13 th 17 th 19 th 23 th 25 th 

A 94,88 96,81 92,76 98,17 97,12 93,15 95,91 92,23 82,64 
B 94,73 97,24 92,83 98,67 93,12 97,18 87,96 90,20 92,57 
C 95,32 97,78 92,19 97,06 90,43 94,66 83,52 91,75 75,18 

5. Conclusion 

Proliferation of the power electronic equipments leads to an increasing 
harmonic contamination in power transmission or distribution systems. Many 
researchers from the field of the power systems and automation have searched 
for different approaches to solve the problem. One way was open by introducing 
the harmonic compensation by using active filters. 

This paper presents an automatic system based on active filtering for 
harmonic current reduction with direct applicability in the civil and industrial 
electrical installations affected by harmonics. 
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The proposed system is based on the new theory of instantaneous power 
introduced by Akagi and on delta modulation control technique of the static 
power converter. 

Simulation results were obtained before and after the use of the automatic 
system based on active filtering. From the analysis of the experimental data, in 
case of a nonlinear load of rectifier type, one may observe that there are 
different levels of current distortion produced depending on the load and its 
control mode, with high values of the total current harmonic distortion and low 
power factor. 

Using the active filter, the experimental data show that the total harmonic 
distortion of current (THDi) decreases to 1%-4%, and the power factor rises up 
to 0.98-1. A 30% decrease of the r.m.s. value of the current was also recorded. 

Analyzing the harmonic spectra of the compensated currents, it results that 
the weight of the 5th and 7th harmonics are close to 1% and the rest of upper 
harmonics are below 1%. 
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Abstract: The paper is focused on identification and measurement of the main 

parameters of the stacked supercapacitors (SC). The volt-ampere method was used 
to measure the charge/discharge characteristic, impedance spectroscopy method for 
measurement of the equivalent serial resistance and analysis of the dynamic 
parameters. The measured and calculated parameters are: equivalent serial resistance 
(ESR), capacitance, self discharge resistance, maximum power and energy, energy 
efficiency. 
 
Keywords: Supercapacitor, self discharge, parameters, impedance spectroscopy. 

1. Introduction 

Energy storage represents one of the key problems in present day research to 
increase the energy efficiency of processes. The development of 
nanotechnology creates premises for the use of new types of devices (Li-ion 
batteries, supercapacitors, different kinds of fuel cells), which are more 
adequate for modern energy efficient solutions. 

The supercapacitors have a bidirectional power flow exchange efficiency up 
to 98%, available only for superconductivity applications. There is a lack of 
knowledge in the characterization of these new devices, like how the device is 
integrated into a system. Some parameters can be defined to characterize the 
ability of integration of devices in a system: life span, aging and the finite 
character of the provided power / energy. The development of nanotechnology 
led to high performances of symmetrical supercapacitors, such as: equivalent 
serial resistance (ESR), self discharge resistance, resistance of losses, power and 
energy density. 
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In the transportation area supercapacitors proved their important role in 
combined solutions (supercapacitors, batteries and intelligent controllers) to 
increase the energy efficiency. Solutions consisting in a simple parallel 
connection of batteries and supercapacitors proved to be inefficient and new 
intelligent control systems must be developed to improve the energy 
efficiency. In the development of a test system for the analysis of the 
parameters of supercapacitors the benefits of new acquisition systems have 
to be taken into account which can assure portability, reliability, availability 
and autonomy. Supercapacitors are able to fill the gap between batteries and 
classical capacitors (see also Ragone diagram) [2]. A system containing battery 
and supercapacitor provides not only high energy density but also high power 
density. They also allow to fulfil a carbon-free desiderate by “eco-footprint” 
solutions [3]. 

2. Supercapacitors (SC) 

Supercapacitors are rapid release storage devices with capacitance up to 
thousands of Farad. The main applications of the supercapacitors are related to 
high power density, large peak power requirements, load smoothing, backup 
power for mobile applications and different kinds of recovering systems. 
Supercapacitors can be easily and rapidly charged from various electrical supply 
sources and also, their voltage - current characteristics and charging / 
discharging behaviours are not influenced by the over-current, deep discharge 
and temperature variations (-40oC to +70oC [4]). Supercapacitors are able to 
support up to millions of lifecycles [5]. 

In mobile applications the batteries are often under high peak power stresses, 
which can dramatically reduce their life span. The combination of batteries with 
supercapacitors can improve dramatically the life span of batteries. 

 

Figure 1: Basic equivalent model of a supercapacitor. 
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The amount of the stored energy is different, depending on the type of the 

supercapacitor, the size of the ions, the electrode surface and the level of the 
electrolyte decomposition voltage [6]. In supercapacitors the charge transfer is 
performed by electrons and ions: at the collector (metal electrodes) the charge 
transfer is assured by electrons and in the electrolyte (inside of the 
supercapacitor) the charge transfer is ionic. 
 Taking into account the above mentioned considerations we suggested a 
basic model presented in Figure 1, model which was used for definition of para-
meters in our experiments. 

The experiments started with the following assumptions: the equivalent 
serial resistance (ESR) depends on temperature, voltage and frequency; the 
resistance of losses (self discharge resistance - Rsd) is voltage dependent; the 
parallel connected equivalent capacitances are voltage and temperature 
dependent; C1, C2 are the equivalent serial capacitances of the double layer 
supercapacitor. Generally ESR has values of tens to hundreds of m and the 
resistance of losses has values of tens to hundreds of k. 

3. Parameter evaluation for supercapacitors 

3.1 Data acquisition system, impedance spectroscopy 
 
A symmetric (stacked) supercapacitor contains multiple cells connected in 

series and in parallel. As an improper overvoltage is applied, a particular cell 
could be damaged, therefore, electronic control methods have to be developed. 
The test setup developed in our laboratory permanently controls the voltage of 
the supercapacitor and assures the voltage limitation below the preset value. 

The data acquisition system, which also fulfils the impedance spectroscopy 
requirements, is presented in Figure 2. 
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Figure 2: The configuration of the data acquisition system. 

The data acquisition system has the following components: DC Power 
supply driven by an ATMega128 microcontroller-based system, HP 34401A 
multimeter, digital oscilloscope, function generator, amplifiers. All the acquired 
data were transmitted to a computer and the stored data were processed with 
Matlab software.  

 
3.2 Capacitance measurement and its temperature dependence 
 

A volt-ampere method was used to determine the capacitance of two types of 
aqueous electrolyte stacked supercapacitors of 40F/14V and of 350F/14V, 
manufactured in Russia by ECOND Ltd. 

If the requirements related to the voltage are respected, the performances of 
the supercapacitors are practically unchanged in a wide range of temperature, as 
experimental diagrams show in Figure 3 (supercapacitor of 40F/14V). 

The capacitance can be determined using the basic equation: 

 
t

u
C

dt

du
C

dt

dq
i



 , (1) 
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Figure 3: Charge / discharge process at constant current and different temperatures. 

which gives the relation: 

 
12

12

UU

tt
IC




 , (2) 

valid for I = constant. The indices 1 and 2 indicate two arbitrary moments of 
time (and the corresponding voltage values) either on the charging or on the 
discharging segment of the supercapacitor. 

The capacitance of the 40F /14V supercapacitor (a charge / discharge 
process at constant slope) is practically not influenced by the temperature (in the 
range of -40oC to +60oC). The measurements for the charge / discharge process 
at a constant current of 2A were performed. In the model, ESR and C2 are the 
parameters of the supercapacitors which are temperature dependent. Their 
influence on the equivalent total capacitance is practically negligible [7]. 
 
3.3 Determining the ESR parameter  
 

ESR is an important parameter of the supercapacitors and depends on many 
factors such as the resistance of the electrode materials, the resistance of the 
electrolyte, the resistance of wires, the voltage and the frequency. 

The influence of ESR occurs in the first milliseconds of the self discharge 
process, following the disconnection of the supercapacitor from the charging 
system. A plot of the self discharge process of supercapacitors is presented in 
Figure 4. 
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Figure 4: The self discharge process of the 350F and 40F supercapacitors. 

 Thus, after the ESR influence, the supercapacitor discharges on the internal 
resistance of losses. In order to observe that, both supercapacitors were charged 
to 16V with a 2A active load and the self discharge rate was monitored with the 
data acquisition system described above (the process was monitored during 
more than four days). 

Impedance spectroscopy is one of the most important methods used to 
determine the equivalent impedance value of a storage device at various 
frequencies. 

In our tests, in order to determine the ESR variation in function of frequency, 
we used the impedance spectroscopy method. We approximated the equivalent 
impedance measured by the impedance spectroscopy method with the value of 
the ESR, as at these very high values of the capacitance (40F and 350F) the 
capacitive reactance is negligible (at AC sinewave signal of 10Hz to 10 kHz). 
The test setup for impedance spectroscopy was already presented in Figure 2. 
Manufacturers usually specify the ESR value at a fixed frequency of 1 kHz [9]. 

Figure 5 presents voltage dependence of ESR of the 40F/14V supercapacitor 
at different frequency values. 
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Figure 5: Voltage and frequency dependence of ESR (SC of 40F). 
 
As Figure 5 shows, the ESR value decreases with the frequency. The values 

of the recorded data are presented in Table 1. 

Table 1: ESR at different frequencies for 
the 40F/14V supercapacitor. 

Frequency 
[Hz] 

Average ESR [m] 

10Hz 15.99 
100Hz 13.69 
1kHz 13.24 
5kHz 13.23 
10kHz 12.26  

Table 2: ESR at different frequencies for 
the 350F/14V supercapacitor. 

Frequency 
[Hz] 

Average ESR [m] 

10Hz 1.8 
100Hz 2.6 
1kHz 4.1 
5kHz 7.3 
10kHz 8.7  

 
In Figure 6: The ESR – voltage dependence of the 350F/14V supercapacitor 

is presented at different frequency values. 

 

Figure 6: Voltage and frequency dependence of ESR (SC of 350F). 
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As Figure 6 shows, the values of the ESR increase with the frequency and 

the values of the recorded data are presented in Table 2. 
Depending on the final application, supercapacitors can be designed for high 

nominal voltage or high capacitance by connecting multiple packages in series 
and/or in parallel. Therefore internal structure of the supercapacitors is different 
depending on their voltage and capacitance, so the equivalent impedance can 
have different behaviours with the frequency (as it can be seen in Table 1 and 
Table 2), originated in the internal parasitic impedances of SC. 

3.4 Resistance of losses (self discharge resistance Rsd) 

The resistance of losses depends on the dielectric resistance and can be 
determined using the equation: 

 CR

t

SCSC
sdeUtU 





max

)(  (3) 

For the 350F/14V supercapacitor the average resistance of losses was 
determined as 7.9·103 Ω, with the average standard deviation of 0.32%. For the 
40F/14V supercapacitor the value obtained was 7.5 104 , with the average 
standard deviation of 0.3%. 

Figure 7 illustrates the variation of the losses resistance in different time 
intervals. In order to obtain this variation, five windows of 18,000 samples 
(3,000 considered, 15,000 ignored) from the self discharge process illustrated in 
Figure 4 were considered. The average values of all samples from the five 
considered windows were calculated and are illustrated in Figure 7. 

 

Figure 7: Variation of the self discharge resistance. 
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As Figure 7 shows, the resistance of losses varies in time. Thus, in the case 

of the 350F/14V supercapacitor, for the first considered interval the resistance 
of losses was 7.1103  with a standard deviation of 0.39% and for the last 
considered interval the resistance of losses value was 8.3103  with a standard 
deviation of 0.26%. In the case of the 40F/14V supercapacitor the resistance of 
losses for the first considered interval was 5.9104   with a standard deviation 
of 0.42% and for the last considered interval the resistance of losses was 8.8104 
 with a standard deviation of 0.24%. 

4. Energy efficiency 

The power density expresses the maximum amount of energy transferred in a 
time unit, divided by the weight/volume, as the energy density represents the 
total energy that can be extracted from a supercapacitor, divided by the 
weight/volume. In order to improve the energy efficiency, the minimum voltage 
on SC during the discharging process has to be limited by the extraction factor 
(d), as it follows: 

 100
max

min 
U

U
d % (4) 

Usually, the value of the extraction factor is d = 50%. Thus, the useful 
energy can be computed using the equation: 

 ))
100

(1( 2
min

d
WWWW SCSCu   (5) 

The energy efficiency is determined by: 

 
SC

u

W

W
  (6) 

Table 3: Energy of the two types of supercapacitors. 

 40F/14V 350F/14V 
WSC [Ws] 3920 34300 
Wu  [Ws] 980 8575 

The electrical energy stored in the SC is determined as 
2

2UC
SC


W . The 

considered extraction factor was 50% and thus it was calculated the useful 
energy that can be provided by the supercapacitors [10]. 
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As it can be seen in Table 3, both supercapacitors can provide increased 
energy. More than that, if a supercapacitor is used with a battery, the system can 
assure the necessary amount of power and energy for many applications with 
high peak power requirements. 

5. Conclusions 

In order to determine the behaviour of the parameters of supercapacitors two 
different measurement methods have been implemented: volt-ampere 
method with constant-current charge and discharge process and impedance 
spectroscopy method. The measurements demonstrate a different behaviour of 
the SC under investigation (40F and 350F, 14V SCs), in relation with the 
voltage value and the test frequency applied. A different behaviour of the 
supercapacitors is observed depending on the internal serial and parallel 
connections of the capacitor cells (packages).  

The measurements also demonstrate an insignificant influence of the 
temperature on the capacitance of SCs, in the temperature range of -40oC to 
+60oC. Also energy efficiency was determined. 

Supercapacitors are suitable for multiple applications for a large range of 
temperatures, assuring high power requirements, having a long life span, low 
maintenance costs, and light weight compared with their capacitance. 
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Abstract: According to the data provided by the World Health Organization (WHO) 
diabetes has become an endemic of these days. There are several nonlinear models 
describing the dynamic of glucose-insulin of diabetes mellitus, like the simplest one 
with only three state variables, also known as the model of Bergman, and the most 
complex with 19 state variables, the model of Sorensen. Their common characteristic is 
that they describe type 1 diabetes physiologically. A recently published theoretical 
model [1] is capable of describing human blood glucose system at molecular levels. 
This paper is based on its analysis from a control theory point of view with multiple 
purposes: nonlinear analysis, rank reduction possibilities with physiological 
explanations, defining physiological working points for further polytopic modeling, 
analyzing control properties of the linear systems in the defined working points. 
 

Keywords: Diabetes, nonlinear analysis, model reduction, physiologic working 
points. 

1. Introduction 

The normal blood glucose concentration level in the human body varies in a 
narrow range (70 - 110 mg/dL). If for some reason the human body is unable to 
control the normal glucose-insulin interaction (e.g. the glucose concentration 
level is constantly out of the above mentioned range), diabetes is diagnosed. 
The consequences of diabetes are mostly long-term: among others, diabetes 
increases the risk of cardiovascular diseases, neuropathy and retinopathy. Four 
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types of diabetes are known: type 1 (also known as insulin-dependent diabetes 
mellitus), type 2 (or insulin- independent diabetes mellitus), gestational diabetes 
and other special types, like genetic deflections. Consequently, diabetes mellitus 
is a serious metabolic disease, which should be artificially regulated. 

The newest statistics of the World Health Organization (WHO) predate an 
increase of adult diabetes population from 4% (in 2000, meaning 171 million 
people) to 5.4% (366 million worldwide) by the year 2030 [2]. This is a 
warning that diabetes could be the “disease of the future”, especially in 
developing countries (due to stress and unhealthy lifestyle). 

To design an appropriate control, an adequate model is necessary. In the last 
decades several models appeared for type 1 diabetic patients [3]. The most 
widely used and also the simplest one proved to be the minimal model of 
Bergman [4], for type 1 diabetic patients under intensive care, and its extension, 
the three-state minimal model [5]. However, the simplicity of the model proved 
to be its disadvantage too, since in its formulation a lot of components of the 
glucose-insulin interaction were neglected. 

Besides the Bergman-model other models appeared in the literature [6]-[8], 
which are more general, but more complicated. The most complex one proved 
to be the 19th order Sorensen-model [6], which is based on the earlier model of 
[8]. Even if the Sorensen-model describes the human blood glucose dynamics in 
a very exact way, it is rarely used in research problems due to its complexity. 

2. The molecular model 

In contrast with the earlier phenomenological aspect, the model applies a 
more accurate approach [1] published in 2008; it describes the human blood 
glucose system at molecular levels. Consequently, the cause-effect relations are 
more plausible and different functions and processes can be separated. The 
considered model is approximately halfway from Bergman’s model [4]-[5] to 
Sorensen’s [6] with its 8 state variables and it can be naturally divided into three 
subsystems: the transition subsystem of glucagon and insulin, the receptor 
binding subsystem and the glucose subsystem. Parameters of the model can be 
found in [1]. 

A. Transition subsystem 

We assume that plasma insulin does not act directly on glucose metabolism 
but through cellular insulin [9]. Let  and  denote concentrations of plasma 
glucagon and insulin, respectively. Complementing equations of 

ps1
ps2

[10] with 
transition delay the subsystem can be described with  
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where  and  stand for glucagon and insulin produced by the pancreas. The 
equations show that the hormones of pancreas have a positive effect on their 
plasma concentrations, while the hormones in plasma can be interpreted as a 
negative feedback. 

1w 2w

The positive constants  denote transition rates and  the degradation 

rates (j=1,2). Contrary to 

p
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p
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[10], we suppose that intracellular insulin cannot go 
back to plasma, which is in harmony with Bergman’s minimal model [4]-[5]. 

B. Receptor binding subsystem 

Let  and  denote intracellular concentrations of glucagon and insulin, 

whereas  and  stand for concentrations of glucagon- and insulin-bound 
receptors, respectively. Assuming that the receptor recycling system is closed 
intracellular concentrations can be described with 
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where  and  denote total concentrations of receptors,  stand for the 

hormone-receptor association rates,  the degradation rates,  the 

inactivation rates (j=1,2).  is plasma volume, whereas V  is intracellular 

volume. 
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C. Glucose subsystem 

Blood glucose has two sources: endogenous hepatic production with 
glycogen transformation and exogenous meal intake. Glucose utilization can be 
divided into two groups: insulin-independent (brain and nerve cells) and 
insulin-dependent (muscle and adipose tissues). 

Insulin-independent part [12] can be modelled by  
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that saturates at 500 mg/l (  denotes glucose concentration). 2q
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Insulin-dependent part can be calculated by the product 
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which was originally used in [13].  23 sf  saturates at insulin concentration 500 
mU/l. 

Concluding the assumptions the glucose subsystem can be described with 
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where  and  denote glycogen and glucose concentration,  and  
stand for reaction rate of glycogen phosphorylase and glycogen synthase, 
respectively.  and  are maximal reaction rates of the enzymes whereas 

 and  are their Michaelis-Menten constants. Exogenous glucose intake 

is denoted by . 
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D. Pancreatic control 

Hormones of the pancreas have a cardinal role in blood glucose regulation 
and homeostatic stability, since negative feedback of glucagon and insulin 
assures controllability. Control mechanism of the pancreas [9] is described with 
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where  and denote glucagon (GIR) and insulin infusion rates (IIR), 
respectively. 

1w 2w

E. Aspect of control theory 

As for inputs, exogenous insulin ( ) is completely disposable, since it is in 
daily use in the form of injection (type 1 diabetes is treated this way). Glucose 

1u
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taken as meal ( ) represents disturbance for the model, but as a result of more 
profound consideration it can be regarded as control input. Healthy people use it 
more or less to regulate their blood glucose level, but in case of diabetic patients 
the situation is crystal clear: it is strictly prescribed for them what to eat and 
when to eat, so exogenous glucose is treated as a second control input 
henceforward ( ). In order to analyze the model in a quantitative manner, a 
physiologically correct exogenous glucose input has to be defined. According to 
the literature a widely used absorption curve is applied which was recorded 
under extremely strict and precise conditions 

inG

2u

2g

[14]. 
As for outputs, blood glucose level ( ) is essential to characterize the 

system (in addition it can be measured easily). Concentration of plasma insulin 

( ) is only measurable under laboratory conditions, but any controller 
designed to regulate pathologic blood glucose system has to be qualified by the 
amount of injected insulin. Summarizing the considerations, the outputs of the 
model are plasma insulin ( ) and blood glucose level ( ). 

2q

ps2

1y 2y

3. Nonlinear analysis 

In this section global characteristics of the molecular model are observed 
from a differential geometric point of view. Differential geometry deals with 
differential equations defined over differentiable manifolds, hence dynamic 
systems and their trajectories can be analyzed. Main definitions and ideas of 
differential geometry can be found in [15]. 

A. Nonlinear model 

The molecular model presented in Section 2 has to be formulated exactly. 
Let ,  and  denote vector fields over an eight dimensional manifold,  

and  stand for real-valued functions. In this case, the input-affine nonlinear 
system  can be described with 
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B. Reachability 

Let  be a nonsingular involutive distribution of dimension d and assume 
that  is invariant under the vector fields . Moreover, suppose 

that the distribution  is contained in 

C
C mgggf ,,,, 21 

C mggspan ,,1    . Then, for each point  

it is possible to find a neighborhood U  of  and a local coordinate 

transformation 

0x

0 0x

 xz   defined on  in such a way that in the new 
coordinates, the control system  is represented by equations of the form 
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where  dzzz ,,, 211   and  ndd zzz ,,, 212   [15]. 

In this case 1  is locally reachable, since it can be manipulated by the inputs 

of  while  2  cannot be controlled. Consequently, the number of reachable 

states is equal to the rank of distribution C . 
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Construction of distribution : 
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C ggfspan ,,, 10  , 

 expansion of distribution C  
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C. Observability 

Let  denote the subspace containing the row vectors     nO Rxd  xd  for 

, where Xx O  (observation space). Moreover, suppose that for each 
point  it is possible to find a neighborhood  of  so that 0x 0U 0x   dx  nd O , 

. In this case a local coordinate transformation 0Ux  xz   defined on  
transforms the control system  to the form 
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where  dzzz ,,, 211   and  ndd zzz ,,, 212   [15]. 

In this case 1  is locally observable since it appears in the outputs of , 

while 



2  cannot be observed because it does not show up either in the outputs 

of  or in  1 . Consequently, the number of observable states is equal to the 

rank of codistribution . Od
Construction of codistribution : expansion of observation space  with 

Lie-derivatives until the rank of  increases. 
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C. Input-output linearization 

If there is a relative degree vector  mrrrr ,,, 21  , open set , 

assignment 
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then the system can be decomposed into m subsystems with  integrators in the 

 subsystem 
ir

thi [15].  
If there is no zero dynamics, the system can be input-output linearized with 

the static feedback         vxSxqxSxu 11    where v  is the new input vector, 

 is feedback, so the linearized system can be transformed into Brunovsky-
form. 
q

D. Global control characteristics 

To be able investigating the global control characteristics of the molecular 
model we have implemented under MATLAB the algorithms presented above 
(sections 3.A and 3.B). The following results were obtained: 

 completely reachable system, since 8C , rank

 number of the observable states of the model is 4, since 
4Od , rank

 static feedback results in such complex vector fields that MATLAB 
is unable to handle them (manually it is also too complex), so this 
question cannot be answered this way. Linearization with dynamic 
feedback (dynamic extension, Cartan fields) has the same problem. 

4. Linear analysis 

Global characteristics of the molecular model are examined in Section 3 and 
led to the conclusion that despite the great importance of the achieved results 
practical application is very difficult because of the extreme complexity of the 
generated vector fields. Furthermore, ulterior aim of the research is polytopic 
modeling of the system, hence linearization and model reduction possibilities 
are observed in this section. In this manner local characteristics of the molecular 
model can be determined. 

A. Steady state linearization 

Linearization is carried out by applying Jacobian matrices in a steady state. The 
linearized form of system  

 
 uxhy

uxfx
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 (17) 

 in steady state  with output  is  00 , ux  0y
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B. Corner points 

Observing simulation results it can be seen that blood glucose varies 
between 700-1800 mg/l. An obvious choice could be searching for steady points 
within this range and approximating the nonlinear model with these steady 
states. With a resolution of 100 mg/l the twelve determined steady states (in our 
terms corner points) are stable, completely controllable and completely 
observable. 

In order to approximate the nonlinear system third degree polynomial 
functions can be fit to the corner points interpolating the non-determined steady 
states. Applying the glucose and insulin input presented in Section 2 to the 
system that is determined by linearizing the nonlinear model along the 
approximation function in each variable, the system becomes instable and its 
responses are meaningless. This is because linearization is only precise in the 
neighborhood of the actual steady state, but the presented method tries to 
describe the system in distant regions of the state space with only one variable 
(blood glucose) which is far too imprecise. Consequently, another method has 
to be chosen in order to reduce complexity of the nonlinear model. 
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C. Physiologic working points and further LPV modeling 

Polytopic approach of LPV modeling can only be applied if the linear 
models are stable and cover the operating area in a more or less uniform way. In 
order to fulfill these conditions physiologic working points (PWPs) are defined: 
these are state vectors that are not exact solutions of the differential equations 
describing the molecular model but derived from a steady state.  

Applying only five different values for each state variable (which is a rather 
rough quantization) almost 400000 PWPs should be considered. Exponential 
explosion is down-to-earth, hence complexity reduction is crucial. 

Normalization of the trajectories of the molecular model (see Fig. 1 and Fig. 
2) to [0,1] results in a valuable experiment: variables can be divided into two 
groups. One of them is the glucagon-type variables (see Fig. 1) whereas the 
other is the group of insulin-type variables (see Fig. 2). Glycogen is the only 
variable that does not fit perfectly into either group (but it can be categorized as 
an insulin-type variable), which is not surprising, since glycogen is the stored 
form of glucose that can be interpreted as the integral of the glucose excess 
(saturation can be remarked after linear phase).  

As a result of biochemical and physiological considerations variables are di-
vided into two groups: glucagon- and insulin-type. PWPs are generated by mul-
tiplying the normoglycaemic values [1] by  
in case of both group, value of glycogen is not modified. The created 64 PWPs 
are stable, completely controllable and observable, hence further polytopic 
modeling can be fulfilled. 

]425.125.1175.05.025.0[

D. Model reduction 

Considering the results it is probable that the complexity of the model can be 
reduced since variables are not independent in a physiologic sense. Many 
methods have been published in the subject of linear model reduction, one of 
the most widely used is based on state space transformation and projection to a 
subspace [16]. 

The aim is to determine a minimal set of state variables producing almost the 
same input-output behavior as the original system. Input-output behavior of a 
linear, autonomous system remains unchanged after a linear, nonsingular state 
space transformation. 
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Figure 1: Glucagon-type variables. 
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Figure 2: Insulin-type variables. 



88 A. György, L. Kovács, T. Haidegger, B. Benyó 

 

The method is supported by MATLAB Control System and Robust Toolbox. 
In case of linearized systems model reduction can be realized as follows: 
numeric conditioning (ssbal), input-output balancing (obalreal), model 
reduction based on frequency domain (modred) and determination of state space 
transformation. 

Function balmr() of the MATLAB Robust Control toolbox executes model 
reduction by minimizing the difference between the  norms of the original 
and the reduced systems in frequency domain, but information on state space 
transformation is lost. This information can be gathered by applying the above-
mentioned algorithm.  

H

As a result of  reduction  Hankel  Singular  Values of the transformed system 
 (obtained by MATLAB) are: 9.64, 5.89, 1.37, 1.10,  , , 

 and . Hankel Singular Values represent the relative 
importance of the state variables independently from realization. Consequently, 
model reduction can be fulfilled by omitting the state variables with small 
Hankel Singular Values. It can be seen that the structure of the state variables is 
the same as in the previous subsection: the first two Hankel Singular Values are 
much greater than the others validating the considerations applied in case of 
determination of PWPs. 



.7

21038.1  31032.4 
51003  61031.1 

E. Analyzing the results of reduction 

Linearized model in the normoglycaemic state is reduced with different 
ranks. Responses of the reduced models for 5% perturbation in the initial 
conditions can be seen in Fig. 3 and Fig. 4. Observing the trajectories it can be 
seen that the structure described above is plausible since the behavior of the 
original model can be more or less imitated with only two state variables and 
with the model of rank four no significant development is achieved. 

Results of the model reduction are examined in time and frequency domain. 
Since the models have two inputs and two outputs four transfer functions can be 
defined. In time domain impulse responses of the original, linearized model and 
the reduced models are compared (see Fig. 5 for one of the four possible 
transfer functions), whereas in frequency domain Bode diagrams are collated 
(see Fig. 6 for one of the four possible transfer functions). 

The investigation is realized in the normoglycaemic steady state, but it 
should be done in case of any steady state. The important frequency range is 
0.0002-0.2 rad/min [17]: noise dominates in higher frequencies and the 
dynamics of the sensor and the actuator (insulin pump) takes place in this range. 
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Figure 3: Plasma glucose concentration responses for 5% deviation at the normoglycaemic 

steady state of the reduced models of different ranks. 
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Figure 4: Plasma insulin concentration responses for 5% deviation at the 
normoglycaemic steady state of the reduced models of different ranks. 
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Figure 5: Impulse responses of Insulin(Exogenous glucose) transfer functions of the 

linearized models of different ranks. 
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Figure 6: Bode-diagrams of Insulin(Exogenous glucose) transfer functions of the 

linearized models of different ranks. 
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Examination results in reassuring observations: the second order model is 
more or less similar to the original behavior, but the precision is not enough. In 
contrast with this, the fourth order approximation produces almost identical 
behavior that the original, linearized model in frequency and time domain as 
well. 

Summarizing the achieved results, we can state that second order 
approximation is not enough, but fourth order is almost perfect which is not 
surprising considering biochemical and physiological principles. 

5. Conclusion 

This paper focused on a novel model offering a radical change in approach. 
As a result of the applied molecular point of view the cause-effect relations are 
more plausible and the processes can be described in a more exact and precise 
way. 

After a brief review of the earlier results, the molecular model was presented 
and described in detail from the aspect of control theory. Global control 
properties were determined by nonlinear analysis. Nonlinear analysis was 
followed by steady state linearization. First corner points were defined, but this 
approach could not ensure proper approximation of the model, hence 
physiological working points (PWPs) were defined for further LPV modeling. 
In order to reduce complexity model reduction possibilities were observed with 
physiological concerns as well as with mathematical ones and the results 
agreed. 

Physiological, biochemical and mathematical approaches were applied and 
conclusions were made by synchronizing the principles of the different fields of 
study. 
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Abstract: Fuzzy controllers offer a simple solution to the problem of controlling a 
system. Combining the simplicity of fuzzy systems with the parallel implementation on 
FPGA circuits, a very fast controller can be obtained. This paper presents a fuzzy 
controller implemented on an FPGA circuit, with membership functions, rule table, 
inference system and defuzzification modules implemented on this hardware tool. In the 
final part of the paper the control of a mobile robot with a fuzzy controller is 
exemplified. 
 

Keywords: FPGA, hardware implementation, fuzzy control, mobile robot. 

1. General information 

The main purpose of the paper is presentation and practical application of a 
fuzzy controller implemented on a digital reconfigurable hardware (FPGA). 
There are several methods for implementation of fuzzy controllers or other 
discrete controllers, such as implementation on PC, microcontrollers, DSP 
digital signal processors, DSC digital signal controllers, PLC, on ASIC circuits 
or FPGAs. In this paper, a fuzzy controller implemented on FPGA is discussed. 
Some of the FPGA implementation advantages are: parallelization possibility, 
the advantages resulting from reconfigurability (scalable size of the fuzzy 
processor) and very high speed operation. 

For the description of the controller’s structure, VHDL hardware [1], [2], [3] 
description language was used with XILINX ISE development software. As a 
target device, a NEXYS-2 development board with SPARTAN3E 1200 FPGA 
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chip is proposed. In the paper, a short overview of the components of a fuzzy 
controller (fuzzification, defuzzification, inference system, rule table [4], [5]) as 
well as the FPGA-based implementation of these components are described. 
The controller system is proposed to be used for a mobile robot track-following 
problem. 

In the first step of the controller design, the controller applicability was 
tested for the mentioned track-following problem by using a model for the robot 
simulation, which will also be discussed. The robot model will also be 
presented in the work. The results of the simulation are described. The paper 
ends with the conclusions and future ideas. 

2. The control structure and the robot model  

For the control of a mobile robot, a fuzzy controller was chosen because it is 
an efficient method for system control. In case of the fuzzy controller, the 
control strategy can be described based on simple rules such as (the examples 
will be given for the mobile robot): 
 if the target point is on the right hand side in front of the robot, then the robot 

has to move forward rotating to the right 
 if the target point for the robot is behind, then the robot has to turn back (see 

Fig. 1.) 

 
Figure 1: Rule exemplification. 

The main objective is to control the robot to follow a predefined target 
trajectory. A robot with three wheels has been used. The left and right side 
wheels are driven by DC motors, the third wheel is a free wheel. The robot 
model used in simulations is presented in the following equations [6]. 

       k
vv

vv
Lkxkx 


sin
21

12
1




  (1) 

       k
vv

vv
Lkyky 


cos
21

12
1




  (2) 

  



 FPGA Implementation of Fuzzy Controllers  95 

 

     T
L

vv
kk

2

12
1


   (3) 

In Fig. 2. the XY coordinate system in which the robot’s position is 
measured and the XRYR coordinate system attached to the robot are shown, 
where: 

(xr,yr) - the robot’s position in the main XY coordinate system; 
  -the robot’s orientation in the XY coordinate system; 
L - the distance between the robot’s side wheels; 

r - the next target point orientation measured in the XRYR coordinate 
system attached to the robot. 

 

Figure 2: System variables specifications. 

The structure of a fuzzy controller is presented in Fig. 3. One of the two 
inputs of the controller is the distance between the origin of the robot coordinate 
system (XRYR) and the target point. The second input is the robot orientation 
( r ). The two output signals of the controller represent the control signals for 
the two DC motors. The DC motors are controlled by pulse modulation with a 
pair of H bridges. A FUJITSU based DICE-KIT development board with 16 bit 
MB90F352 microcontroller is used for the PWM signal generation. [7], [8]. 

3. Fuzzy controller structure 

The Fuzzy controller structure with fuzzification, defuzzification, inference 
system and rule base module is presented in Fig. 3.  
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Figure 3: Fuzzy controller structure. 

During fuzzification the inputs are converted into fuzzy variables (linguistic 
variables). The input spaces and the output universes are covered with 
membership functions (MF). Using the fuzzification procedure for an input 
within the input universe, based on fuzzy set theory, a membership value will 
result for each active MF. The membership values are connected to the outputs 
through the inference system and the rule-base table. The rule-base table defines 
which output MF will be selected for a pair of active input MFs. As it can be 
seen in Fig. 4., two MFs are selected for both input spaces. The a, b and c 
vector variables represent the MF definition parameters. 

The fuzzy rule base is composed by IF-THEN statements. The IF-part of the 
rule represents the antecedence and composes the input conditions. The THEN-
part represents the consequence of the rule [4]. 

 

 

 

Figure 4: Input and output universes membership functions. 
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The fuzzy rule sets usually have as many antecedents as the number of input 
variables and as many consequences as the number of output variables, these 
are described using fuzzy IF-THEN statements: 

 IF x1=Ai and x2=Bj THEN y=Ck. (4) 

An input-output relation is described with a 3 variable fuzzy rule, where x1 
and x2 represent the inputs and y the output. 

For the antecedent part are used the: 

 
,   1iii n1i;10,X:μA    21;1,0 nj : XB jjj   (5) 

fuzzy sets, respectively for the consequence part the 

 
  3kkk n1k;10,X:μC   fuzzy set. (6) 

The number of membership functions for the two inputs are n1 and n2, and 
for the output variable is n3. 

If for each of the two inputs two MFs can be activated, then looking to the 
rule base table (based on (4)), maximum four rules can be considered. For the 
‘and’ logic operator the ‘min’ function is considered, and for the ‘or’ logic 
operator the ‘max’ function is used. 

An example of the active rules of the mobile robot, is in Fig 5. 

a1 a2 a3 b6b3 b4 b5 c1 c2 c3 c4

NMa Zb NMc

 

a1 a2 a3 b6 b7b5 b8 c3 c4 c5 c6

NMa PMb Zc

 

a2 a3 a4 b6b3 b4 b5 c6 c7c5 c8

ZbZa PMc

 

a2 a3 a4 b6 b7b5 b8 c3 c4 c5 c6

PMb
Za Zc

 

Figure 5: Active rule example. 
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The result for a fuzzy inference system is a fuzzy set (Fig. 6.). To compute 
the output value, it is necessary to evaluate, defuzzificate the resulted fuzzy set. 
For defuzzification, a large number of defuzzification algorithms can be used. 
In this paper the center of gravity (COG) defuzzification algorithm is used. 

c1 c2 c6 c7c3 c4 c5 c8

NMcNBc Zc PMc PBc

 

Figure 6: The resulting fuzzy sets. 

4. Hardware implementation of a fuzzy controller 

A. Membership functions implementation 

In the project, triangle shaped MFs are used. The MFs are stored in BRAM 
memories. For each MF the function form and other parameters, such as the 
displacement distance of the MF measured to the input space origin, the center 
of MF, the length of the MF and the BRAM starting address for function form 
storage are stored. A memory composed of multiple BRAMs is used for 
function form storage and another BRAM memory is used for parameter 
storage. In Table 1 and Fig. 7. the MF’s stored parameters are presented. 

Table 1: Membership function parameters stored in BRAM 

offset length center storing address 

length

center
offset

 

Figure 7: Membership function parameter specifications. 
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B. Rule-base table implementation 

For a system with two inputs a number of maximum four rules are active for 
an input pair. 

The rules are stored in a BRAM memory. The rule of BRAM addressing is 
composed based on a pair (A, B) of input MF indexes stored in index registers. 
In the rule table, the indexes of the MFs from the output universe are stored. 

C. Simplified steps for the fuzzy controller 

In Fig. 8., the data path for controller output processing for an input data pair 
is presented. The controller output process is composed of the following steps: 

a.) Membership value calculation and the active MF index computing. With 
the MFs offsets and length, the active MF index and member value are 
determined and stored in index and member value registers. The variables i, j, k, 
l represent the indexes and µi,, µj, µk, µl represent the membership value registers. 

b.) In step two the rule memory is indexed. 
c.) The active output MFs index is extracted. 
d.) Based on output MF indexes, these parameters are extracted from the 

output MF parameter storage BRAM and stored in output parameter registers 
with alpha cut results. 

i, μi

j, μj

k, μk

l,μl

i k

i l

j l

min(μi,μk)

min(μi, μl)

min(μj, μk)

min(μj, μl)

j k

C1

C2

C3

C4

P1

P2

P3

P4

AR1,G1

AR2,G2

AR3,G3

AR4,G4

O
U
T
P
U
T

i,j –indexes for the active input MF for first input univers
k,l –indexes for the active input MF for second input univers

Rule 
table

Parameter table for  
the output space

C-indexes for the active output MF

Active output MF 
parameter registers

AR, G-Gravity Center, 
and Area Register

T-norm implementation

 
Figure 8: Simplified data path for the fuzzy controller. 

All active output MFs are alpha cut and, as mentioned before, these are also 
stored in MF output parameter registers. 

e.) In the next step the gravity centers and MF alpha cut area are processed. 
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f.) In the last step the controller output is processed using the center of 
gravity defuzzification algorithm. 

E. Defuzzification  

The center of gravity algorithm was used for defuzzification. For triangle 
type membership functions, two equations for the defuzzification algorithm are 
presented, one for MF gravity center estimation and another one for alpha cut 
area computing presented in the following equations: 

 

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H
LA i

i

C
iCi


 1  (7) 
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where  is the area,  is the center of gravity of i-th conclusion alpha cut 

membership function, 
iA ig

Ci
  -alpha cut value, H –max. value of membership 

function (resulted from bits used for MF value coding), iii baL   -length of 

the membership function. For a general triangle based membership function 
with alpha cut value increase, the center of gravity ( ) is disposed on a non-

linear curve. In our algoritm, this curve is approximated with a line, whose 
parameters are very simply composed based on 

ig

ibia   and 
iC (Fig. 9.). 

ba

estimated center 
of gravity

real center of 
gravity

 

Figure 9: Estimated center of gravity for an asymmetric triangular type MF. 

Using the calculated area and estimated gravity for output fuzzy sets, the 
controller output is processed using the following equation: 

 



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i i
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i ii

A
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u

1

1  (9) 
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The defuzzification algorithm can be simplified by using the singleton type 
MFs for the output space. In this case, the output MFs center and areas do not 
need to be computed. The MF center is known, and instead of the area, the 
alpha cut values are used. 

F. Fuzzy controller parameters 

Input spaces are coded on 12 bits. The MFs are stored in a memory with a 
13-bit address space and 10 data bits, composed of 5 Block RAMs, 13 address 
bits and two data bits. 

Out of the total number of Block RAMs, 3x5 are used for membership 
function storage and 1 for rule table storage. For data representation, integer 
based arithmetic was used. Floating point arithmetic can be used by including 
floating point IP CORES. The system will be tested on NEXYS-2 and VIRTEX 
2PRO development boards. The FPGA implemented fuzzy controller is 
connected to the PC on the development board’s USB port [2], [3], [9], [10]. 
The presented structure can also be implemented on microcontroller based 
systems. For data coding and MFs representation, the ideas used in neural 
networks for data coding and activation functions implementation can be 
applied [1]. 

5. Simulation-based measurement results 

Simulations were made using the following membership functions for two 
input universes, represented by the robot’s distance to the next target point and 
the robot’s orientation (Fig. 10.) respectively the output space for the DC 
motors' control signals (Fig. 11.).  

 

Figure 10: Membership functions for the input universe used in simulation. 
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The two output spaces are identical, and only the membership function of a 
single output space is presented (Fig. 11.). For the simulation experiment, the 
robot model described in equations (1), (2), (3) has been used. 

 

Figure 11: Membership functions for output universe used in simulation. 

The membership functions for the distance input space are VClose, Close, 
Far and VFar, meaning that the robot is very close, close, far and very far to the 
target point. The second input space (robot orientation) was covered with the 
following MFs: RightBackward, RightSide, FrontRight, Front, Front Left, 
LeftSide and LeftBackward. RightBackward and LeftBackward mean that the 
target point is behind the robot on the right or the left part. RightSide and Left 
Side mean that the target point is on one side of the robot. In case of FrontRight 
and FrontLeft MFs, the target point is in front of the robot either on the right or 
on the left. The Front MFs means that the target point is directly in the front of 
the robot. For output MFs coding, a number of five membership functions were 
used (STOP, SLOW BACKWARD and SLOW FORWARD, SPEED 
BACKWARD and SPEED FORWARD) with a lower and a higher wheel speed 
control for backward and forward direction. 

The robot’s position for a predefined sinusoidal trajectory is presented in 
Fig. 12. for axis X and Fig. 13. for axis Y. 
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Figure 12: Reference and target trajectory for axis X. 
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Figure 13: Reference and target trajectory for axis Y. 

6. Conclusion 

The hardware structure proposed for FPGA implementation presents some 
advantages, such as: 
 Data representation on different bus sizes: in VHDL coding, the user can 

change/define the number of bits used for different data paths 
representation, such as input space coding, output space coding, 
membership function value coding. 

 Flexible membership function programming: for all input and output spaces 
membership functions with different parameters can be defined.  

 High speed controller output processing: the proposed mixed parallel 
pipeline structure permits a high order of data processing parallelism. 

 Accelerated algorithm for defuzzification implementation: for triangular 
membership functions, the presented method reduces the defuzzification 
processing time. 

 Easy rule base programmability: the rule base table and the membership 
functions can be reprogrammed from a host computer. 
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Abstract: Web services use tokens provided by the WS-Security standard to 
implement security protocols. We propose several extensions to the WS-Security 
standard, including name types, key and random number extensions. The extensions are 
used to implement existing protocols such as ISO9798, Kerberos or BAN-Lowe. The 
advantages of using these implementations rather than the existing, binary ones, are 
inherited from the advantages of using Web service technologies, such as extensibility 
and end-to-end security across multiple environments that do not support a connection-
based communication. 
 

Keywords: Security protocols, web services, WS-Security. 

1. Introduction 

Security protocols are “communication protocols dedicated to achieving 
security goals” (C.J.F. Cremers and S. Mauw, 2005) [1] such as confidentiality, 
integrity or availability. Existing technologies such as the Security Assertions 
Markup Language [2] or WS-Security [3] provide a unifying solution for the 
authentication and authorization issues through the use of predefined protocols. 
By implementing these protocols, Web services authenticate users and provide 
authorized access to resources. However, in order to integrate new protocols, 
such as key-exchange or confidentiality protocols, we need to extend the WS-
Security standard with new components. 

In this paper we propose several extensions to the WS-Security standard 
including name types, key and random number extensions. The extensions were 
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used to implement existing protocols such as ISO9798 [4], that makes use of the 
Diffie-Hellman [5] key exchange protocol with digital signatures, or the 
Kerberos V5 [6] symmetric key-based security protocol. The advantages of 
using these implementations rather than the existing, binary ones, are inherited 
from the advantages of using Web service technologies. From these we mention 
extensibility and end-to-end security across multiple environments that do not 
support a connection-based communication. In addition, by adding new tokens 
to the existing ones, message components can be further categorized and 
specialized, providing an increased security of these protocols because of the 
additional information that accompanies each component [9], [10]. 

The implementations were made according to the specifications of the SOAP 
[7] standard, which embodies the WS-Security components in its header. The 
execution timings revealed the possible use of these protocols in a wide variety 
of systems, ranging from e-commerce to multimedia streaming. 

The paper is structured in four parts. After the introduction, section 2 
illustrates the proposed extensions through the form of XML schemas. In 
section 3 we present our experimental results, clearly showing that the proposed 
extensions can be used to implement applications that require authentication, 
key exchange or confidentiality protocols. We end our paper with a conclusion 
and future work in section 4. 

2. WS-Security extensions 

WS-Security provides a set of tokens for implementing security properties 
such as authentication, integrity and non-repudiation [9], [11]. These properties 
are used by Web services to construct security protocols providing inter-domain 
authentication. These are predefined, static protocols that must be implemented 
by all communicating parties. In order to implement other authentication 
protocols or other types of security protocols, the tokens provided by WS-
Security must be extended with several new ones. 

We consulted a large number of security protocols from the SPORE [12] 
library and the library of protocols presented by John Clark [8]. Based on these, 
we identified four basic sets containing terms used by protocol participants to 
construct messages: P, N, denoting the set of nonces (i.e. “number once used”); 
K, denoting the set of cryptographic keys and M denoting user-defined 
components. 

The set of participant names P is further specialized with the following 
disjoint sets: , denoting the set of distinguished names; , 

denoting the set of user-domain names; , denoting the set of user-IP 
DN P P

P
UD P P

IP P
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names; , denoting the set of domain names; , denoting the set of 
remaining user name types. 

D P P U P P

The set of nonces is also further specialized with two subsets: , the 

set of random numbers and , denoting the set of timestamps. 
R N N

T N N
Based on the above-defined sets and subsets, in the remaining of this section 

we provide the XML representation of the terms corresponding to the 
implementation of each element. The WS-Security standard provides a single 
XML element for defining user names, through the form of 
wsse:UsernameToken. For example, in order to define a user name, the 
following syntax is required: 

<wsse:UsernameToken>Denumire utilizator</wsse:UsernameToken> 

Distinguished names are usually found in user certificates and they provide 
information related to the organization, country, domain and several other 
categories characterizing a user. In order to define user names in this format, we 
define the following XML schema: 

<complexType name="DistinguishedNameToken"> 
     <sequence> 
      <element name="Organization" type="string"/> 
      <element name="OrganizationalUnit" type="string"/> 
      <element name="CommonName" type="string"/> 
      <element name="Country" type="string"/> 
     </sequence> 
</complexType> 

User-domain names have the following structure: user@host.domain or 
user.host.domain. The schema for such a user name must include the user name 
and one or more host or domain names separated by dots. The resulting schema 
is the following: 

<complexType name="UserDomainNameToken"> 
     <sequence> 
      <element name="UserName" type="string"></element> 
      <element name="DomainName"> 
       <simpleType> 
        <restriction base="string"> 
         <pattern value="(\w+\.\w+)+"></pattern> 
        </restriction> 
       </simpleType> 
      </element> 
     </sequence> 
  </complexType> 
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IP addresses and identifying machine names must include support for both 
IPv4 and IPv6 address formats. The resulted XML schema makes use of regular 
expressions to describe the rules for constructing such names: 

<complexType name="UserIPNameToken"> 
    <choice> 
     <element name="IPV4"> 
       <simpleType> 
         <restriction base="string"> 
       <pattern value="\d{1,3}\.\d{1,3}\.\d{1,3}\.\d{1,3}"/> 

      </restriction> 
       </simpleType> 
     </element> 
     <element name="IPv6"> 
       <simpleType> 
         <restriction base="string"> 
      <pattern value="([0-9a-fA-F]{1,4}:){7}[0-9a-fA-F]{1,4}"/> 
         </restriction> 
       </simpleType> 
     </element> 
    </choice> 
</complexType> 

For names containing exclusive domain names, we use the following 
schema: 

<simpleType name="DomainNameToken"> 
       <restriction base="string"> 
        <pattern value="(\w+\.\w+)+"></pattern> 
       </restriction> 
     </simpleType> 

Random numbers are transmitted as binary tokens, for which a security 
token is already provided by the WS-Standard. Transmitting timestamps is also 
possible by using existing tokens provided by WS-Security. However, in order 
to send and receive encrypted binary keys we use an XML schema that defines 
the key value and the encoding type used: 

  <complexType name="KeyToken"> 
     <sequence> 
      <element name="KeyValue" type="string"/> 
     </sequence> 
     <attribute name="type"> 
      <simpleType> 
        <restriction base="string"> 
       <enumeration value="base64Binary"/> 
       <enumeration value="hexBinary"/> 

  



 Extending WS-Security to Implement Security Protocols for Web Services 109 

 

        </restriction> 
      </simpleType> 
     </attribute> 
    </complexType> 

3. Experimental results 

The proposed extensions were used to implement protocols with security 
properties ranging from authentication to key exchange and message 
confidentiality. The protocols were constructed from participants exchanging 
terms. Terms were constructed from the elements belonging to the basic sets 
provided in the previous section: 

                                   :: . | | | | | , |
FuncName


T

T P N K M T T T ,                           (1) 

where FuncName defines the set of function names used to encrypt terms: 

NumeFunc ::= sk          (symmetricencryption)                      (2) 
                | pk          (asymmetric encryption) 
                | h          (hash encryption) 
                | hmac  (keyed hash encryption) 

By using the above definitions, protocol messages can be constructed as in 
the following examples: 

-    , , ,
ab

a sk K
A B N K , where ,A BP , aN N , K K ; 

-     
, ,a ah pk PK

A N A N,
a

, where AP şi aN N , aPK K .  

 

 
Figure 1: Symmetric encryption versus no encryption. 
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The implementation of these messages replaces each component with its 
corresponding security token provided by the proposed extensions. The 
performance of the implementations is strongly dependent on the type of 
encryption function used in the process. For example, there is an obvious 
difference between an implementation that uses symmetric encryption and one 
that does not use encryption at all. This is the case illustrated in Fig. 1, where 
the encrypted message is    absk K

M , with M M . The figure illustrates the 

time required to construct, encrypt and send a message using the proposed 
tokens and the already existing ones. 

In our experiments, messages were encoded in the SOAP [7] header, 
according to the WS-Security standard. Because of their size, as seen in Fig. 1, 
the XML structures influence the performance of the implemented protocols. 
This is also influenced by the type of encryption used, as shown in Fig. 2. 

The illustrated values correspond to the execution time for constructed 
messages using symmetric and asymmetric cryptography. The symmetric 
encryption-based protocol is clearly much more performant than the asymmetric 
encryption-based protocol. This is why, the first protocol is usually used for 
data transfer, while the second one for encrypting small sized messages, usually 
in key exchange and authentication protocols. 

The experimental results given in Fig. 1 and 2 show that the performance of 
the implemented protocols is not only influenced by the size of the encrypted 
messages, but also by the encryption algorithm type. We have implemented 
several other protocols, for which the execution timings are given in Table 1. 
We identified several participants for each protocol. 

 

 

Figure 2: Symmetric versus asymmetric encryption. 
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We measured the construction and the processing time of messages for each 
participant; the measured values were added together, resulting the total time. 

We can see a clear difference between protocols that use symmetric 
algorithms (e.g. Lowe-BAN, Kerberos, Andrew RPC) and protocols that use 
asymmetric algorithms (e.g. ISO9798, CCITT X.509). For some protocols, the 
processing or construction timings are 0 because the sub-protocols we identified 
do not require operations. Based on these measurements, we can clearly state 
that using the proposed WS-Security extensions, we can implement key 
exchange, authentication and user-defined data exchange protocols. 
Implementing such protocols with existing WS-Security tokens is possible only 
for authentication protocols, for which the WS-Trust standard (using WS-
Security) defines several predefined protocols. 

Table 1: Execution time of security protocols 

Participant role 
Message 

construction 
(ms) 

Message 
processing 

(ms) 

Total 
participant 

(ms) 

Total 
(ms) 

Lowe-BAN Initiator 11.81 3.68 15.49 
Lowe-BAN Respondent 2.86 1.62 4.48 

19.97 

ISO9798 Initiator 35.78 23.30 59.08 
ISO9798 Respondent 6.87 12.24 19.11 

78.19 

Kerberos 1 Initiator 0.83 0.00 0.83 
Kerberos 2 Initiator 0.55 1.58 2.13 
Kerberos 3 Initiator 3.34 0.94 4.28 
Kerberos 1 Respondent 0.00 0.41 0.41 
Kerberos 2 Respondent 3.37 1.67 5.04 
Kerberos 3 Respondent 11.41 3.59 15 

27.69 

CCITT X.509 Initiator 7.85 0.00 7.85 
CCITT X.509 Respondent 0.00 74.42 74.42 

82.27 

Andrew RPC Initiator 12.56 5.04 17.6 
Andrew RPC Respondent 14.04 4.9 18.94 

36.54 

4. Conclusions and future work 

Existing tokens from the WS-Security standard provide the possibility for 
implementing a reduced set of security protocols. In order to enable the 
implementation of a wide range protocols, we proposed several token 
extensions for user name types and cryptographic keys. 

The protocol implementations maintain their security properties by 
respecting the requirements given in the WS-Security standard. These 
requirements indicate the use of the SOAP header for transporting security 
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tokens and the use of the SOAP body for other message components. The 
implementations we have developed show that protocol performance is 
influenced by the XML constructions and by cryptographic functions used in 
the process. Based on our experimental results, we can clearly state that the 
proposed extensions offer security for protocols used in various applications, 
such as multimedia or eCommerce. 

In the future we intend to use the proposed extensions to implement several 
security protocols for multimedia applications and to prove that our 
implementations can be used to transfer audio and video messages without loss 
of quality. 
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Abstract: We propose a certificate-based single sign-on mechanism in distributed 
systems. The proposed security protocols and authentication mechanisms are integrated 
in a middleware. The novelty of our middleware lies on the use of XPCOM 
components. This way we provide different services that can be used on every platform 
where Mozilla is available. The component based architecture of the implemented 
services allows using the authentication components separately. 
 

Keywords: Single sign-on, authentication, security protocols, cryptography, multi-
platform. 
 
 
1. Introduction 
 

In this paper we propose a single sign-on mechanism based on certificates 
generated on request for client applications. Single sign-on mechanisms ensure 
the use of user credentials for accessing multiple resources where the user is 
requested to enter its credentials only once. This ensures a reduction of the 
number of passwords used which can significantly improve security of systems 
by minimizing the likelihood of a password being compromised [1]. 
Communication between client applications and servers is done using secure 
channels based on security protocols. In order to minimize the overhead needed 
for accessing multiple servers, instead of using protocols such as SSL [2] or its 
more recent version TLS [3], we designed a set of new protocols based on 
Guttman’s authentication tests [4, 5]. The protocols have been implemented using 
the existing security library OpenSSL [6], which, together with the protocol 
descriptions, ensures the correct implementation of the designed protocols. 

In order to provide a minimal effort for developing single sign-on 
mechanisms in distributed systems, we developed a middleware that 
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implements the proposed security protocols and single sign-on mechanism. 
Existing single sign-on mechanisms are either implemented to function on a 
single platform, such as Active Directory [7] for Microsoft Windows or 
eDirectory [8] for Unix systems, or they rely on a centralized directory structure 
such as LDAP [9], to which servers must be connected in order to authenticate 
users. The novelty of our middleware lies on the use of XPCOM [10] 
components provided by the Mozilla platform to encapsulate the 
communication layer. This way, we do not only provide a single sign-on 
mechanism for a single platform, but also a mechanism that can be used on 
every platform where Mozilla is available. 

The rest of the paper is structured as follows: in the next section we 
describe the architecture of the middleware: the requirements, the software 
stack and the security protocols. 
 
 
2. Middleware architecture 
 
2.1 Requirements 
 

Network users typically maintain a set of authentication credentials (usually 
a username/password pair) with every Service Provider (SP) they are registered 
with. In the context of this paper, a service provider is any entity that provides 
some kind of service or content to a user. Examples of SPs include web 
services, messenger services, FTP/web sites, and streaming media providers. 
The number of such SPs with which users usually interact has grown beyond 
the point at which most users can memorize the required credentials. The most 
common solution for users is to use the same password with every SP with 
which they register — a tradeoff between security and usability in favor of the 
latter. A solution for this security issue is Single Sign-On (SSO), a technique 
whereby users authenticate themselves once only and are automatically logged 
into SPs as necessary, without requiring further manual interaction [11]. 

There are several approaches to create a SSO network. The Kerberos based 
[12] systems initially prompt the user for credentials, emitting a Kerberos ticket-
granting ticket (TGT). Drawbacks of the Kerberos based system include the 
centralized architecture: when the Kerberos server is down, no one can log in. 
Kerberos requires the clocks of the involved hosts to be synchronized, the 
tickets have a time availability period, which is 10 minutes by default 
configuration, and if the host clock is not synchronized with the Kerberos server 
clock, the authentication will fail. Furthermore, the secret keys for all users are 
stored on the central server, so a compromise of that server will compromise all 
users' secret keys. Another approach would be a smart card based 
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authentication: an integrated circuit, which can process data, is embedded in a 
plastic card, which will be used to identify its owner. The necessity of this 
hardware, which can be easily damaged, stolen or compromised, excluded the 
smart card method from our list. Some other possibilities include the use of one-
time passwords (OTP) or the integrated windows authentication, but we have 
chosen a client certificate based configuration for our model. First of all, the 
X.509 certificates we have been using are ITU-T standardized, which widens 
the possibilities of the implementations or further developing. These certificates 
are based on the RSA encryption algorithm, providing the necessary security. 
The certificates are relatively easily generated and due to their small size, their 
storage and transport over the network is also easy. The X.509 certificates store 
several predefined information about their owner, but can also contain custom 
data. We use these fields to store each client’s permissions in the network. An 
immediate disadvantage of such an approach is the support for a single 
encryption algorithm at a time. It was shown that the algorithm can be broken if 
there are enough resources used, but the use larger keys (1024 or 2048 bit) 
makes this very hard, if not impossible, with existing technologies. Another 
drawback of RSA encryption is its processing power and execution time, 
compared to other algorithms, such as AES, 3DES, Blowfish or RC6. This is 
why we try to minimize its usage, and – when possible –, replace it with a more 
resource-friendly encryption algorithm.  

Single sign-on mechanisms already exist, and they are widely used, for 
instance the above-mentioned Active Directory for Microsoft Windows or 
eDirectory for UNIX systems. However, they are platform-specific. Our goal 
was to create a mechanism that runs on a wide variety of platforms, hence we 
have chosen XPCOM. It stands for Cross Platform Component Object Model, 
and it is a framework for writing multi-platform, modular software. The core of 
the components is written using the NSPR (Netscape Portable Runtime [13]) 
libraries, as shown in Fig. 1 [14]. As an application, it uses a set of core 
XPCOM libraries to selectively load and manipulate XPCOM components. It is 
open source, and it supports just about any platform that hosts a C++ compiler, 
including Microsoft Windows, Linux, HP-UX, AIX, Solaris, OpenVMS, 
MacOS, and BSD.  
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Figure 1: Top Level Conceptual Architecture of Mozilla Application Suite. 

 
2.2 Software Stack 
 

The middleware structure has four layers, as shown in Fig. 2. 
 

 
Figure 2:  Middleware structure. 

 
2.2.1 NSPR 
 

The NSPR layer of the middleware is implemented using various classes 
and objects, such as threads, sockets, coders, parsers, timers, several data 
structures, and other implementations, which altogether constitute the 
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foundation of the whole platform. These components were written using the 
NSPR libraries. Netscape Portable Runtime (NSPR) provides platform 
independence for non-GUI operating system facilities. These facilities include 
threads, thread synchronization, normal file and network I/O, interval timing 
and calendar time, basic memory management and shared library linking. The 
current implementation supports Macintosh (PPC), WIN-32 (WinNT, Win9x) 
and 20 versions of UNIX and is still expanding.  
 
2.2.2 Communication Channels 
 

The communication channels are built on top of the NSPR layer to create 
more advanced data transportation mechanisms. The channels are created 
dynamically and managed by channel handlers. They support customary, 
predefined structured messages, but also raw data.  
 
2.2.3 Single Sign-on 
 

Single sign-on (SSO) is a mechanism whereby a single action of user 
authentication and authorization allows access to all computers and systems 
where authorization rights have been verified, without the need to enter multiple 
passwords. Single sign-on reduces human error, a major component of systems 
failure and is therefore highly desirable. 

Our proposed system is composed of two types of participants: clients and 
servers. Fig. 3 illustrates a simple network with 3 servers and two clients: one 
already connected and another who is in the authentication process. The 
communication lines between the nodes may be unstable and in most cases 
unsafe, which exposes our messages to different threats like spoofing, 
replicating or simple message loss. We designed the system to prevent any of 
these attacks, and to be easy to implement and use. Each server can host many 
and different services, but for our model we only need an authentication service 
and a resource service. The services are of request-response type, and all the 
data sent is confidential. The authentication service provides two types of 
authentication mechanisms: the first one requires the use of a username and 
password, while the second one requires the use of the generated certificates. In 
order to gain access to a Service Provider (SP), a client first has to register at 
one server called the home server. Each server can be a home server and 
resource server at the same time; it is only relative to the client. The registration 
can take any form; in our model we assume that there is a secure database, 
where every client is already registered. The requester contacts its home server, 
and sends over credentials (Step 1 in Fig. 3); this is the only time the user has to 
manually log in. The home server will generate a certificate, containing user 



118 A. Magyari, B. Genge, P. Haller 
 

 
data (e.g. username, location, organization name, e-mail address, etc.), 
expiration date, but also information about the issuer, to verify its genuineness. 
The certificate also contains information about the user’s permissions, 
following a role-based access control (RBAC) model. Since users are not 
assigned permissions directly, but only acquire them through their role (or 
roles), management of individual user rights becomes a matter of simply 
assigning appropriate roles to the user. This simplifies common operations, such 
as adding a user, or changing a user's department. In Step 2 (Fig. 3), the client 
receives the certificate. The next two steps, 3 and 4 in Fig. 3, are to contact the 
desired SP, sending the certificate, and exchanging a session key, which will be 
used to encrypt data from that moment on. RSA encryption algorithms, which 
we have used so far, require more processing power, so we will use the triple 
DES algorithm, with a new key each session to maximize security and 
performance. If the client wants to access a different SP, the certificate has to be 
sent only once, and a new session key will be generated. As long as the 
certificate is not expired, it can connect to every SP in the network, otherwise it 
will have to repeat the first step and obtain a new certificate. 
 
 
 

 

Figure 3: System setup. 
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2.3 Security Protocols 
 

In the proposed middleware, there was a need for authentication protocols 
that satisfied security requirements, such as confidentiality in an insecure 
environment, supporting message loss, certificate and key generation. We 
developed several security protocols, based on Guttman’s authentication tests. 
The implementation of these protocols was done using the OpenSSL security 
libraries. A combination of symmetric and asymmetric cryptographic 
algorithms was used to achieve a balance between security and performance. 
The authentication consists of two phases: acquiring the certificate from the 
home server, and authentication at the resource server with the newly generated 
credentials. 

In order to achieve a valid certificate and key, the client (A) needs to 
contact its home server (B). This is where the first phase of the authentication 
protocol takes place (Fig. 4), initiated by the client who sends the username, 
requesting a connection. If the server finds the username in its database, and the 
system is capable of accepting a new connection, it generates a 1024 bit length 
nonce (N, random). A hash function (h) is applied on this nonce, and is sent to 
the client, together with a message informing the other participant that the next 
step is allowed. Then the client sends the username and password, and a single 
secret key is generated (KAB), which is used to encrypt the next message from 
the server. The received hash of the nonce is hashed again, and together with the 
username, password and the generated symmetric key, they are encrypted using 
the server’s public key (pkB). Upon receiving the data from the client, the server 
hashes the nonce once again and compares it to the previously saved data. If 
they match, meaning the message is fresh, it verifies the username and password 
and a new certificate will be generated, along with the RSA inverse keys. The 
secret key (skA) will be encrypted with the key received from the client. The 
keys, the certificate and the nonce are digitally signed, and sent back to the 
client. This will verify the nonce and the signature, and if everything is valid, 
the certificate and the secret key are decoded and decrypted, finalizing the first 
phase of the authentication.  

The second phase of the authentication (Fig. 4) starts after acquiring a 
certificate. The client contacts the desired resource server, communicating his 
intentions on getting access to the resources. If the server is willing to accept 
new connections, it will generate and send a 1024 bit nonce (N), informing the 
client about the connection being accepted. Receiving this message, the client 
hashes and signs the received nonce with his own private key (skA), and 
attaches the certificate to the message. The server can verify the signed nonce 
with the received certificate, but this certificate will also be verified to ensure it 
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was emitted by a trusted authority, in this case, the client’s home server. If no 
problems occur, the server proceeds to generate a session key (KAB), which will 
be used for further data encryption. This key and the nonce will be encrypted 
with the client’s public key (pkA), and also signed by the server, to protect its 
contents. The whole message is encrypted again with the server’s public key, to 
prevent any modifications on the data. 

 

 

Figure 4: Authentication protocol. 

 
 
3. Experimental Results 
 

The tests were performed on a Microsoft Windows machine, 2800 MHz 
dual core CPU. As you can see in Fig. 5, the RSA key generations use the most 
resources. When the number of clients is lower than 10, the delay could vary 
between 150 to 1200 milliseconds, but if more than 10 clients try to request 
certificates simultaneously, the waiting time can go over 1-2 seconds, as you 
can see in Fig. 7. This wouldn’t be a problem, but in a populated network, we 
cannot limit the number of clients to 10, there could be hundreds or even 
thousands of requests at the same time, and could create a bottleneck in the 
servers. To improve performance, and to avoid complications, we could add 
more servers, distributing the load across the system. The key generating time is 
directly proportional with the processing power of the CPU, so upgrading our 
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hardware can speed up the acquiring process. There are several other ways to 
improve the overall performance of the system:  

 Using a dedicated processor for RSA key generation, optimized 
only for this algorithm; 

 Developing either a new library algorithm, or improving the 
current one; 

 Introducing a new type of server in our system, this could analyze 
each server’s load and balance the system by sending clients to 
less busy servers. 
 
 

 

Figure 5: RSA key generation in time. 
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Figure 6: Authentication time, with busy and idle servers. 

 

Figure 7: Certificate acquiring time by client. 

  



 Certificate-Based Single Sign-On Mechanism for Multi-Platform Distributed Systems 123 

 
 

4. Conclusions 
 

We have implemented a middleware platform based on XPCOM 
components to assure different services for platform independent distributed 
application. The proposed authentication protocol as part of the middleware was 
designed to work in an insecure environment, supporting message loss, 
certificate and key generation. The implemented protocols have high 
computational requirements, but the proposed distributed architecture of the 
services can guarantee this. 
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Abstract: Video transcoding is intended to provide transmission flexibility to pre-
encoded bit streams by dynamically adjusting the bit rate of these bit streams according 
to new bandwidth constraints that were unknown at the time of encoding. What makes 
transcoding different from video encoding is that transcoding has access to many coding 
parameters, which can be obtained from the input compressed stream. They may be 
used not only to simplify the computation, but also to improve the video quality. In this 
paper, we propose a low complexity rate-control method for open loop MPEG-2 video 
transcoders, working entirely in the frequency domain. 
 

Keywords: Video, MPEG, MPEG-2, bitrate, transcoder, DVB, codec. 

1. Introduction 

 The process of converting between different compression formats and/or 
further reducing the bit rate of a previously compressed signal is known as 
transcoding, and it can introduce significant impairments in video quality if 
performed without due care. There are three basic requirements in transcoding. 
The information in the original bitstream should be exploited as much as 
possible. The resulting video quality of the new bitstream should be as high as 
possible, or as close as possible to the bitstream created by coding the original 
source video at the reduced rate [1], [2]. In real-time applications, the 
transcoding delay and memory requirement should be minimized to meet real-
time constraints. 
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2. Video transcoding 

The most straightforward transcoding architecture is to cascade a decoder 
and an encoder directly. In this architecture, the incoming source video stream 
is fully decoded, and then the decoded video is re-encoded into the target video 
stream with desirable bitrate or format. It is computationally very expensive, but 
often used way of video transcoding. 

A more efficient solution to perform conversion between video bitstreams of 
the same standard - homogeneous transcoding - is open-loop transcoding. In an 
open-loop transcoder the process of video coding is reversed until the 
quantization step, a new quantizer value is calculated for lower bitrate, then the 
DCT coefficients requantized with this new quantizer value, and the rest of the 
video coding process is executed again with the new DCT coefficient values. 
Because of the higher quantizer step, the amount of information contained in 
each picture will be lower, which means lower bitrate for the entire video 
stream. Open-loop transcoders are computationally efficient, since they operate 
directly on the DCT coefficients. However, they suffer from the drift problem 
[3]. 

 

Figure 1: Open-loop transcoder. 

The drift problem is explained as follows. A video picture is predicted from 
its reference pictures and only the prediction errors are coded. For the decoder 
to work properly, the reference pictures reconstructed and stored in the decoder 
predictor must be same as those in the encoder predictor. The open-loop 
transcoders change the prediction errors and, therefore, make the reference 
pictures in the decoder predictor different from those in the encoder predictor. 
The differences accumulate and cause the video quality to deteriorate with time 
until an intrapicture is reached. The error accumulation caused by the 
encoder/decoder predictor mismatch is called drift and it may cause severe 
degradation to the video quality [4], [5]. 

In MPEG-2 video compression, Intra-coded frames (I frames) are encoded 
without reference frame, MC is not needed in encoding I frames, so the 
transcoding of I frames is not subject to the drift. Bi-directionally predictive 
coded frames (B frames) are not used for predicting future frames [6]. 
Therefore, the transcoding of B frames does not contribute to the propagation 
and accumulation of the drift. The drift error is only caused by the transcoding 
operation of predictively coded frames (P frames), because they are used as 
further reference for prediction and can accumulate through a GOP (Group Of 
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Pictures). The quality deterioration gradually increases until the next I frame 
refreshes the video scene, so this error is also called “breathing”.  

 

Figure 2: Picture coding types in MPEG-2. 

However, the degree of the video quality degradation caused by the drift 
varies with architectures. In addition, the drift will be terminated by an 
intrapicture. In the applications where the number of coded pictures between 
two consecutive intrapictures is small and the quality degradation caused by the 
drift is acceptable, these architectures, although not drift free, can still be quite 
useful due to the potentially lower cost in terms of computation and required 
frame memory. 

3. Rate Control 

The goal of rate control in video coding and transcoding is to achieve a 
target bitrate with good and consistent visual quality. Rate control is responsible 
for maintaining consistent video quality while satisfying bandwidth, delay, and 
memory constraints by determining picture quantization parameters. The 
particular picture quality and rate of an MPEG-2 encoder is achieved by 
selecting a specific quantizer scale for each macroblock in picture. This value is 
calculated for each macroblock. A picture global quantization scale is the 
average of the macroblock quantizer scale values in that picture. 

In the widely used MPEG-2 Test Model 5 (TM5) [7], [8], a picture 
complexity measure characterizes the difficulty in coding a picture, so that the 
target number of bits for coding that picture is proportional to its complexity. 
This complexity measure can be computed from the picture's spatial properties. 
Measurements have shown that this is actually a fairly accurate model for a 
large variety of scenes. 

 
i

i
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where bi refers to the target bits per picture, Qi is the picture global quantization 
scale, ci is the picture complexity measure. 
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However, decoded images are not available in an open-loop transcoder, so 
complexity measure can't be calculated in a similar way to encoders. In 
transcoding, it is yet possible to compute the frame complexities from the input 
bit-stream, since the quantization step sizes and the number of bits information 
per picture are available, and then we can use these complexities for the bit 
allocation in transcoding. From equation (1), we could assume that: 
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where bti is the target bits for transcoded picture, boi is the original size of the 
current picture in bits, Qoi is the picture global quantization scale of the original 
picture, Qti is the picture global quantization scale for transcoded picture, and α 
and β are parameters of the linear equation. We assume that the value above can 
be approximated by a linear equation. 

Since a video sequence consist of successive video frames, the bitrate of the 
sequence depends on the size of the successive pictures, so we can say that: 

 
bti

boi

=
Ra

Ro
, (3) 

where Ra is the average output bitrate we would like to achieve, Ro is the input 
bitrate of the original video sequence. 

Since different types of pictures have different sizes and in a group of 
pictures all picture types can be found, starting with an I picture, usually the 
GOP size, or GOP bitrate is specified in an encoder.  

 RGOP=
∑
n= 1

N GOP

bn

TN GOP

, (4) 

where RGOP is the bitrate of the GOP, NGOP is the number of frames in a GOP, bn 
is the size of the single pictures and T is the frame time. 

A rate-control algorithm usually needs to know the GOP configuration. 
However, in transcoding, the output GOP configuration is often determined by 
the input one, since transcoding typically does not change the frame coding 
types in order to keep complexity low. In real-time transcoding, the input GOP 
configuration is usually unknown to the transcoder. 

To control the output bitrate and the size of the single pictures, our rate 
control algorithm needs to know the occurrence rate of different pictures types. 
The input video stream has to be analyzed as long as the frame coding type rate 
can be calculated. As GOP size is variable it means several GOP times. 
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To set the output bitrate, the picture global quantization scale of the currently 
transcoded picture has to be calculated from the current picture's known input 
quantization scale. 

 Qti= mQoi , (5) 

where Qoi is the current picture's input global quantization scale, Qti is the global 
quantization scale of the currently transcoded picture, and m is a multiplier that 
controls the bitrate reduction. Using equations (2), (3) and (5), we can write: 

  







mR

R

o

a 1
. (6) 

In equation (6), there is m that can be expressed as: 

 















o

a

R

R
m , (7) 

where Ra is the output average bitrate we would like to achieve, Ro is the input 
bitrate of the original video sequence, and α and β are parameters from equation 
(2). 

In our previous calculations we did not take into account the real output 
bitrate, only the output bitrate that should be achieved. Similarly, we did not 
take into account that values of the used parameters are dependent on the 
picture characteristics. So we have to examine the effective output bitrate and 
correct the calculated parameter values: 

 e=
Rt− Ra

Ra
, (8) 

where Rt is the effective output bitrate, Ra is the output average bitrate that 
should be achieved and e is a weighted difference from the desired output 
bitrate. With this weighted difference value used as an error signal, we create a 
feedback to influence the rate control algorithm and the new quantizer value. 

From the above and with the modification of equation (7), we get the final 
equation which contains all the parameters from equations above and gives the 
m multiplier value for the actual picture:  
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where Ra is the output average bitrate that should be achieved, Ro is the input 
bitrate of the original video sequence, and e is the weighted error signal. Only 
the definition of α and β remains. 

 

Figure 3: Picture size and picture global quantization scale. 

 

Figure 4: Picture size and linear approximation of picture global quantization scale. 

Experiments were carried out to determine the value of α and β. We 
analyzed the average ratio between the number of bits in corresponding input 
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and output images, with different m values in different video sequences. The 
experimental results are shown in Fig. 3 for one of the used video sequence 
(Mill). 

It can be seen from the experimental results, that the ratio can be 
approximated by a linear function (2) between the number of bits in 
corresponding input and output images, and that α and β parameter values are 
different for different picture types. Fig. 4 shows the lines of a linear 
approximation with a further assumption that – in general –, the degree of 
bitrate reduction will not exceed 50%. To achieve a more accurate 
approximation on that section only points belonging to ratios above 50% are 
taken into consideration. 

4. Experimental results 

We analyzed a transcoder realization based on the concept above with 
different video streams. 

 

Figure 5: 3,000 frame, bitrate, value of m and picture quality (PSNR (dB)). 

Results in Fig. 5 are from a scene of 3,000 pictures from a VBR (Variable 
Bit Rate) live television broadcast. The input average bitrate is 4.5 Mbit/s, the 
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output average bitrate is set to 2Mbit/s, and it is VBR also. m multiplier is 
shown as changing to keep the set output bitrate. 

Fig. 6 shows an enlarged part of Fig. 5, it is a scene of 300 pictures. The 
typical open-loop transcoder error called “breathing” can be seen on the picture 
quality graph. 
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Figure 6: 300 frame, bitrate, value of m and picture quality (PSNR (dB)). 
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Abstract: This paper first presents the most important standardized subjective 
quality assessment methods described in the ITU-R BT.500 recommendation. We 
briefly summarise why these subjective tests are so important. Finally, we discuss the 
implementation of the new subjective video quality measurement related to the impaired 
digital quality television programs. Our aim is to improve these subjective picture 
quality assessment methods to get sophisticated results, which correlate better with the 
objective picture quality test results. We would like to develop some objective picture 
quality measurements in the future. 
 

Keywords: Subjective quality, Objective quality, Statistical multiplexing, Transport 
stream 

Introduction 

For the past few years we have dealt with subjective and objective picture 
quality measurements of digital television streams in the Digital Television 
Laboratory of the Department of Automation. After we had analysed the results 
of our subjective tests and drawn the conclusions, we started new subjective 
quality measurements, which focus on the video quality of the digital television 
streams, so-called transport streams having different bitrates. 

Compression methods for digital television use different compression 
algorithms. Quality measurements are used to find the best compression 
method. There are two main categories of comparison methods: the objective 
video quality evaluation method based on mathematical calculations and the 
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subjective video quality evaluation methods based on tests performed by the 
audience.  

Digital television streams are compressed according to the MPEG-2 or 
MPEG-4 standards. Nowadays digital television broadcasting systems often use 
statistical multiplexers. In statistical multiplexing, the communication channel 
is divided into an appropriate number of variable bitrate digital channels or data 
streams. Our goal is to determine the lowest bitrate, which has still acceptable 
quality. This bitrate would be used in statistical multiplexers as minimum bit-
rate. Consequently, we use these quality measurements in order to find the 
compression parameters, which still result in acceptable video quality. 

1. Subjective Television Picture Quality Assessment Methods 

In this section we would like to introduce the most common subjective 
quality assessment methods of the digital television picture [1]. 

International recommendations for subjective quality assessment of 
television picture consist of specifications how to perform many different types 
of subjective tests. Subjective assessment methods are used to establish the 
performance of television systems. Measurements are therefore applied, which 
more directly anticipate the reactions of those who might view the tested 
systems. In this regard, it is understood that it may not be possible to fully 
characterize the system performance by objective means. Consequently, it is 
necessary to supplement objective measurements with subjective measurements.  

In the course of a typical subjective quality test, a number of non-expert 
observers are selected, tested for their visual capabilities, shown a series of test 
scenes for about 10 to 30 minutes in a controlled environment and asked to 
score the quality of the scenes in one of a variety of manners.  

In general, there are two types of subjective assessments. First, there are 
assessments that bring about the performance of systems under optimum 
conditions. These are usually called quality assessments. Second, there are 
assessments that create the ability of systems to retain quality under non-
optimum conditions associated with the transmission or emission called 
impairment assessments. Some of these test methods are double-stimulus where 
viewers rate the quality or the change in quality between two video streams 
(reference and impaired). Others are single-stimulus where viewers rate the 
quality of just one video stream (the impaired). These methods will be later 
described.  

In a modern television system, however, the picture quality is not a constant 
over time due to the compression streams. In the case of statistical multiplexing, 
the picture quality is a function of the complexity of the program material and 
the continuous operation of the transmission system. The selection of the 
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assessment method is affected by a number of procedural elements. These are 
the viewing conditions, the choice of observers, the scaling method to score the 
opinions, the reference conditions, the signal sources for the test scenes, the 
timing of the presentation of the various test scenes, the selection of a range of 
test scenes and the analysis of the resulting scores.  

A description of the various subjective measurement methods provides some 
insight in the following sections. 

1.1 Double-stimulus Impairment Scale Method 

Double-stimulus Impairment Scale (DSIS) is a subjective assessment 
method when observers are shown multiple reference scenes and degraded 
scene pairs. The reference scene is always shown at first. Scoring is on an 
overall impression scale of impairment. 

Table 1: Five-grade scale recommended by ITU 

Five-grade scale 
Quality Impairment 

5 Excellent 5 Imperceptible 
4 Good 4 Perceptible, but not annoying 
3 Fair 3 Slightly annoying 
2 Poor 2 Annoying 
1 Bad 1 Very annoying 

This scale is commonly known as the 5-point scale, where 5 equals with the 
imperceptible level of impairment and 1 shows the very annoying level as it is 
shown in Table 1. 

1.2 Double-stimulus Continuous Quality-scale Method  

In case of the Double-stimulus Continuous Quality-scale (DSCQS) method, 
observers are shown multiple sequence pairs with the reference and degraded 
sequences randomly first. Scoring is on a continuous quality scale from 
excellent to bad where each sequence of the pair is separately rated but in 
reference to the other sequence in the pair. Analysis is based on the difference 
in rating for each pair rather than the absolute values [2]. 

1.3 Single-stimulus Methods 

Multiple separate scenes are shown in the Single-stimulus methods. There 
are two approaches: SS with no repetition of test scenes and SSMR where the 
test scenes are repeated multiple times. Three different scoring methods are 
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used. Adjectival scoring method has a 5-grade impairment scale, however half-
grades may be allowed. Numerical scoring method has an 11-grade numerical 
scale, useful if a reference is not available. And finally there is a Non-
categorical scoring, where assessors can score in a continuous scale with no 
numbers or a large range. 

1.4 Stimulus-comparison Method 

Stimulus-comparison method is usually accomplished with two well 
matched monitors but may be done with one. The differences between sequence 
pairs are scored in two different ways: Adjectival scale is a 7-grade, +3 to -3 
scale labelled: much better, better, slightly better, the same, slightly worse, 
worse, and much worse, while Non-categorical is a continuous scale with no 
numbers or a relation number either in absolute terms or related to a standard 
pair. 

1.5 Single Stimulus Continuous Quality Evaluation 

Single Stimulus Continuous Quality Evaluation (SSCQE) is performed with 
a program, as opposed to separate test scenes, which is continuously evaluated 
over a long period of 10 to 20 minutes. Data is taken from a continuous scale 
every few seconds. Scoring is a distribution of the amount of time a particular 
score is given. This method relates well to the time variant qualities of new 
compressed systems. However, it tends to have a significant content of program 
quality in addition to the picture quality [4]. 

2. Statistical Multiplexing 

The flexibility of the MPEG-2 coding system provides the opportunity to 
broadcast digital television streams, which have more or less bitrates. 
Everybody knows that the picture contains more information and has better 
quality when the rate of the stream, which transmits the compressed picture, is 
higher. In case of still or slowly moving picture sequences, which do not 
contain fine details, there is a limit, above which there is no use increasing the 
data rate, the picture, which has good quality, cannot be better at the receiver 
side. The change of the picture content and the moving of picture elements 
increase the amount of information to be transfer. Consequently, to observe the 
video quality, the data rate must be raised.  

The creation of data rate depending on the picture content only makes sense 
when we can utilize the unused data rate range. In different transmission 
networks, where more TV programmes can be simultaneously transmitted, in 
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the spaces, which become vacant, one or more TV programmes can be delivered 
if we can control the resulting data rate. 

Statistical multiplexing means that at transmitter site we compress the data 
stream with content-dependent data rate; however, we should meet the 
requirements that the resulting data rate cannot be higher than a predefined 
value. It is also important to determine a predefined order with which we ensure 
how much data rate will be allocated to the given programme in case of a large 
bitrate demand at the same time [3]. 

 

Figure 1: Statistical multiplexing. 

 Fig. 1. shows how the statistical multiplex works, so the digital television 
streams, which are coming from different locations (e.g. studios) with variable 
bitrates are added in one statistical multiplex stream. 

With subjective quality measurements of digital TV streams, the minimum 
level of bitrate and other coding parameters, such as GOP (Group of Pictures) 
size and structure, as well as video picture parameters like brightness, contrast, 
saturation, can be determined. Nowadays there is a significant demand for these 
subjective results. 

3. Subjective Video Quality Measurements 

 In this section we would like to describe our previous subjective picture 
quality measurements, and then we would like to go into details about our new 
measurements. 

3.1 Short Presentation of Previous Quality Tests 

We have previously executed three different types of subjective picture 
quality tests of digital television pictures coming from different digital 
television channels. We used a wide screen LCD television for the experiment, 
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whose screen could be separated into two parts. We chose three different digital 
television channels: satellite, cable and terrestrial. We selected three different 
programs: m2, Duna and Autonómia, which can be freely received in Hungary. 
The observers were undergraduates and one test session consisted of 5-15 of 
them. In the first test, observers rated the still pictures one after the other. In the 
second one, picture sequences were displayed in the two separate screens, so 
students had to evaluate the picture quality simultaneously. Finally, in the last 
test, observers assessed the quality of short motion picture sequences. 

The evaluation was created by taking into account three aspects: sharpness, 
naturalness and subjective order. Therefore, observers had to determine an order 
between A and B pictures. They could note the results in an evaluation form. 
Test sessions took about 20-30 minutes. One test session comprised 8-12 pairs 
of 10-second pictures, covered the possible combination of different sources, 
such as satellite vs. cable. Between pictures there was a 10-second interval for 
the evaluation. Before the test pictures there was a mid-grey picture as 
mentioned in the ITU standard. We evaluated the test results by counting the 
votes of the observers in the different categories. In the serial subjective test of 
still pictures, we collected 216 votes, according to which the cable system got 
most of the votes in each category. In the serial test of motion pictures, we 
obtained a varied result, from the 243 votes gathered, the terrestrial system 
dominated in the sharpness category, while the satellite system got most of the 
votes in the naturalness and the subjective order categories [5]. 

Drawing the conclusions, we can make some important remarks. First of all, 
we should create some teaching methods for the video assessment, so that the 
non-expert observers could prepare for voting the quality. It is very important to 
teach the observers what they should pay attention before the real test, because 
it is really influence the test results. The experimenter should explain and 
demonstrate the evaluation categories (naturalness, sharpness, saturation, hue, 
etc.), the typical errors, which can occur in the digital video streams, and of 
course the essential information about the subjective quality assessment 
(number of test sequences, the duration of the voting period, the voting scale, 
etc.). In our opinion, by using a well-implemented teaching method, the fidelity 
of the subjective quality assessment can be improved. 

Another important point is to select and record the test material in an 
appropriate way. In our previous subjective quality measurements it was a 
serious problem, that the test sequences were recorded after the error correction 
on the receiver side and not at the end of the transmission channel before the 
error correction. In the new subjective quality assessment, it was also a difficult 
task how to record test samples with various bitrates. We provide the related 
information in the following section.  
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We should also consider the laboratory circumstances (the distance between 
the screen and the observers, the resolution and other parameters of the 
television set, etc.). The ITU recommendation has good criteria to establish the 
appropriate laboratory environment; however, it has financial implication. 

Finally, we should find a better way to record the votes of the observers, 
because so far they have filled a voting form. We had to evaluate thousands of 
voting papers, which resulted in mistakes. Consequently, a subjective quality 
assessment application is developed in order to help our work.  

3.2 New Subjective Quality Measurement 

As previously mentioned, our purpose is to conduct some subjective video 
quality tests of digital television streams, which have various bitrates.  

3.2.1 Subjective Quality Assessment Supporter Application 

For these measurements we have developed an application in Java 
environment, which provides a graphical interface in order to easily assess the 
digital television video. 

 
Figure 2: Subjective quality assessment software. 

The program has two parts: the server and the client, which can be seen in 
Figure 2. The experimenter, who conducts the measurement, can configure or 
customize the subjective quality test on the New Assessment tab in the server 
software. First, the Maxconnections field has to be set, which determines the 
number of observers. Then, the experimenter should give the path of the VLC 
location. If it is well configured, then after the start of the new assessment, the 
VLC media player will display the test sequences. The assessment name and 
date is automatically set by the program. In the following steps the experimenter 
should give the name of the assessment, set the number of sections in the test 
session, configure the duration of one test sequence and the voting period in 
seconds and select the type of the test scale, which can be a 5-grade scale 
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recommended by ITU as it is shown in Table 1. or a spinner, which is a 100-
grade continuous scale. Finally, the path of the test material has to be set.  

The observers should run the client program and set some parameters, such 
as the name, the unique ID and the IP of the computer on which the server 
application runs.  

When the experimenter starts the measurement, which can be automatic or 
manual, the voting screen will automatically appear on the client screen and the 
observers will have a defined amount of time to score the quality. The client 
software sends the scores to the server application, which stores them into its 
database. When the subjective measurement is finished, the experimenter can 
evaluate the results in a table or in a chart. The table contains the assessment ID, 
the assessment name and date, the assessor ID and name, the section number 
and the quality score. With SQL commands, the experimenter can create some 
queries in order to filter the huge amount of data. In the chart, the results of a 
given assessment can be seen, where the two axes are the number of sections 
and the mean value of the scores voted by the observers. 

3.2.2 Recording the Test Material 

Our first task was to record digital television video samples, which have 
different bitrates. Fig.3. presents the environment, how we recorded the test 
material. 

 

Figure 3: Environment for Recording the Test Material. 

In the Digital Television Laboratory we used the Digital Cable TV Head-
end, which contains special hardware devices developed by CableWorld Ltd. 
The QPSK demodulator is used to receive the digital transport streams 
broadcasted via satellite channel. The demodulated transport stream is then sent 
to the MPEG-2 Encoder. With the MPEG-2 Encoder Controller application 
running on the Control Computer, the coding parameters and the bitrates of the 
transport stream could be configured. In the final step, this encoded transport 
stream was displayed with the VLC media player. We used this media player to 
record video samples. 

The problem was that we could not record test samples with various bitrates 
continuously; it was the fault of the VLC media player. Therefore, we recorded 
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10-second video samples and concatenated them into one test video sequence, 
which could be later used for the subjective quality measurements. However, 
we have not found appropriate MPEG-2 editor software yet, with which we can 
concatenate the splitted sections without re-encoding them. So it is a problem, 
which needs to be solved in the future. 

3.2.3 Presentation of the Subjective Quality Assessment and the Result  

We established a quality assessment environment in our laboratory. We 
created a computer network with 9-12 personnel and one server computers. 
Observers used the personal computers to run the client application. On the 
server machine the experimenter run the server application and conducted the 
subjective quality test. One test session was taken about 10-20 minutes, because 
the observers were needed to concentrate hard under the quality assessment. 

Table 2: Five-grade scale recommended by ITU 

Seq. N.  Bitrate (kbps)  1. Measurement (0-5) 2. Measurement (0-100)  
1. 8000 2.75 39.75 
2. 992 1.25 4.75 
3. 1504 3.75 51.50 
4. 4000 4.50 73.25 
5. 1104 1.50 8.25 
6. 1600 2.50 39.25 
7. 2608 5.00 87.75 
8. 3504 4.25 79.75 
9. 3008 3.75 69 

10. 2800 4.50 67.75 
11. 1904 3.50 33.50 
12. 1200 2.25 21 
13. 6000 3.50 76 
14. 1312 1.00 7.75 
15. 4512 4.00 67.75 
16. 1408 2.25 22.25 
17. 2400 3.25 65 
18. 5008 4.00 73 
19. 2000 4.25 75.50 

So far we have only a few number of test result as described in Table 2.We 
used a test material included 19 sections with different bitrates. In the first and 
the second measurements the mean of the quality scores can be seen. The 
difference between the two measurements is the voting scale, which was used 
for the test. It can be seen that the video sequence, which has higher bitrate, had 
got better quality scores, but there are discrepancies in the test results. It is 
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important to mention that this result is not representative, because the number of 
assessors, who have already taken part in our assessment, is less than 10.  

To give a significant result we need to repeat this measurement with a large 
number of observers. According to our assumption, the lowest bitrate, which 
has still acceptable quality, is about 1500 Kbit/s. However, it will be our future 
work to verify it. 

4. Conclusion 

In this paper we have dealt with subjective quality assessments. We have 
introduced different assessment methods that we would like to apply for future 
measurements. Then, we have described our previous subjective quality 
assessment tests and listed some points in which we could improve. Finally, we 
have presented a new subjective video quality measurement of digital television 
streams in order to specify the minimum bitrate with an adequate quality. We 
have had only assumptions for the exact value of this bitrate; however we 
collected some useful experiences. We will have to solve some problems in the 
future, e.g. to create test materials in an appropriate way, to develop a well-
applicable teaching method, etc. 
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Abstract: Internet protocol television (IPTV), one of the most emerging services, offers 

multimedia streaming services with security, reliability, and relevant quality of service (QoS) / 
quality of experience (QoE). It provides added values to all the involved players including 
customers and also brings technical and business challenges to those players. For IPTV services, 
we expect to adopt the managed network environment for high quality and the Web technologies 
for personalization to meet the customer's necessity. Web can provide an open, flexible, and agile 
platform. Therefore, in this paper, we propose personalized IPTV services based on Web-
enhanced open platform and present the functional architecture. Technical issues for deploying 
the proposed services using Web are also provided. The objective of this paper is to analyze the 
critical architectural and design issues for developing an attractive, high-quality, viable and 
feasible model for personalised service. 
 

Keywords: internet protocol television (IPTV), web-based television (WebTV), Electronic 
Programming Guide (EPG), metadata functionality, recommendation engine (RE) 

1. Introduction 

Currently, digital television is gradually replacing analogue TV. Although 
these digital TV services can be delivered via various broadcast networks (e.g., 
terrestrial, cable, satellite), Internet Protocol TV (IPTV) over broadband 
telecommunication networks offers much more than traditional broadcast TV. It 
can improve the quality that users experience with this linear programming TV 
service, but it also paves the way for new TV services, such as video-on-
demand, time-shifted TV, and network personal video recorder services, 
because of its integral return channel and the ability to address individual users 
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[1]. IPTV service is considered as the emerging application that has a great 
potential to generate new revenues for contents and service providers. 

In the last few years, we have witnessed a rapid growth of multimedia 
content delivery across the networks. Peer-to-Peer (P2P) networks and user 
generated content (UGC) are considered as one of the most suitable targeted 
infrastructure for supporting real time streaming and has played vital role in this 
growth. One of the major challenges of this approach is to reach the same 
quality of service of traditional television and commercial IPTV by employing 
only best effort network layer services. This service gives more choice to the 
end users to consume TV programs, on-demand content and UGC in a 
personalized way and beyond any geographical constraints [2], [3]. 

IPTV represents a solution for interactive television-like services. It 
combines streamed video, Web services, and eventually voice services. 
Personalized IPTV will be a key solution for value added services over the 
internet and the emergence of Web and next-generation networks (NGN) will 
provide open platforms and new business models for IPTV services in the 
future [4], [5]. 

The IPTV service stays in the centre of interest and is globally deployed. 
Web-based IPTV service is one scenario for efficient delivery of service. One 
can serve IPTV service through the internet, and IPTV subscribers can connect 
the service using the Web browser. Here, one can see that the existing 
Terrestrial / Cable / Satellite TV contents can easily deliver through the internet 
by integration of Web and IP data services (e.g. Joost, Zattoo). But the number 
of output channels to the subscribers is less than the number of input channels 
from existing broadcaster when existing broadcasting services are transmitted 
through the internet. In general, the output channel is allocated in the sequence 
required by the subscriber [6]. 

Current standardisation activities are presented in [7] for Web-based 
metadata applications, especially those of the ITU-T IPTV Focus Group, which 
is interested in service requirements, architecture and functionality to provide 
IPTV service. Among others, metadata functionality and Web technology are 
necessary to support interactive data service. Web technology is moving 
towards a so called Web 2.0, where one of the major features is to support more 
interactive capability.  

The objective of this article is to present the design of a web-enhancement of 
an IPTV model, establish the associated framework for such IPTV services 
delivery, and contribute to discussions and research activities. At the same time, 
the conclusions and the proposed model will serve as a framework for future 
efforts in our laboratory test environment. Chapter 2 presents our modelling 
approach, explains the selected architecture, gives implementation details and 
describes the reasoning behind the selected programming techniques. Chapter 3 
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gives further details on the methodology of the implemented recommendation 
engine. In Chapter 4 we discuss the challenges during design and 
implementation phase. Our future plans are revealed in Chapter 5. Finally we 
draw our conclusions and provide a list of recent reference works. 

 
2. Architecture of the web-enhancement of an IPTV service 

 
At the beginning of our investigations we have analyzed tens of web-based 

applications, like youTube, joost, Zattoo, audiTv, videa, mySpace, flickr, 
hirTV, mtv, DunaTV, etc. We have looked for fancy design ideas, creative 
features and intuitive navigation with a clear target to create something new. 
Beside this, we have run speed tests and taken into account the usability, 
simplicity, platform independency, multiple tools and many features that web-
based systems provided. Based on this learning, we started to design our own 
model. For example, we decided that the clients do not need to download any 
additional software when they open our web-based application, and there should 
not be any need for additional installation and configuration. A well-known 
WebTV application that started with downloadable client software is Joost. 
After a while they had to abandon the idea of using downloadable player and 
switched to an all web-based solution. But Joost is not the only one who 
realised that the future is a web-based solution. Others who had not switch to 
web-based applications failed or they are about to fail or simply they are not 
enjoying popularity. 

For the design of our application, the main goal was to structure it in 
modules which can be easily maintained and extended in the future (see Fig. 1). 
Besides that, the optimization process will be easier too, namely because a well 
structured and clean code is easier to be optimized.  

 

Figure 1: The basic modules of our implementation. 

Our system consists of three main modules which are to be integrated into an 
IPTV platform in the future. However, currently these modules work stand-
alone and co-exist without any background IPTV platform. The WebTV module 
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is responsible for displaying the aimed content on a PC or a TV set with 
integrated internet access. The consumer shall search for a specific video 
content or linear TV program. To ease the selection of a TV channel and that of 
a dedicated program within the channel, the EPG module was created. We have 
analysed the available EPG sites on the web, like tvtv.de, zingzing.co.uk, 
programy-tv.cz, port.ro, dunatv.hu, neuf.fr, then we have tried to take the best 
ideas out of them and implemented it in our own way. The third module is a so 
called recommendation engine (RE). Our aim is that the consumer after 
watching a movie or a TV program will be provided with a recommendation to 
watch another movie or program of the same category or with the same actor, or 
from the same author, etc. Our output is based on the personal profile of 
consuming movies and TV programs, while this profile will be updated 
continuously. Our recommendation engine is presented in more details in 
Chapter 3. Fig. 2 presents more details on the modularity of our solution. The 
most important sub-modules, programming languages and interfaces are also 
depicted.  

Without being subjective, we realized that one of the best web-based video-
players is that of Adobe Flash, which is also easy to embed into our application. 
However, it is not optimal to implement the whole application in Flash 
technology. The main reasons are: long loading-time of the whole site, 
relatively big amount of data required, lack of modularity of the site, more time 
needed for development and difficulties in the personalization of the URL site. 
Presentation of text-based frames in Flash is difficult; copying text is simply not 
possible. In contrary, an html-based site performs better in all above examples. 
Therefore, it is straight-forward to decide for a flash player embedded into an 
html-based presentation layer. 

Adobe Flash is a multimedia platform, Flash is commonly used to create 
animation, advertisements, and various web page components, to integrate 
video into web pages, and more recently, to develop rich Internet applications. 
Several software products, systems, and devices are able to create or display 
Flash content, including Adobe Flash Player, which is available for most 
common web browsers. 

Ajax (Asynchronous JavaScript and XML), is a group of interrelated web 
development techniques used to create interactive web applications or rich 
Internet applications. With Ajax, web applications can retrieve data from the 
server asynchronously in the background without interfering with the display 
and behaviour of the existing page. The use of Ajax has led to an increase in 
interactive animation on web pages. Data is retrieved using the 
XMLHttpRequest object or through the use of Remote Scripting in browsers 
that do not support it. Despite the name, the use of JavaScript and XML is not 
actually required, nor do the requests need to be asynchronous.  
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Figure 2: Sub-modules and interfaces of our WebTV and EPG modules. 

 
XML (Extensible Mark-up Language) is a general-purpose specification for 

creating custom mark-up languages. It is classified as an extensible language, 
because it allows the user to define the mark-up elements. XML's purpose is to 
aid information systems in sharing structured data, especially via the Internet, to 
encode documents, and to serialize data; in the last context, it compares with 
text-based serialization languages such as JSON.  

JSON (JavaScript Object Notation) is a lightweight computer data 
interchange format. It is a text-based, human-readable format for representing 
simple data structures and associative arrays (called objects). 

PHP is a widely-used general-purpose scripting language that is especially 
suited for web development and can be embedded into HTML. It generally runs 
on a web server, taking PHP code as its input and creating web pages as output. 
It can be deployed on most web servers and on almost every operating system 
and platform free of charge.  

Zend Framework (ZF) is an open source, object-oriented web application 
framework implemented in PHP 5. ZF is a use-at-will framework. There is no 
single development paradigm or pattern that all Zend Framework users must 
follow, although ZF does provide components for the Table Data Gateway, and 
Row Data Gateway design patterns. Zend Framework provides individual 
components for many other common requirements in web application 
development. Zend Framework also seeks to promote web development best 
practices in the PHP community; conventions are not as commonly used in ZF 
as in many other frameworks [8]. 
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JavaScript is a scripting language used to enable programmatic access to 
objects within other applications. It is primarily used in the form of client-side 
JavaScript for the development of dynamic websites. JavaScript, despite the 
name, is essentially unrelated to the Java programming language even though 
the two do have superficial similarities. Both languages use syntaxes influenced 
by that of C syntax, and JavaScript copies many Java names and naming 
conventions. jQuery is a lightweight JavaScript library that emphasizes 
interaction between JavaScript and HTML [9]. 

Action Message Format or AMF is a binary format based loosely on the 
Simple Object Access Protocol (SOAP). It is used primarily to exchange data 
between an Adobe Flash application and a database, using a Remote Procedure 
Call. Each AMF message contains a body which holds the error or response, 
which will be expressed as an ActionScript Object. 

SOAP, originally defined as Simple Object Access Protocol, is a protocol 
specification for exchanging structured information in the implementation of 
Web Services in computer networks. It relies on Extensible Mark-up Language 
(XML) as its message format, and usually relies on other Application Layer 
protocols (most notably Remote Procedure Call (RPC) and HTTP) for message 
negotiation and transmission. SOAP can form the foundation layer of a web 
services protocol stack, providing a basic messaging framework upon which 
web services can be built. 

 
An electronic program guide (EPG) is a digital guide to scheduled broadcast 

television or radio programs, typically displayed on-screen with functions 
allowing a viewer to navigate, select, and discover content by time, title, 
channel, genre, etc. by use of their remote control, mouse or a keyboard. 

We have used PHP script language to generate dynamic html pages, as PHP 
is easy to connect with html presentation. Thus we can refresh in background 
parts of mixed web pages using Ajax technology. The communication takes 
place in the background and remains invisible for the consumer. The above 
technologies are all open, so we had the possibility to embed these frameworks 
in order to support our work. We have selected the Zend Framework on the 
server-side and the jQuery Framework on the client-side, as being the fastest, 
most robust and extendable among many frameworks. Usually there is a non-
trivial problem to communicate between PHP and Flash, but the selected Zend 
Framework provides an elegant solution to this using AMF format.  

Our implemented EPG allows a very easy navigation and selection of 100+ 
broadcast TV programs. Radio programs are currently not included. A sample 
implementation can be found in Fig. 3. 
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 Figure 3: The EPG presentation allows easy navigation and selection (simplified). 

All information about TV channels are stored in an XML file. This file is a 
Linux shell script, which is periodically updated with help of an external 
program. Data extraction from this XML file is processed in the server-side 
with help of the XPath expression that provides input to the PHP_simpleXML 
function. The server-side inserts the provided TV channels into the browser and 
generates a table that holds the daily channel information. The requested data 
arrives asynchronously to the client-side in JSON format, as reply to an XHTTP 
request generated by the client. The received data is processed by a JavaScript, 
and then displayed on the screen. The interaction with the browser is done by 
the same function. When the end-user navigates on the screen and moves the 
cursor, new data might be needed to replace old data. A JavaScript logic decides 
which data is necessary and if so, then generates new XHTTP requests to the 
server. 

 
3. Recommendation Engine 

 
The personalization and recommendation has more and more importance in 

today’s TV consumption and web behaviour. More than 100 TV channels are a 
lot more than the consumer can easily manage; furthermore the internet is a 
huge information labyrinth, so our clear purpose is to make users’ navigation 
and decision easier. 
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The manually filled profiles have risen seriously, but this is subjective and 
does not adapt to changing interests of users. There are two frequently used 
algorithms in today’s recommendation systems: Slope one and Pearson 
Correlation [10]. These algorithms do not take into consideration the different 
kind of users and the human nature. A complete intelligent Web personalization 
system is generally based on Web usage data mining to discover useful 
knowledge about user access patterns, followed by a recommendation system to 
act on this knowledge in order to respond to the users’ individual interest. The 
knowledge discovery component must discover distinct user profiles from Web 
usage data. Their unsupervised nature also avoids reliance on input parameters 
or prior knowledge about the number of profiles to be sought. A recent work 
[11], used item-to-item collaborative filtering as a recommendation strategy in 
Amazon.com. This approach matches each of the user’s purchased and rated 
items to similar items then combines those similar items into a recommendation 
list. A similar-item table is built by finding items which customers trend to 
purchase together. Unfortunately, they do not present any empirical results, or 
sufficient details about the proposed technique. Moreover, it is not clear how 
this approach differs from standard frequent item-set based techniques. 

There are three steps in the recommendation process: personalization, 
making clusters and decision-making with Fuzzy logic.  

A. Personalization 

This step is the automatic identification of the user profiles and updating 
these profiles via training with the newly mined information. At a first step it is 
better to use predefined user profiles. After the system collects enough 
information (e.g., about user’s navigation activities and viewed content), we use 
clustering to give an updated description of the user’s interest (e.g. in Fig. 4).  

We implemented a hierarchical version of a robust genetic clustering 
approach. This process can be executed offline and periodically. 

 

 
Figure 4: A sample viewing profile of a family member. 
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B. Making clusters 

Our selected clustering algorithm is a so called Hierarchical Unsupervised 
Niche Clustering Algorithm (H-UNC). The basic steps of the algorithm are as 
follows: 

- Encode binary session vectors; 
- Set current resolution Level L = 1; 
- Start by applying UNC to entire data set w/ small population size; 
- Repeat recursively until cluster cardinality or scale become too small  
    {  
  - Increment resolution level: L = L + 1; 
  - For each parent cluster found at Level (L-1)  
    Reapply UNC only on data subset assigned to this parent cluster to  
  - Extract more child clusters at higher resolution (L > 1)  
 } 
This clustering algorithm needs to execute in long periods (monthly or 3 

monthly). 

C. Decision making 

Fuzzy approximate reasoning is an inference procedure that derives its 
conclusions from fuzzy rules and known facts. Generalized Modus Ponens is a 
generalization of modus-ponens which is the basic rule of inference in 
traditional two-valued logic. In two valued logic an implication (A _B) is used 
to infer the truth of proposition B from the truth of proposition A, and these 
truths can only be absolute (i.e., true or false). Generalized Modus Ponens 
performs logical implication in an approximate manner to deal with 
uncertainties in the facts (input) and in the implication itself. It is formalized as 
follows: 

 
Fuzzy Rule: If x is A then y is B. Fact: x is A’  Conclusion: y is B’ (1) 
 
Where A and B are linguistic variables defined by fuzzy sets on the 

universes of discourse X and Y, respectively. A fuzzy If-then rule can be 
defined as a binary fuzzy relation R on the product space X × Y. The relation 
matrix R, which encodes the fuzzy implication, can be considered as a fuzzy set 
with a two-dimensional membership function: μR(x,y) = f(μA(x), μB(y)) that 
maps each element in X × Y to a membership grade in [0,1]. Using the 
compositional rule of inference, we can formulate the inference procedure in 
fuzzy reasoning as follows: 

  
B’ = A’ ~ R (2)  (2) 
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where ~ denotes a fuzzy composition operator, consisting of a conjunction, 

followed by a disjunction. 
In the context of personalization, X denotes the space of profiles, Y denotes 

the space of visited contents, R is a relation that maps profiles in X to contents 
in Y with varying degrees of relevance. The rows of R can be defined by the 
relevance weights/components of the profile vectors. Input fact A’ is a fuzzy set 
defined on X, thus naturally consisting of the memberships of a given session in 
each one of the profiles in X. Output B’, the composition of A’ and R is a fuzzy 
set defined on the set of contents, Y. This is the conclusion of the inference 
procedure, and compared to the original user session that was limited to a crisp 
set of contents, B’ represents the possibility that each content on our website (or 
later on the TV screen) is of relevance to the current user as inferred via relation 
matrix R. 

For better results we should train the membership-functions with a 
multilevel neural network. The “learning” data is the currently mined content 
information about the user, in this case the profile information we are storing in 
the weights of input membership-functions. 

 
4. Challenges during design and implementation 
 

Browser compatibility: Today we are over-flooded with a lot of different 
browsers on the market. Competition is good, but the disadvantage is that not all 
browsers support all the frameworks we are using, thus we have the challenge to 
test our solution with as many browsers as possible and provide compatibility. 
The jQuery framework helps a lot, but is still not so straight forward.  

Common database: We faced some problems by database access from 
different modules. A common database offers advantages in many senses, but 
brings also a lot of disadvantages into the system, e.g., the concurrent access.    

Modularity: We have decomposed our system into modules, aiming to 
define independent entities as much as possible. This is not so trivial. Due to 
security reasons the different modules cannot access the code of the other ones, 
thus we introduced the SOAP interface to realize the communication between 
modules.  

Security issues: Due to the fact that parts of our source code are visible for 
smart users, it is extremely important to isolate the JavaScript on the client side 
from the rest of the modules. Another security threat could be any unverified 
input data from end users, therefore we strictly verify every input data before 
running, and this control is well supported by the Zeng Framework.  

Concurrent usage: In case that our system is used by many users at the 
same time, we are challenged to run through an optimization process in the 
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current configuration. The availability of necessary external bandwidth is the 
problem no.1. As we already use the most modern and efficient encoding 
technology (H.264), it only remains to ensure more capacity. Suppose that we 
do not have a bandwidth problem, then our architecture could serve thousands 
concurrent users. This limits of course the usage of our solution in commercial 
systems, which can be easily solved by proper engineering (e.g. more HW).   

Storage:  Last but not least the storage space and its read/write speed is also 
a challenging problem in our solution. We did not go for expensive commercial 
solution, but selected a scalable file-server. 

 
5. Next steps 
 

At the moment we are still in the implementation phase, but our roadmap 
contains a couple of new elements. We aim to extend our PC-client based 
solution towards set-top-box based TV consumption and mobile handset. An 
important aspect will be adapting the display resolution to TV screen and 
mobile screen. Another aspect is derived from the consumer behaviour of 
leaning backward when watching TV, thus we need to adapt the size of the text 
which appears on the screen.  

A third challenge is the integration of the remote controller into our 
application. We have started to create a new module which processes the 
necessary programs to interface with the remote controller. Basic functions are 
already available (like volume control). Exporting our application to mobile 
screens basically introduces similar problems as with the TV set, except the 
video resolution has to be reduced. The biggest challenge however is the 
unavailability of the right software for mobile handsets or the integration of our 
application into a handset, which does not necessarily provide or support open 
interfaces. A first approach is the use of Adobe flash lite, which is already 
implemented in a reduced number of mobile terminals.  

Currently our web architecture supports only a video-on-demand solution, 
but we plan to integrate live TV sessions and IP cameras as well. Last but not 
least we also plan to introduce further features to support instinct navigation on 
the screen. 

 
6. Conclusions 
 

The IPTV service can deliver TV programs anytime anywhere. IPTV 
supports both broadcast and unicast services like Live-TV and Video-on-
Demand. This paper identified the challenges in delivering web-enhanced IPTV 
and proposed a framework to provide solutions to those challenges. We have 
built a prototype of the system and demonstrated its flexible features, integrated 



154 S. Székely, T. Szász, Z. Szappanyos, Zs. Tófalvy 

 

  

EPG, remote controller and recommendation engine. We are firmly convinced 
that our new EPG design is one of the most competitive designs on the market. 

We are living in the content-centric world. The user experience of this new 
media is thought as a key factor for the success of an IPTV service. We are 
aware that still a lot of innovation is necessary in order to win the battle on “the 
last millimetres”, namely between the consumer eyes and his brain. 
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Abstract: The main task in wavelet analysis (decomposition and reconstruction) is 
to find a good wavelet function (mother wavelet) to perform an optimal decomposition. 
The goal of most wavelet researches is to create a set of basis functions and transforms 
that will give an informative, efficient and useful description of a signal. It is better if 
the wavelet function is adapted to the signal, because the computational costs can be 
reduced and more accurate analysis can be obtained. This paper presents a discrete 
wavelet function synthesizer, which starts from an arbitrary, discretized sequence, to 
obtain the reconstruction and decomposition filters. The pursued criterion (expected 
result) is to minimize the reconstruction error between a first or second order 
approximation and the original signal. 
 

Keywords: wavelet analysis, decomposition and reconstruction filter banks, 
multiresolution analysis, discrete wavelet transform 

1. Introduction 

The analysis of an ECG signal has been used as a diagnostic tool to provide 
information on the  functions of the heart. The ECG is the graphical 
representation of variation in time of a potential difference between two points 
on a human body surface as a result of the activity of the heart. The wavelet 
transform is a recently developed signal processing technique, created to 
overcome the limits of the classical Fourier analysis, to deal with non-stationary 
signals like biomedical signals. The wavelet transform of a signal is calculated 
by taking the convolutive product between the biological signal and basis 
functions, measuring the similarity between them. The result of this product is a 
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set of coefficients. This set of coefficients indicates how similar is the signal 
relative to the basis functions. In the case of wavelet analysis, the basis 
functions are scaled (stretched or compressed) and translated versions of the 
same prototype function, called the mother wavelet  t . Theoretical 
knowledge about mathematical backgrounds of wavelet transform can be found 
in [1], [2], [3]. This paper briefly introduces a new method, using softcomputing 
elements to synthesize new wavelet functions in order to have with them an 
optimal decomposition structure. The expected result is to minimize the 
reconstruction error between a first order approximation and the original signal.  

2. Wavelet Decomposition and Reconstruction 

The wavelet transform is a decomposition of the signal as a combination of a set 
of basis functions, obtained by means of scaling  and translation b of a 
mother wavelet 

a
 t . The continuous wavelet transform (CWT) uses the 

dilation and translation of the mother wavelet function  . The CWT of signal 

 is defined as [1]:  tx

     dt
a

bt
tx

a
bxWa 






 

 




1
. (1) 

where  is a scale factor which is proportional to the inverse of frequency and 
is the translation parameter. The scale factor and the translation parameter can 

be discretized, the usual choice is to follow a dyadic grid for them. The 
transform is then called the (dyadic) discrete wavelet transform (DWT).  

a
b

 

      nnxkjC
Zn

kj


 ,,  ,    knn j
j

kj  
22 2

,   (2) 

 
For discrete time-signals, the dyadic discrete wavelet transform (DWT) is 
equivalent according to Mallat’s algorithm [1] to an octave filter bank, and can 
be implemented as a cascade of identical filter cells (low-pass and high-pass 
finite impulse response(FIR) filters) as shown in Fig. 1. 
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Figure1: FIR filter structure for dyadic scale decomposition. 
 
The decomposition procedure starts with passing signal (discrete sequence) 
through a half band digital low-pass filter HD with impulse response h(n). 
Filtering corresponds to the convolution of signal with the impulse response of 
the filter. A half band low-pass filter removes all frequencies that are above half 
of the highest frequency in the signal, but leaves the scale unchanged. Only the 
subsampling process changes the scale. In summary the low-pass filtering 
halves the resolution but leaves the scale unchanged. The signal is then 
subsampled by 2 since half of the number of samples is redundant. This 
operation doubles the scale (Fig.1). The operators HD and GD correspond to one 
stage in the wavelet decomposition, the spectrum of the signal is split in two 
equal parts, a low-pass (smoothed) and the high-pass part. The low-pass part 
can be split again and again until the number of bands created satisfies the 
computational demands. Thus, the discrete wavelet transformation can be 
summarized (after j stages) as 
 

   1121
12 ,,...,,,...,, adddxHxGHxGHGHxGxx jj

jj


           (3) 

 
The output of the DWT consists of the remaining several times smoothed 
components, and all of the accumulated "detail" components [5].  
The reconstruction procedure is similar to decomposition. The signal at every 
level is upsampled by two, passed through the synthesis (low-pass and high-
pass) filters and then the filtered components are summed [4]. 
 

 
 

Figure 2: FIR filter structure for dyadic scale reconstruction. 
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The filters must satisfy certain requirements to enable perfect reconstruction 
from the two output signals after downsampling, and to yield an orthogonal 
underlying wavelet basis. To end up with a corresponding mother wavelet  t  
having compact support, the filters (HD,GD,HR,GR) must be finite impulse 
response (FIR) filters [5]. All the filters are intimately related to the sequence 

which defines the dilation (or refinement) relation   ZnwW n  ,
 

 










Zn
n nxw

x 
22

1  . (4) 

 
If  is compactly supported, the sequence   ZnwW n  ,  can be viewed as a 

filter, and from this we can define four FIR filters of length 2N organized as in 
Fig. 3. GR and HR are quadrature mirror filters (qmf) [3], HD is obtained from 
HR by flipping its coefficients. HD and GD are also quadrature mirror filters [3]. 
 

 
 

Figure 3: FIR filter synthesis according to the perfect reconstruction conditions. 
 
 

3. Method and materials 

The wavelet functions are obtained using an artificial neural network based 
function synthesizer. The basis function (wavelet) sequence is synthesized 
following the algorithm presented in Fig. 4. The main criteria for these filters 

are: low-pass FIR filter of 2N length, with norm 2 ; the low-pass and high-
pass structures are obtained from this arbitrary sequence. 
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Figure 4: Function synthesizer. 

 
The calculation of the error   is performed comparing the reconstructed 

function (from first average components) with the signal. The approximation 
error is defined as a difference between the signal x  and the function 
reconstructed from  average components only. Anx

 normwavelet    (6) 

    2XDWTIDWTXwavelet    (7) 

  22)(  Wnormnorm  (8) 

The criterion-function was defined as: 

 
i

ii w
ww


 , (9) 

where μ is the learning rate and 
iw


 is the variation of error. The used test 

signal is from MIT-BIH Arrhythmia Database. 

4. Results 

The test signal is from MIT-BIH database; we used only a short sequence and 
several existing wavelet functions. The resulted wavelet sequence is presented 
in Fig. 4, the analyzed signal and its average and detail components are 
presented in Fig. 5. 
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Figure 4: The resulted wavelet function. 
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Figure 5: The analyzed signal sequence and its first average and detail components. 
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Figure 6: The obtained wavelet sequence compared to other similar functions 
 

5. Conclusions 
 
The main advantage of the presented method is that the analyzing discrete 
wavelet can be adapted to the signal. Using filter banks it’s possible to obtain a 
discrete wavelet transform of a sequence without specifying any function. The 
obtained functions gave better or almost the same results in decomposition, 
reconstruction as the existing functions. Using adapted wavelet functions 
reduces the computational costs and gives a more accurate multiresolution 
analysis. 
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Abstract: The Mojette Transformation Tool (MTTool) is an implementation of the 
Direct Mojette transform and its inverse in Net environment. In contrast with the 
hardware development (MoTIMoT) [1], the software development provides us both an 
endless possibility of different variations of the Mojette Transform in a shorter time 
frame and lower costs. Tests with such a tool are much easier and it is also better for 
demonstration and training purposes. This paper tries to outline how the MTTool could 
be helpful for further developments both in software and hardware development. 
 

Keywords: Mojette Transform, MoTIMoT, MTTool, performance test, image 
processing, software development. 

1. Introduction 

The Mojette Transform (MT) originates from France where J-P. Guédon 
referred to an old French class of white beans, which were used to teach 
children computing basics of arithmetic with simple addition and subtraction. 
He named it after the analogy of beans and bins. Bins contain the sum of pixel 
values of the respective projection line [2]. There are several different variations 
of MT applications nowadays which are used in different areas, such as 
tomography [3], internet distributed data bases [4], encoding, multimedia error 
correction [5], or The Mojette Transform Tool (MTTool), which was created for 
testing purposes. Moreover, it can be used for demonstrations and training 
purposes as well. 
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Although the MTTool development has not been finished yet, we have 
already gained much experience with it, and we can see how it may become 
more helpful for further projects both in software and hardware development. 
So the main purpose to build such an environment is that with its help we could 
try to compare MT software version with the hardware one. Possible application 
of the SW and the HW can be a surveillance system, where the captured and 
transformed data is stored on different servers for security reasons. From one 
transformed data the recorded data cannot be restored and loosing connection to 
one storage server is not affecting the restoration of the requested data. 

2. Mojette and Inverse Mojette Transform 

Mojette Transform: The main idea behind the Mojette transformation 
(similarly to the Radon transformation) is to calculate a group of projections on 
an image block [6]. The Mojette transform (MOT) (see [7], [8] and [9]) projects 
the original digital 2D image: 

   , ; 1,..., ; 1,...,F F i j i N j M    (1) 

onto a set of K discrete 1D projections with: 

   1 ; 1,..., ;1 1,...,1k KM M k K   . (2) 

MOT is an exact discrete Radon transform defined for a set S = {(pk, qk), k 
= 1,…, K} specific projections angles: 

        
 ,

, , ,K k k l l k k
i j L

M l proj p q b F i j b iq jp


    , (3) 

where proj (pk, qk, bl) defines the projection lines pk, qk, δ(x) is the Dirac delta 
with the form: 

  
1, _ 0

0, _ 1

if x
x

if x



  

 (4) 

and 

  ( , ); 0l k kL i j b iq jp     (5) 

is a digital bin in the direction θk and on set bl. 
 

So the projection operator sums up all pixels values whose centers are 
intersected by the discrete projection line l. The restriction of angle θk leads both 
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to a different sampling and a different number of bins in each projection (pk, qk). 
For a projection defined by θi, the number of bins ni can be calculated by: 

    1 1i in N p M q    1i  (6) 

The direct MOT is depicted in Figure 1 for a 4x4 pixel image. The set of 
three directions S={(-1,2),(1,1),(0,-1)} results in 20 bins. 

 

Figure 1: The set of three projections computed from a 4x4 image. 

The MT can be performed by direct addition of the image pixel values in 
grey scale images, and for bitmaps we can add the different bitmap color table 
values. 
 

Inverse Mojette Transform: The basic principle of the inverse Mojette 
transform is the following. We start the image reconstruction with bins 
corresponding to a single pixel summation. This reconstructed pixel value is 
then subtracted from the other projections and the process is iterated for the N2-
1 pixels: the image is then completely decoded. In the case of a 4x4 pixel image 
reconstruction, if the directions of the MT sets are S={(-1,2),(1,1),(0,-1)}, then 
the minimum number of subtractions needed is 10, from the 20 bins. So should 
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it happen to lose some of the bins we could still reconstruct the image due to the 
redundancy of the MT. 

3. Mojette Transform in MTTool 

In MTTool the implementation of the MT was applied in three different 
ways. This is due to the fact that this application is still under development and 
the three different ways were constructed not at the same time, but in the 
previous years.  

 Table 1: MT implementation and its main differences 

Nr. 
Image 
Format 

Projections  MT and Inverse MT 

1 PGM 
p={1,-1,3,-3}; 

q={quarter of the image size} 

addition and 
subtraction 

2 BMP 
p={2,-2}; q={1} and 
p={3,-3,2}; q={1} 

addition and 
subtraction 

3 BMP 
p={2,-2}; q={1} 

and p={3,-3,2}; q={1} 
Matrix 

 
The First Version: In the initial release one of the hardest decisions was to 

declare some rules, which had to be both flexible and at the same time not very 
complex. We had to declare the image sizes we had to work later with, and to 
look for a useful relationship between the picture size and the vectors we use in 
the MT, Inverse Mojette Transform (IMT). Considering several different file 
sizes, it was clear the smallest image size which can be used in real system is 
the 256 x 256 so, we decided to take the picture size 2nx2n, where n is equal to 8 
and 9, but can be changed easily later on. So the transformable picture size are 
256 x 256 and 512 x 512. In the Picture Preview we can open and display any 
kind of PGM or BMP file irrespective of the picture size, but some of the 
images are increased or decreased to fit on the screen. 

 Table 2: Image display in Picture Preview 

Original size Displayed size Ratio 

1600 x 1200 400 x 300 0,25 

1599 x 1199 799 x 599 0,5 

1024 x 768 512 x 384 0,5 

Height < 1024 Height +180 Other 
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After checking the restrictions, the first step in the MT is to make a vector 
from the pixels of the image. When following a simple rule (1, 2n x 2n), it is 
easy to define the size of this vector. If n=8, this result in the vector (1, 65536), 
in which every line contains a pixel value from the picture. Because the PGM 
picture is a 256 greyscale image, a PGM file contains pixel values only from 0 
to 255. In case of a BMP image, we could make it three times because of the 
different bitmap color table values.  

In the second step we make the Mojette Transformation. The vector p is 
predefined for the four projection directions and the q vector has the same value 
in each case (quarter size of the 2n x 2n image). We generate four files for the 
four different projections, which are the following: 
• originalfilename.pgm.moj1 (1, q) 
• originalfilename.pgm.moj2 (-1, q) 
• originalfilename.pgm.moj3 (3, q) 
• originalfilename.pgm.moj4 (-3, q). 

From the existing MT files (moj1, … moj4), we get the original PGM 
picture with the IMT. In this case all of the four Mojette Transformed files are 
needed to rebuild the original image without any errors at all. If any of the 
Mojette Transform files is defect or incomplete, the Inverse Mojette Transform 
will not give back the original image. Each of the four files contains a vector 
described above. The next step of the IMT is to read the first and last vectors of 
the third and fourth MT files and put them in their place. So we have in all four 
corners of the picture the valid pixel values filled up. See step 1, 2, 3 and 4 on 
the following figure: 
 

 

Figure 2: First 30 steps of the IMT. 

After recreating the pixel values, we only need to add the new header for 
the file and the restoration of the original image is already performed. 
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The Second and Third Version: These solutions differ from the previous 
one in such a way that these are applied on BMP images and in these cases we 
perform the MT and IMT on the three different bitmap color tables. We use the 
same algorithm for the three different color maps and collecting the bins into 3 
separate files which differ in their extensions and of course in their content. On 
the bitmap images we use the directions S1={(2,1),(-2,1)} and S2={(3,1),(-
3,1),(2,1)}  for the block sizes 4 and 8. Although the MT is also prepared for the 
block size 16 and 32, the implementation of the IMT isn’t done yet. In the 
second version, we use simple addition and subtraction – different from the one 
mentioned in the first version –, since here we have block sizes 4 and 8 and 
there we perform the MT and IMT on the whole image at once and not step by 
step. In the third version, instead of addition and subtraction, we use matrices 
for the MT and IMT on the above mentioned block sizes. The MT with matrices 
is implemented in the following way, where bi is the bin resulted from the 
following equation: 
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The inverse matrix for the previous example (for the 4x4 matrix size) is 
implemented as it is shown in the next equation, where ai stands for the original 
values of the matrix: 
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4. MoTIMoT implementation 

The ‘MoTIMoT’ co-processor denotes the hardware implementation of the 
direct MT and IMT as co-processing elements of an embedded processor. The 
advantage in using FPGAs for this is the flexibility of the development tools, 
the hardware-software co-design solutions, and the compact hardware in the 
loop simulation. The embedded reconfigurable hardware is based on Xilinx 
ML310 board [10]. 

Starting from a 256x256 pixel size greyscale image, this requires 64KB 
memory. In order to process all the projection lines in parallel (in the case of the 
MT), one needs as many 64KB sized memory blocks (i.e. Block RAM) as many 
projection lines we have for this image size. The bin vectors are stored in the 
external memory in a so-called ‘MT memory file’. The division in slices of the 
original image is motivated by the fact that this can be corrupted during the 
transmission of the MT file. The image can not be reconstructed without the 
damaged area from the corrupted MT file. While applying the MT to slices, the 
effect of the MT corruption is diminished. Similarly, the memory necessary to 
calculate the MT and IMT is smaller in the case of slices. The whole image 
process would result in a need for reconfiguration in order to calculate all the 
projections, because 256KB are needed to load the 256x256 image in the 
embedded memory only for 4 projection lines (the XC2VP30 has 1.7Mb Block 
RAM ≈ 212KB). For this reason the 256x256 pixel image is divided in 4 slices 
(128x128). 
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Figure 3: MoTIMoT co-Processor Block Scheme [1]. 

The main parts of the image processing systems are: the PowerPC as the 
main processing unit, the MoT unit and the IMoT unit. Both MoT and IMoT 
processors are connected to the PowerPC via the internal PLB bus, because 
their work runs under the main processor control. 

While processing the IMT (for the same image size and projection lines) 
one needs to read the MT memory file from the external memory and to 
reconstruct the image. The bin size means the maximum pixel numbers 
contained by a bin and also defines the number of bits needed for the unary bins 
of the unary MT file. Bins containing only one pixel value are placed to their 
corresponding position during the back projection (IMT). These pixel values 
contained by other bins (in other projections) as well and which bin values have 
to be decreased with the current pixel value. To calculate the positions of the 
bins in the projections and to calculate the correspondence in the image of a 
single pixel bin we need the unary image. Thus when the value of a single pixel 
bin is substituted and the other bin values are decreased, the changes have to be 
validated as well in the unary MT file. The unary MT file contains unary bins. 
These bins contain not only the current pixel number included in the bin in the 
MT file, but the corresponding position in the image of these pixels too. 
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5. Experiments and results with MTTool and MoTIMoT 

MTTool: We can decrease the size of any vectors which are created from 
the projections of MT with the built in ZIP and Huffman coding opportunities. 
The Huffman lossless encoding and decoding algorithm was chosen due to its 
binary block encoding attribute and not because of its compression capability. 
Good data compression can be achieved with Zip and Unzip, which are also 
implemented. The possibility of time measuring with simple tools, such as 
labels or easily generated text files which include the test results, can give us a 
good insight into the MT and IMT. From these results we can estimate and 
predict the consumed time on hardware implementation and its cost as well. 
 

 

Figure 4: Logical system architecture of the MTTool. 

 
The time measurement was applied on three different images with three 

different image sizes and with three different periods. The images were black 
and white PGM files with pixel values of 0 and 255 and the LENA.PGM. The 
first test ran only once, after which the second test ran for 6 times in a row, and 
the last test ran 24 times. Each test was performed with sizes of 16x16, 32x32 
and 512x512. The results of the two smallest image sizes are nearly identical, 
and the results were nearly always under 20 milliseconds for MT and IMT, but 
we could see the following difference regarding the 512x512 image size: 
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Table 3: Test result of the MT and IMT with the first version 

IMAGE Black (512x512) White (512x512) Lena (512x512) 

 

 

 

Minute: 

Second: 

Millisecond 

MT and 

IMT in 

Millisecond 

Minute: 

Second: 

Millisecond 

MT and 

IMT in 

Millisecond 

Minute: 

Second: 

Millisecond 

MT and 

IMT in 

Millisecond 

MT start 57:14:277  3:45:510  21:36:79  

MT end 

IMT 
start 

57:15:439 1162 3:47:403 1893 21:37:762 1683 

IMT end 57:15:910 471 3:47:964 561 21:38:303 541 

MT start 57:22:259  4:0:822  21:49:749  

MT end 

IMT 
start 

57:23:411 1152 4:2:555 1733 21:51:391 1642 

IMT end 57:23:891 480 4:3:105 550 21:51:932 541 

 
From this table we can see that the difference between black and white 

images is more than 50 percent, when it comes to the MT, and only 20 percent 
when we apply the IMT on the Mojette files. For a real time video surveillance 
application which should capture at least 25 image per second (PAL) this result 
is not enough. 
 

MOTIMOT: The simulations were made on PC hardware environment using 
a portable greymap 256x256 image (Lena) without transmission and no bit-
corrupted errors, just as in the MTTool. The simulation proved the correctness 
of the implemented algorithms and the functionality of the proposed hardware. 
In both implementation of the MT and IMT the images were restored with only 
small differences. The original creation date of the image is replaced with the 
date when the IMT was performed. All the header information is cut and isn’t 
restored later on. Restoration of the image includes only the pixel values of the 
original image. We also attach a new automatically generated header to these 
pixels, so the restored image pixel values are exactly the same as the pixel 
values in the original image. Therefore any information included in the image 
itself such as watermark, time and date etc. can be restored later on easily. 
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6. Conclusion 

The paper outlines the different ways, how the Mojette Transform is 
currently implemented in the MTTool and also gives an insight how the 
hardware implementation of Mojette and inverse transformation in the 
embedded system using FPGA has been done. The original contribution is the 
calculation of the dimension of Mojette memory file, the definition and analysis 
of the hardware structure as a whole with the simulation results. Future work is 
needed both in the software and hardware versions. In the software version 
(MTTool) more tests should be performed to get more accurate results, and by 
comparing them to the results of the hardware, we should find an optimal way 
to perform the Mojette Transform. In the hardware version (MoTIMoT), 
finalizing the implementation of the co-processors as a whole with run-time 
reconfiguration is needed. 
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Abstract: Nowadays an increasing number of applications require fast and reliable object 

detection systems. The most efficient system presented in the publications of Viola-Jones object 
detection framework and the open source implementation of their ideas creates a solid baseline for 
future detectors. This approach has been extensively used in Computer Vision research, 
particularly for detecting faces and facial features. The OpenCV community shares a collection of 
such classifiers. The analyses of such public classifiers define the basis of future work in the 
object detection domain. In this paper the performance of cascade classifiers is analyzed. A series 
of ambiguities concerning the teaching process is also presented together with a few proposals 
how to solve them. It has been tried to discover and overtake the limitations of the OpenCV 
implementation and use it to create the author’s own classifier. Finally, an algorithm is proposed 
to get 10-5 false alarm rate. 

 
Keywords: face detection, AdaBoost, Haar features, training data set, supervised learning. 

1. Introduction 

Face detection and recognition has become an increasingly researched area. 
The Viola and Jones method for face detection [1], [2], [3], [4] is an especially 
successful method, as it has a very low false positive rate. It can detect faces in 
real time and yet is very flexible in the sense that it can be trained for different 
level of computational complexity, speed and detection rate suitable for specific 
applications. The implementation offered by Intel in the OpenCV application 
made this algorithm more attractive. It is highly desirable to use this versatile 
method for anyone who might want to make research in this area. The OpenCV 
application has a poor tutorial in reference to the creation of classifiers. To 
exceed this, a lot of authors published their own experience on the internet [5], 
[6]. One can find a lot of comments, experiences and useful functionalities in 
order to create the training data set. 
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2. The facial detection system 

The used detection system is a combination of geometrically-based and 
image-based methods. It is geometrical, because it uses general features of 
human faces: position of particular features among which the eyes, the nose and 
the mouth. These features are the selected Haar functions, but the selection is 
based on a statistical learning, which uses a training data set to build the face 
model. 

2.1. The AdaBoost Algorithm 

The AdaBoost algorithm is proposed by Freund and Shapire [7]. It 
constructs an ensemble of classifiers and uses a voting mechanism for the 
classification. In a wide variety of classification problems, their weighting 
scheme and final classifier merge have proven to be an efficient method for 
reducing bias and variance, and improving misclassification rates. 

The idea of boosting is to use the weak classifier to form a highly accurate 
prediction rule by calling the weak classifier repeatedly on different 
distributions over the training examples. Initially, all the weights are set equally, 
but each round the weights of incorrectly classified examples are increased so 
that the images, which were poorly predicted by the previous classifier, will 
receive greater weight on the next iteration. 

The most important theoretical propriety of AdaBoost concerns in its ability 
to reduce the training error. The AdaBoost converts a set of weak classifiers into 
a strong learning algorithm, which can generate an arbitrarily low error rate. 

2.2. Haar functions 

Many descriptive features could be used to train a classifier by boosting. In 
face detection, the feature based method seems to be quite efficient. The Haar 
wavelets are naturally set basis functions, which compute the difference of 
intensity in neighboring regions [3]. The value of the Haar function is the 
measure of likeliness between the specified region of an image and the 
definition of the Haar function. 

Significant is the very fast evaluation of this function by using a new image 
representation called Integral Image. Another important property is the fact that 
the value of a Haar function is the same if the picture is reduced by a factor, or 
the Haar function is increased by the same factor. This property decreases more 
the evaluation time. 

A corresponding weak classifier can be built from each Haar function. For 
this we need to determine the optimal threshold for each function. This 
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optimum is reached when the number of misclassified examples is the lowest 
weak classifier hj(x) consists of a feature fj(x), of a threshold value j and a 
parity pj to indicate the direction of inequality: 

    
 

,1
 
,0

j j j j
j

j j j

if p f x p x face image
h x

if p f x p x non face image




    
       

 (1) 

2.2. The monolithic classifier 

The monolithic classifier for face detection is built by using the AdaBoost 
algorithm and the weak classifier based on Haar functions [3]. We also need a 
set of training examples consisting of all significant human faces (5,000) and 
various non face images (10,000) for the learning process. The first step is to 
build the classifier-image table, which contains the value of each classifier for 
every image of the training set. The table is quite large, and we have to use each 
value of it to compute the weighted error for each round and for each weak 
classifier. The minimum error determines the weak classifier for one round and 
the weight for it in the final classifier. Thus, this error modifies the weight of 
each picture. While the weight of the misclassified pictures increases, the 
weight of the well-classified ones decreases. The algorithm cycle stops when 
one of the learning conditions is satisfied; these conditions can be:  

- the maximum number of T cycle. 
- the error condition for the weak classifier 
- the desired performances are reached. 

2.3. The cascade classifier 

The response time of a monolithic classifier is the same for every image. In 
order to reduce this time, it is necessary to evaluate one part of the images with 
few weak classifiers and evaluate only complex images with the whole 
classifier. The idea is to reject rapidly the most part of negative images. The 
cascade design process is driven by a set of detection performances [2]. If each 
stage classifier is taught for low performances (f<0.5, false detection rate/stage 
and d>0.999, hit rate/stage), then the whole cascade will have the same 
performances as a monolithic classifier, but 10 times faster.  

Each stage is taught with the remaining images from previous stage. The 
stop condition of the learning process is given by the reached performance. That 
is why it is necessary to measure this performance with a validation set of 
images.  
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If we build a classifier with 20 stages, each with the above performances, 
then we will obtain both the global false positive error rate 

, and the error detection rate 

 (Fig. 1). 

20 20 70.5 9.6 10F f    

   20 20
1 1 0.001D d    0.98

 

 
 

To obtain the given performances, the global threshold has to be modified 
until the current cascade has a detection rate of at least dk. This task is reachable 
by decreasing the threshold; then the detection rate increases, and the false 
detection rate increases, too. If this parameter is too big and does not fit the 
learning conditions, the algorithm takes one other weak classifier in the current 
stage.  

The overall training process involves two types of tradeoffs. In most cases, 
classifiers with more features will achieve higher detection rates and lower false 
positive rates. At the same time classifiers with more features require more time 
to compute. 

3. Building a classifier 

This section presents the different results obtained by the face detectors that 
have been developed. A few results of various authors will be discussed and 
interpreted and then the conclusions drawn regarding our experimental results. 

Only a few classifiers can be found which work with this principle [8] in the 
public domain. The OpenCV community shares their collection of classifiers 
(see Table. 1). Only a few authors, disclosed their classifiers, but none of them 
published their training sets and training methodology. In this domain there are 
several unsuccessful attempts to train classifiers with the presented algorithm. 

3.1 Building the training set 

We propose to create a classifier for face detection with the cvHaarTraining 
program. It seems to be easy enough to follow the procedures described in 

h

1-f

1 2 3 N
h

1-f

h

1-f

hitrate = hN

1-f

False alarm rate = fN Images classified as negative

stages 

Figure 1: Cascade classifier with N stages [3]. 
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OpenCV tutorial. In fact, there are a lot of problems to solve in order to obtain 
an efficient classifier. 

There are a lot of basic questions with the training set. 
1. What is the best input pattern size? 
2. How to crop the face images? 
3. What is the background image size? 
4. Which are the significant images? 
5. What is the necessary training set size? 
6. How to teach the classifier to obtain 510-6 false alarm rate? 

These questions are further debated. 
1. The input size of the image determines the number of used features in the 

learning process. For a pattern of 2424 pixels size, there are 84848 (BASE) 
features in the basic set and 111360 (CORE) in the extended set, and 
138694(ALL) the entire set features to evaluate.  

Larger images are more detailed and need more memory and more feature to 
evaluate. That means larger feature-image table. Experimental analysis can 
conclude the size of image pattern depending on each application. According to 
the experiments [3], the images’ pattern size 2424 is the best in face detection, 
because it has the lowest false alarm rate at the same hit rate. 

According to our experimental results, the optimal pattern size is 1824. We 
concluded that the optimal pattern size depends on the variety of the data base 
used for training. Other approaches of face detectors have obtained other 
optimal dimensions for the training image pattern.  

2. There are a lot of possibilities to crop face images.  
a. cropping only the significant part of the images  

We can define the lower and upper boundary of the face by adding the 
distance between the mouth and the nose to the height of the eye-line, and 
subtract from the height of mouth-line the same distance. We define the left-
right margins by adding the distance between the eyes to the right margin of the 
right eye and subtract it from the left margin of the left eye [5].  

b. cropping images that include extra visual information, such as 
contours of the chin and cheeks and the hair line. It seems that additional 
information in larger sub-windows can be used to reject non-faces earlier in the 
detection cascades [3]. The second case included additional information of the 
faces. The evaluable features are also more numerous, which make the detection 
process more accurate.  

3. The size of the background image does not seem to be so important, it is 
never explicitly specified. It can be taken to be the same size as the positive 
pattern size, namely 2424 pixels. 

The OpenCV HaarTraining program can read background images of any size 
and it crops from this various number of backgrounds by shifting the cropping 
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window through the whole image by a step of width/2 and height/2. It takes the 
specified number of backgrounds from the same given images each time. 
Smaller images with different characteristics are recommended to crop as 
backgrounds. There are two possibilities to create your own classifier with 
OpenCV. One way is to create the whole classifier containing more stages at 
once. Probably, in this case the background images are filtered in each step and 
only the false alarm images are used in the further stages. The other way is to 
create each stage separately. One drawback of the OpenCV training process is 
the building of the background set. In this case, one should choose backgrounds 
randomly, in an other way than OpenCV, which uses the same image table for 
all the stages created separately. In their application, the background training set 
contains the same aggregation of images in the same order for each stage. This 
is the reason we propose using different backgrounds in each stage. 

4. The image-based learning method needs a number of significant positive 
and negative images. At this step, one should have a methodology to choose 
only the significant images. Practice proves that an amount of 5,000 face images 
would be enough, but the difficult question is the number of backgrounds. The 
positive images are usually cropped manually and each is verified by a human 
operator. To increase the insensibility of the built classifier, many images can be 
generated from one image by applying distortion functions (randomly little 
rotation, translation and resizing). This little variation can be applied to the 
whole image set in order to multiply the number of used images. The images of 
our own database were collected from public marked face databases FERET 
and Yale (about 1,800 pictures), and these were completed by a self marked 
cropped studio images (about 1,100). 

The background images are generated automatically in general randomly 
from a set of images. The backgrounds were downloaded randomly from the 
internet, and besides we used the Corel Draw image set. To increase the variety 
and cardinality of them, several random operations were performed: rotation, 
translation, resizing. Because of the large variety of background the selection of 
significant patterns is a difficult task. One idea is to take the images filtered by 
the existing stages of the classifier as significant background pattern. 

5. The training set size determines the learning time. Leinhart proposed a 
training set with 5,000 positive and 3,000 negative images [1]. Viola and Jones 
built their classifier with 4,916 faces and 10,000 non-faces selected randomly 
from a set of 9,500 images which did not contain faces [3].  

Our first experience had 3,000 positive images and 27,000 negative ones. 
The scanning Windows sizes were 18x18, which contained 33,000 Haar 
features from the basic set. The dimension of feature-image table is 109, and 
used 1GB memory. The learning program reported 30s for the selection of one 
Haar feature. The computer we used was an Intel Core 2 Duo, CPU E460 
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frequency 2.4GHz, Gigabyte motherboard FSB 1333MHz, Dual Channel DDR2 
800 and 2GB of RAM. It needs about 30,000 seconds, more than 8 hours, in this 
the selection of 1,000 features. 

The functionality principle of the detector is to scan the image at multiple 
scales and locations. Good results are obtained by using a scale factor of 1.3 and 
a step size of s=1 pixel. With this scanning parameters, one image of 320240 
pixels size has 130,000 sub-windows of 2424 pixels. The processing of the 
high number of sub-windows, suppose a false alarm rate lower than 10-5. 

6. The question is how to teach the classifier to obtain a 510-6 false alarm 
rate. In order to achieve this performance, more million different background 
pictures are needed. [4] 

If we use 2 million background pictures, the processing time of one feature 
selection increases dramatically. The feature-image table needs a huge amount 
of memory space which exceeds the usable RAM memories. This limitation can 
be solved by the usage of virtual memory created on HDD. Access time to 
virtual memory rises computation time. It will become 100 times longer, so it 
will take at least one month to build a classifier containing 1,000 features. 

The solution is probably behind a methodology of choosing the background 
images. I propose to teach each stage of classifiers the same amount of 5,000 
positive images and a number of 10,000 background images filtered by the 
previous stages. A simple program is needed, which randomly crops 
background patterns from a specified set of images. The background patterns 
are taken for each step from a different set of given images, thus the needed 
number of pictures will increase each time, because one needs 10,000 remaining 
images after the filtration by previous stages. Supposedly, this is a way to get 
more and more specialized stages. The process ends when we cannot get more 
significant images or the time of choosing background patterns increases over a 
given limit (Fig. 2).  

The inner block cycle executes the selection of background images until the 
nmax cycle limit is reached, namely the desired number of non-face images. 
The outer block represents the training process with the face and previously 
chosen non-face images. This cycle ends if we achieve a given number of stages 
or the set of backgrounds is not sufficient any more. 
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Figure 2: Significant background generator.
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3.2 Performance analysis – Reported experiments 

The classifier structure had to be deduced from the available public 
classifiers stored in xml files. Owing to this, a cascade classifier consists of 
several stages and a stage threshold. On one stage, the weak classifiers have to 
be cumulated according to the set hit and false detection rate. Thus on the first 
stages only few features have to be used with low error rate and on the further 
stages more, less efficient classifiers should be combined. 

According to Viola and Jones’s writing: 
“Training time for entire 32 layers was on the order of weeks on a single 

466MHz AlphaStation XP800. During this laborious training process several 
improvements to the learning algorithm were discovered. This improvements 
which will be described elsewhere, yield to 100 fold decrease in training 
time.”[3] These improvements were never published and remain the secret of 
the learning process. 

The following can be concluded by analyzing the published classifiers: the 
number of used stages of a classifier varies between 16 and 46, the mean value 
is about 22-23 stages. The first stages contain 2 - 10 features, whereas the last 
stages contain 100-200 features. It can be asserted that a good classifier should 
have more than 1,000 features (see Table 1). The table contains the measured 
parameters of public classifiers FD (frontal default), FA1 (frontal alternate 1), 
FAT (frontal alternate tree), FA2 (frontal alternate 2) and of my own classifiers 
(Class_04, Class_05, Class_06).  

 
 

Table 1: Measured performances of classifiers 

 Detection Missed False Stages Features DetTime(s) 
FD 344 24 192 25 2913 16.77 
FA1 337 31 106 22 2135 20.47 
FAT 325 43 61 47 8468 18.99 
FA2 344 24 143 20 1047 17.73 

Class_04 293 75 666 6 677 17.53 
Class_05 329 39 1190 12 1632 26.58 
Class_06 279 90 150 16 1319 17.87 

Most authors created their classifiers and published their results on face 
detection in tables containing the performance parameters, usually a 
representation of the detection rate and the amount of false detections. A table, 
that is, one measurement, represents only a single point on the ROC (Receiver 
Operating Characteristic) curve. In order to be able to compare the detectors, we 
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need the ROC that represents the variation of the detection rate depending on 
the number of false alarms [8]. The ROC curves would be very helpful if the 
publishers appended the used database and the measure methodology. In their 
absence, we took some measurements on each stage, and based on these results 
we draw up the ROC curve for classifiers. There are two types of detectors: the 
first one has a good (90%) hit rate, which implies a huge amount of false 
detections. The second has much less false alarms, but the detection rate and 
detection time also decreases.  

The authors found their optimum between these contradictory requirements. 
If each stage is taught separately in the learning process, then the threshold of 
each stage can be modified by the required performance values. Referring to 
this, we could observe the difference between theory and OpenCV 
implementation. OpenCV implementation only uses the training data set for 
testing performances. But the theoretical algorithm requires the result of the 
performance on the test data set and, accordingly, modifies the stage threshold. 
Depending on the result of the modified stage threshold, one decides to continue 
the learning process until the required parameters are reached.  

In order to evaluate and compare detectors, we used the performance 
evaluation of OpenCV, which resulted in as follows. 

 A table containing the tested pictures and the number of hits and 
false alarms. The last row is the sum of the results, out of which we 
can calculate the necessary percentage for the ROC.  

 A second table contains the points of the ROC (not suitable for 
comparing classifiers). 

The face detected regions are directly marked on tested images for visual 
performance analysis. 

One needs a test data set in order to test detector performance. Fortunately, 
this is available on the CMU’s (Carnegie Mellon University) internet sites [9]. 
The description of data set does not correspond to the request of OpenCV 
program; consequently, we modified it according to the face positions. This set 
contains 105 images with 368 faces. The performance results are given in Table 
1. 

Based on the fact that the detection rate of the next stage is greater or equal 
to the previous stage rate and only the false detection rate decreases (i.e. every 
stage corrects the number of false images), we propose to build our own stage 
by stage measured ROC curve for classifiers comparison (Table 2 and Fig. 3). 
We consider that this curve is more suitable for the comparison of classifiers. 

We can conclude from the mentioned tables (Table 2), that our classifier 
presents a lower false detection rate, beginning form the earlier stages. This 
result is due to the proposed algorithm. 
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Theoretically, the ROC has to be a decreasing curve. In the early stages the 
curve increases because of the numerous false alarms. So this modifies the 
center of the resulting detected object. 

But it is evident that the detection rate is less than the value of the known 
best classifiers. The maximum hit rate (95%, respectively 90%) shows the 
properness of the face database used. This is due to the prepared pictures which 
do not contain sufficient various faces. They predominantly present young 
European people without beard or moustache, and very few of them wear 
glasses. Thus, without these lacks, the detection rate would be also over 90%, 
closer to the best known results. 

In conclusion, today’s known most efficient classifiers for frontal face 
detection are those of OpenCV source, which were trained by Leinhart, 
Kuranov and Pisarevsky [1]. 

Table: 2 Stage by stage measurements for FA2 and Class_05 

stage no. 10 11 12 13 14 15 16 17 18 19 20 

hit rate 91,84 94,29 96,1 95,9 96,1 95,6 94,5 94 93,4 93,75 94,3 

no.false det 4458 3412 2805 2157 1685 1199 832 596 346 219 143 

stage no. 6 7 8 9 10 11 12 13 14 15 16 

hit rate 85 89,4 89,9 90,4 88,85 87,8 85,32 83,96 80,16 75,8 75,5 

no.false det 4661 3588 2646 2230 1722 1363 1188 846 390 168 150 

 
Figure 3: Stage-by-stage ROC curve.  
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4. Conclusion 

In several cases, under more natural conditions, our classifier presents fewer 
false alarms at the same detection rate than the known ones. It is necessary to 
enlarge the face database and, simultaneously, create an algorithm for detection 
of significant faces, in order to eliminate the most part of the previously 
supervised human-classification. The efficiency of the detector depends on the 
training data set and the used methodology, but this remains the secret of the 
authors. The building of the training data set is very laborious and drudgery. 
The inconveniences of the OpenCV program can be avoided by the ability and 
knowledge of the user. 
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Abstract: In this paper we present a synthesis of the theoretical fundamentals and 
some practical aspects of statistical (n-gram) language modeling which is a main part of a 
large vocabulary statistical speech recognition system. There are presented the unigram, 
bigram and trigram language models as well as the add one, Witten-Bell and Good-Turing 
estimator based Katz back-off smoothing algorithms. The perplexity measure of a 
language model used for evaluation is also described. 
The practical experiments were made on Romanian Constitution corpus. Text 
normalization steps before the language model generation are also presented. The results 
are ARPA-MIT format language models for Romanian language. The models were tested 
and compared using perplexity measure. 
Finally some conclusions are drawn based on the experimental results. 
 
 Keywords: Romanian statistical language modeling, natural language processing, 
text conditioning, ARPA-MIT language model format, n-gram language model, 
smoothing, perplexity. 

1. Introduction 

Statistical speech recognition is based on Hidden Markov Models 
(HMMs). Such a system, depicted in Fig. 1, is built using multiple chained 
HMMs for acoustic modeling and language modeling [1], [2], [3]. 
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Figure 1:  Statistical speech recognition system architecture. 

The system presented in Figure 1, can be described mathematically as 
follows [1][4]: we have a set of acoustic vectors },...,,{ 21 naaaA  and we are 
searching the most probable word sequence: W },...,,{ 21 mwww*  . 

)}|({maxarg* AWPW
w

  (1)

 Using the Bayes formula, we can transcribe (1) as follows: 







 


)(

)()|(
maxarg*

AP

WPWAP
W

w
 (2)

 We know, that probability of acoustic vector P(A) is constant, and we have: 

)}()|({xmaarg* WPWAPW
w

  (3)

 In (3) we can distinguish [4], [5], [6], [7]: 
 P(W) – the language model; 
 P(A|W) – the acoustic model. 
The acoustic modeling part of the speech recognition system can be 

developed using HMMs, Gaussian Mixture Models (GMMs) or Artificial 
Neural Networks (ANNs).  

The language modeling part of the system can be one of the following [2]: 
 statistical language model; 
 context-free grammar (CFG); 
 Probabilistic context-free grammar (PCFG). 
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In this paper we want to present the statistical n-gram type language model 
which is the most powerful and the most widely used one, and we want to 
create Romanian language models in ARPA-MIT [8] standard format for large 
vocabulary continuous speech recognition systems. 

 We have developed so far the feature extractor module and also the acoustic 
modeling part (using artificial neural networks) of an automatic speech 
recognition system. 

2. Statistical language modeling 

The speech can be considered a stochastic process and every linguistic unit 
(phoneme, syllabus, or word) can be considered a random variable with a 
random probability distribution. If we are talking at word level, the n-gram 
language models try to estimate the probability of the next word based on the 
history (the last n-1 preceding words)) [1], [4], [6]. 
The language model try to estimate the probability of word sequence:          

, which is: ),,,( 211 n
n wwww 

)|()|()|()()( 1
1

2
131211

 n
n

n wwpwwpwwpwpwp   (4a)





n

k

k
k

n wwpwpwp
1

1
111 )|()()(  (4b)

 Using Markov assumption, the history can be reduced to the last n-1 words, 
and we have: 

)|()|( 1
1

1
1




  k
nkk

k
k wwpwwp  (5)

 Even (5) is hard to compute for n > 3 because we need a large training 
corpus to properly evaluate the probabilities. 
 For n = 1 … 3 we have: 

 Unigram language model (n=1); 
 Bigram language model (n=2); 
 Trigram language model (n=3). 

A. Unigram language model 

 The unigram language model considers all words independent. This means 
that no history information is involved. 

)()|( 1
1 k
k

k wPwwP   (6)
 If we use (4), the probability estimation for the unigram model will be: 





n

k
k

n wpwp
1

1 )()(  (7)
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B. Bigram language model 

 Bigram language model takes into consideration one word for history. 
)|()|( 1

1
1 
  kk

k
k wwPwwP  (8)

 If we substitute (8) into (4), we have the probability estimation formula for 
bigram language model: 





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C. Trigram language model 

 Trigram language model uses a two-word history. 
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221
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 The probability estimation formula is given by (11). 
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3. Probability estimation and smoothing 

 The probabilities for (7), (9), and (11) can be simply calculated using MLE 
(Maximum Likelihood Expectation) algorithm [2]. Thus we have the following 
MLE estimators for unigram, bigram and trigram language models: 

N

n
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Where: 
nk –  is the number of occurrences of word wk; 
N – is the total number of words in training corpus; 
Nr. (...) – is the number of occurrences of a specific word sequence. 

 These probabilities calculated using MLE algorithm do not provide useful 
results. In order to be able to use the probabilities in language modeling 
experiments, they must be smoothed [4], [6], [7], [9]. 

Smoothing means that a probability mass is retained from high probabilities 
to be reallocated to zero or small probability values. There are a lot of useful 
smoothing techniques [4], [9], [10]: 

 Add one or Laplace smoothing; 
 Good-Turing estimator; 

  



 Text Conditioning and Statistical Language Modeling Aspects for Romanian Language 191 

 

 Back-off or Katz smoothing; 
 Kneser - Ney smoothing; 
 Jelinek - Mercer smoothing or interpolation. 

 For practical experiments we used Good - Turing estimator and back-off 
smoothing. We had also implemented the add-one and Witten-Bell smoothing 
algorithms in Microsoft Visual Studio environment using C++ programming 
language. 

A. Good – Turing estimator 

The Good-Turing estimator comes from biology where it was used for 
species estimation. The general form of the estimator is [4]: 

)(

)(
)1(*,

*
)(

1

r

r

NE

NE
rrwhere

N

r
XP




, (15)

 In (15) we have the following notations: 
r is the number of occurrences of word X; 
Nr is the number of words which occurs exactly r times in the training 
corpus; 
N is the total number of words from the training corpus; 
E is an estimation function for Nr; 
r* is the adjusted number of occurrences; 

The total value of probability calculated using Good-Turing estimator is 
always smaller than 1. The remaining probability mass is reallocated to the 
unseen words from the vocabulary. The simplest way to choose the estimation 
function E [5] is presented in (16). 
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
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B. Katz back – off smoothing 

Back-off smoothing was firstly introduced by Katz. He showed that MLE 
estimation of probabilities is good enough if the number of occurrences of a 
word is bigger than a threshold value K = 6 [4]. 

All the probabilities for n-gram word sequences which have an occurrence 
number between 0 and K will be smoothed using Good-Turing estimator to save 
probability mass for unseen word sequences. If a word sequence has zero 
occurrences we try to estimate its probability using the inferior (n-1)-gram 
model. If the occurrence is still zero for this inferior model we continue to back-
off to a lower model. Finally if we reach the unigram model, we have the 
relative frequency of a word bigger than zero. 
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For a trigram back-off model we have the fallowing relations: 
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4. Language model evaluation 

Language model evaluation can be done in different ways, for instance 
using [4][6]: 

 random sentence generation; 
 words reordering in sentences; 
 perplexity; 
 integration in an existing speech recognition system. 
In our experiments we used perplexity to measure the quality of language 

models. Perplexity is the most used measurement for language model 
evaluation. 

Perplexity can be defined using entropy from information theory. For a 
random variable X={x1, x2, …,xN}, the entropy can be defined: 
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Instead of entropy, we use the entropy rate calculated as follows: 
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For a real language we should consider infinitely long word sequences: 
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Using the Shannon – McMillan - Breiman theorem, if the language is 
stationary and ergodic (which is true for the natural languages), the above 
formula can be simplified: 
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 Finally we use a large training corpus to estimate probabilities p* and we 
have the logprob value instead of the entropy rate: 
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 Perplexity is defined as: 
LPPP 2  (24)

5. Text conditioning 

Collecting sufficient language model training data for good speech 
recognition performance in a new domain is often difficult. There are some text 
corpora for Romanian, which can be used for language modeling, but they are 
not normalized. This chapter presents the text normalization steps which are 
used to make these data more suitable for language model training. 

Text is unlike speech in a variety of ways. For example, a written text may 
also include numbers, abbreviations, acronyms, punctuation, and other “non-
standard words” (NSWs) which are not written in their spoken form. In order to 
effectively use this text for language modeling, these items must be converted to 
their spoken forms. This process has been referred to as text conditioning or 
normalization and is often used in text-to-speech systems. 

State of the art language modeling tools like HLMTools [8], SRI LM [11] 
or CMU LM [12] do not provide professional text conditioning tools. A set of 
text conditioning tools are available from the Linguistic Data Consortium 
(LDC). A more systematic approach to the NSW normalization problem is 
referred to here as the NSW tools [13], [14]. These tools perform text 
normalization using a set of ad-hoc rules, converting numerals to words and 
expanding abbreviations listed in a table. They also use models trained on data 
from several categories. The NSW tools perform well in a variety of domains, 
unlike the LDC tools which were developed for business news. 

Text normalization for Romanian is a hard process because of the diacritic 
characters as well. 

Our system performs the following basic conditionings: 
 it segments the text into sentences on the basis of punctuation, 

marking with <s> and </s> tags the beginning and the end of the 
sentences and puts only one sentence per line; 

 eliminates most punctuation symbols; 
 converts numbers into words; 
 converts the whole text to uppercase; 
 deletes all empty lines; 
 eliminates redundant white spaces; 
 replaces diacritic characters; 
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6. Experimental results 

The built language models are based on Romanian Constitution text corpus. 
This little corpus contains 9936 words including both the train part and the test 
part (a total number of words). We count n-grams up to n = 4, however the 
corpus size does not allow us to compute valuable trigram and four-gram 
probabilities as you can see from perplexity results. 

In Table 1 the four-grams with the greatest frequency of appearance can be 
seen. 

Table 2 presents the most probable 15 words from Romanian Constitution 
corpus. 

Table 1. Most frequent four-grams in Romanian Constitution corpus 

Word 1 Word 2 Word 3 Word 4 Number of appearance 

</S> <S> DREPTUL LA 27 

DE LEGE </S> <S> 16 

SE STABILESC PRIN LEGE 12 

</S> <S> DREPTUL DE 11 

PRIN LEGE ORGANICA </S> 10 

LEGE ORGANICA </S> <S> 10 

</S> <S> CAMERA DEPUTATILOR 9 

CONDITIILE LEGII </S> <S> 8 

IN CONDITIILE LEGII </S> 8 

CAMERA DEPUTATILOR SI SENATUL 8 

The total number of distinct words in corpus is 1928, grouped in 718 
sentences. 963 of them had more than one appearance. 

We generated a dictionary from the most probable 963 words from the 
corpus (in fact these words appear more than once in the training corpus), and 
then we mapped all the other words into an unknown word class. We than 
generated the unigram, bigram, and trigram language models with Katz cut-off 
based on the corpus. The built language models were stored in ARPA MIT 
standard format.  

Language model evaluation was made using perplexity measure for the 
three models. The perplexity results of the created models using the 963 - word 
dictionary, are presented in Table 3. 

We made a second experiment with a smaller dictionary, containing only 
the words with appearance greater than 2 (626 words). The perplexity results of 
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our second experiment using the dictionary with 626 words are synthesized in 
Table 4. 

Table 2. The most probable 15 words from Romanian Constitution 

Word Appearance Word Appearance Word Appearance 

</S> 718 A 195 AL 71 

<S> 718 LA 151 DREPTUL 70 

DE 470 SE 128 PRIN 69 

SI 405 SAU 116 PENTRU 68 

IN 287 ESTE 82 CU 66 

Table 1. Perplexity results for Romanian Constitution corpus using a 963-word 
dictionary. 

Model Perplexity 
Unigram 559.74 
Bigram 397.37 
Trigram 419.52 

Table 2. Perplexity results for Romanian Constitution corpus using a 626-word 
dictionary. 

Model Perplexity 
Unigram 509.64 
Bigram 332.24 
Trigram 419.23 

7. Conclusions and future works 

We can see from Table 2 that the most frequent words in Romanian 
Constitution corpus are the prepositions: “de”, “şi”,” în”, “a”, “la”, “se”, 
“sau”, “al”, “prin”, “cu” etc. The verb “este”(to be) has surprisingly high 
frequency of appearance, and because of the text corpus domain we also have 
the noun “dreptul”(law) in the first 15 words in order of frequency of 
appearance. 

The sentence start tags and sentence end tags are also present in the four-
grams and in the most frequent word list because of the short sentences of the 
corpus. 

The best results are achieved using bigram model. The trigram model 
cannot improve the results because there is insufficient data for training the 
model. 

We can see from the results that if the number of words increases, the 
perplexity of the model increases too, and the model has weaker quality. The 
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models built by eliminating the words with occurrences smaller than a threshold 
are simpler and perform better. This threshold can be experimentally settled. 
This technique is called in the literature n-gram pruning [1], [2]. 

The words with single occurrence do not improve the model quality, they 
will raise perplexity and they should be eliminated from the vocabulary. We 
have drawn the same conclusion in our previous work [1] based on the Susanne 
Corpus. 

In conclusion the used n-gram model dimension should be chosen 
considering the amount of training data available. This little corpus is good 
enough for preliminary testing of a text conditioning and language modeling 
tool and we can train well enough just unigram and bigram language models. 

As future work, we would like to improve the text conditioning tool with 
diacritic restoration feature, and try to generate language models based upon a 
much bigger training corpus of Romanian journal articles and to implement the 
state of the art Kneser - Ney smoothing algorithm [4],[8],[10],[11]. 

In order to compare our language modeling tools with others we will try to 
use open source language modeling toolkits (e.g., CMU-LM [9], SRILM [7]) on 
the same corpora. 

We also try to collect a larger Romanian text corpus based on WEB 
resources. 
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Abstract: The paper presents the development of and changes in teaching mechatronics at 

the Faculty of Mechanical Engineering and Informatics of the University of Miskolc starting in 
the 1960s. It is easy to see how fast the University responded to the technical changes in the 
world, what directions it followed and how it became involved in solving industrial problems of a 
mechatronic type, and how all these affected engineering education and training. The paper 
presents a novel example of cooperation between industry and higher education, amounting to an 
innovative solution. Furthermore, it will also display the extensive opportunities for evolution of a 
specialist field. 

1. Introduction 

There are several definitions known about the discipline of mechatronics. 
Each of them includes that it is an interdisciplinary field of science, where 
synergic integration of mechanical and electronic systems and information 
technology is achieved. 

In the stiff competition of a globalised world, extraordinary intellectual and 
material resources are concentrated in order to conquer markets, new methods 
and technologies are applied in developments with greatly reduced cycle times. 
Mechatronic devices have also entered everyday life, for which a range of 
examples can be mentioned. 
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In its directives, the Design Methodology for Mechatronic Systems VDI 
2206 describes mechatronics as the resultant of the engineering sciences above, 
shown in Fig. 1. 

 

 
 

Figure 1: VDI 2206. 

2. Establishment of mechatronic engineering programmes in 
Hungary 

In accordance with the new Act on Higher Education, the introduction of 
the two-stage system, based on the preliminaries, made it possible to establish 
the BSc programme and the MSc programme in Mechatronic Engineering, 
which had not existed previously. In the course of the establishment, higher 
education institutions were also interested. Having previous experience, they 
elaborated and submitted the documents for establishing and introducing the 
programmes in a consortium partnership. The documents are available on the 
web page of the Hungarian Accreditation Committee (Magyar Akkreditációs 
Bizottság, MAB): http://www.mab.hu/a_tajekoztatok.html. The detailed 
programme and degree requirements („Képzési és kimeneti követelmények”, 
KKK) for the undergraduate and master programmes are available on the web 
page of the Hungarian Ministry of Education and Culture (OKM): 
http://www.okm.gov.hu/main.php.  

For comparison, the table below shows the credit point requirements of the 
“Fields of knowledge definitive for the qualification” for the programmes in 
mechatronic engineering and the data for the programmes in mechatronic 
engineering accredited at the University of Miskolc, Faculty of Mechanical 
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Engineering and Informatics (GEK). The KKK also specifies which 
topics have to be covered by the fields of knowledge. Within the number of 
admissions permitted, only graduates of the undergraduate programme in 
mechatronic engineering can be admitted to the MSc programme with full 
recognition of credit value. For the other programmes that may be taken into 
account (mechanical engineering, transport engineering, electrical engineering, 
engineering informatics, mechanical engineering for agriculture and food 
industry, and energetics), the admission conditions into the MSc programme can 
be found on the web page of the above-mentioned Ministry.  

According to the latest data, there are nine higher education institutions in 
Hungary offering accredited programmes in mechatronic engineering. Both BSc 
and MSc programmes are offered by the following institutions: Budapesti 
Műszaki és Gazdaságtudományi Egyetem (BME), Budapesti Műszaki Főiskola 
(BMF), Miskolci Egyetem (ME), Széchenyi István Egyetem (in Győr), Szent 
István Egyetem (in Gödöllő). BSc programmes are offered by the following 
institutions: Debreceni Egyetem, Pannon Egyetem (in Veszprém), Pécsi 
Tudományegyetem, and Szegedi Tudományegyetem. 

 
Table 1: Credit point requirements. 

 

BSc, 7 semesters MSc, 4 semesters Fields of knowledge 
MAB (cr) GEK (cr) MAB (cr) GEK (cr) 

Fundamental 
knowledge in science 

40-50 47 26-36 27 

Knowledge in 
economics and 
humanities 

16-30 16 10-16 10 

Professional core 
material 

70-103 96 20-36 30 

min 40 51 46-60 53 Differentiated 
professional 
knowledge, 
(degree work) 

- (15) (30) (30) 

Total credit points 210 210 120 120 
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3. Background of the programmes in mechatronic engineering 
established at the University of Miskolc 

The Faculty of Mechanical Engineering (today Faculty of Mechanical 
Engineering and Informatics) at the University of Miskolc was established in 
1949 with the purpose of training mechanical engineers. The 60th anniversary 
of the establishment is celebrated this year. The initial focus of the programmes 
included machine tool design and production engineering. This focus has been 
widened by now, meeting various demands. Currently, the Faculty has nine 
accredited BSc programmes (Energetics, Mechanical Engineering, Industrial 
Product and Design Engineering, Mechatronic Engineering, Industrial 
Management, Electrical Engineering, Economic Informatics, Engineering 
Informatics, Informatics, and Programme Informatics) and four MSc 
programmes (Mechanical Engineering, Mechatronic Engineering, Energetics, 
and Engineering Informatics), and the accreditation of the MSc programme in 
Logistics Engineering is under way. It shows the great number of new 
programmes which have emerged from the originally uniform training; all of 
them are built on the foundations created by the programme in mechanical 
engineering offered by the Faculty.  

The roots of introducing the BSc programme in mechatronic engineering go 
back to machine tools and their automation at the Faculty of Mechanical 
Engineering and Informatics of the University of Miskolc. The programme for 
specialist engineers in Machine Tool Automation began in 1966 as a 
postgraduate programme and extended over five years. The full-time university 
programme in Machine Tool Design was also introduced in 1966, which was 
divided into two specialised programmes: Machine Tool Design and Machine 
Tool Automation in 1972. The latter widely applied the achievements of flexible 
automation in the courses on machine tools and robots, representing essentially 
mechatronics. 

The technical-technological development and restructuring of the 
Hungarian industry encouraged education and research to introduce changes. 
The Faculty became involved in mechatronics, which emerged as a new 
discipline, with the help of substantial Tempus, PHARE-ESZA and HEFOP 
projects. These included exchange of experience, laboratory infrastructure 
development as well as writing textbooks. 

The full-time university and college programmes of the Specialisation in 
Mechatronics appeared at the Faculty of Mechanical Engineering in the 
curricula valid from the academic year 1993/1994, at the same time when they 
appeared at BME, and they are to be phased out in 2009. These specialisations 
were included in the professional responsibilities of the Department of Machine 
Tools founded in 1963, but in close cooperation with the Departments of 
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Electrotechnique-Electronics and Automation, which were professionally 
responsible for the university programme of the Specialisation in Electronics 
and Automation in addition to college programmes in electrical engineering. 

The results and achievements in mechatronics research appeared in the two 
Doctoral Schools of the Faculty of Mechanical Engineering and Informatics. 
The departments of the Faculty achieved highly significant results related to 
mechatronics in the research and development work commissioned by the 
industry. 

4. Introduction of the programme in Mechatronic Engineering and 
establishment of the Robert Bosch Department of Mechatronics 
at the University of Miskolc 

The Faculty of Mechanical Engineering and Informatics introduced the BSc 
programme of Mechatronic Engineering in the academic year 2007/2008 with 
29 students. It should be noted that the average admission score of the students 
was among the highest at the Faculty. In 2008 the MSc programme in 
Mechatronic Engineering was also accredited. The programmes belong to the 
professional responsibilities of the Robert Bosch Department of Mechatronics 
and the Department of Machine Tools.  

The curriculum in the BSc programme includes a single specialisation, 
Engineering Mechatronics, after two years of studies, and in the MSc 
programme it includes the specialisation, Mechatronics of Production Tools, 
after one year of studies. These rely on the achievements of previous 
programmes and are also aimed at a section of the industry that may be a 
significant employer of the mechatronics engineers graduating here. In 
elaborating the curricula and course syllabuses the experts in the major factories 
in the region were consulted.  

Professors of the Duisburg-Essen University, who are involved in the 
programme as visiting professors, have performed a considerable role 
contributing to the establishment and promotion of the Department. 

In consortium with the Széchenyi István University significant 
infrastructure and electronic learning material development was performed, also 
in relation to mechatronics, in the framework of the projects HEFOP-3.3.1-P.-
2004-09-0102/1.0. The relevant material can be found at 
http://www.gepesz.uni-miskolc.hu/. 

In order to establish and develop programmes in mechatronic engineering, 
on July 1, 2005 the Robert Bosch Department of Mechatronics was established 
at the Faculty of Mechanical Engineering and Informatics of the University of 
Miskolc with support by the executive management of Bosch and the Bosch 
factories in the region. The Department operated as an enterprise for three 
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years. The objective of the cooperation between the factories and the University 
is: to apply and expand the technical and scientific knowledge in the research, 
teaching and wide-ranging application of mechatronics, to provide practice-
oriented academic programmes and to meet the demand of the factories for 
engineers. 

The University of Miskolc was pleased to accommodate the first 
department to be financed by companies since World War II and took over its 
operation on July 1, 2008. The University also granted substantial funds for the 
project. The example, although not in the same structure, has been followed by 
several higher education institutions. 

The Department has been funded and supported through the professional 
training contributions and the innovation contributions paid by companies. In 
the latter framework, the Department has completed several R+D projects with 
the involvement of the staff of the Faculty.  

The practice-oriented training of the students of the programme in 
Mechatronic Engineering is supported by the mechatronics laboratories: 
hydraulics-pneumatics, PLC, drive technology, sensor technology and 
mechatronics systems (Fig. 2) constructed using the professional training 
contributions. 
 

   
Hydraulics-pneumatics  PLC  Sensor technology  

  
Drive technology  Mechatronics systems  

 
Figure 2: Laboratories of the Robert Bosch Department of Mechatronics. 
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5. Future of programmes in mechatronics 

The development of disciplines giving the basis of mechatronics is 
unbroken, and the new achievements emerge in products of an increasing range. 
The pursuit of this integrated science requires students who are both inherently 
and willingly suitable for receiving complexity and for absorption in one of the 
fields of mechatronics as well as cooperation.  

The particular characteristics and requirements of development in the field 
of mechatronics also have to be given an increasing emphasis in the academic 
work, and this has been partially formulated in the directives. Some of them are 
listed below without striving for completeness: 
 accurate formulation of the task (requirement), application of various 

design methods and development tools (QFD, FMEA, etc.), virtual 
design, modelling and simulation tools, 

 Concurrent Engineering, 
 application of a wide range of tools of information and electric 

technology, 
 acceleration of the innovation process, increasing intelligence, and use 

of techniques such as modularity, change of technology, functional and 
spatial combination, prototyping, testing, 

 possibility of access to databases and interfaces irrespective of location 
and time, 

 systemic thinking, 
 cooperation in team work, including the evolution of individual 

capacities, etc. 
In addition, it is indispensable to get to know and use further tools, methods 

and fields, such as logistic processes, quality control, production systems, 
production control, reliability, operation and maintenance.  

The above requirements clearly show that part of the required knowledge 
meeting the features of the field for solving the industrial tasks in mechatronics 
can only be obtained in the BSc and MSc programmes, therefore advanced 
training programmes are of great importance. An active environment is needed 
for the abilities to develop and in order to achieve the objectives of the 
programmes cooperation between the industry and the university is essential 
and is already evident in several areas. 

Besides theoretical and practical education, factories manufacturing 
mechatronic devices or using them in production play a considerable role. In the 
factories students or trainees on industrial placement can familiarise themselves 
with the various techniques, they may be given project assignments, topics for 
degree work and they can be involved in programs and tenders. It is to be noted 
here that the competitions ’Pneumobil 2009’ and ’Elektromobil 2009’ of the 
Bosch factories in Hungary attracted student teams from a number of higher 



206 Gy. Patkó, Á. Döbröczöni, E. Jakab 

 

education institutions. The addresses http://www.pneumobil.hu and 
http://www.olh.hu:80/bosch/cms/elektromobil give all the details of the call. 
The large number of the teams participating shows that students need such 
challenges requiring independent and creative work. 

Integrating industrial experience and knowledge into education and 
academic programmes is a very significant factor. One efficient way of doing so 
is involvement in industrial research and development work, getting students 
involved and integrating the experience in the academic work. Another 
important element is what higher education in the developed countries has been 
using for a long time, namely involving industrial experts in education. 
Regarding mechatronics, doctoral programmes have made it possible to award 
higher qualifications to experts. 

6. Summary 

One may wonder about the perspectives of the programme in mechatronic 
engineering in the current circumstances and the job opportunities for the 
graduated engineers. The answers are that this period particularly requires 
experts who are able to develop and operate intelligent, innovative products and 
instruments. Another major objective of the programme is to train engineers, 
who – due to their well-founded, comprehensive knowledge – can offer flexible 
solutions in changing conditions. The industry offers opportunities for them to 
find jobs in wide professional fields, for the knowledge they have acquired can 
be utilised anywhere in the world. 
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Abstract: Microstructure changes and phase transformations of Zn-Al based alloys 
have been systematically studied, using XRD, SEM and TEM techniques. The paper 
presents the results of experimental research concerning the eutectoid transformation in 
the Zn-Al system. The paper focuses on the determination of the activation energy for 
the eutectoid transformation in the binary Zn- (4, 8, 12, 22, 27) % Al system, using the 
values of the temperatures corresponding to the peaks on the derivatives of the 
dilatation curves. 

 
Keywords: Zn-Al alloys, eutectoid reaction, dilatometric analysis, activation 

energy. 
 
1. Introduction 
 

Over the last years the category of industrial alloys of the Zn-Al system has 
been extended by the standardizing of compositions with 8, 12, 22, 27 and 40% 
aluminium, respectively. Their properties have been thoroughly researched and 
documented [1]. Alloys of the Zn-Al category have excellent castability and 
good wear and friction strength. The disadvantage of such materials is their 
instability in time. In order to avoid this disadvantage Zn-Al alloys are exposed 
to heat treatments designed to contribute to an increased structural stability 
during deployment [2], [3]. 
At the same time compositions with 18 – 40% aluminium have super-plastic 
properties [4], [5]. The heat treatments applied to these alloys, as well as super-
plasticity are based on structural transformations in the solid phase. The 
thermodynamics of the process is of highest relevance to an analysis of the 
structural transformations. The paper approaches the study of the eutectoid 
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transformation for binary compositions with 4, 8, 12, 22 and 27 % aluminium, 
respectively. During cooling the eutectoid transformation occurs at a 
temperature of 278 ºC according to the reaction: 

β → η + α, 
while during heating the reaction unfolds in the opposite direction. 
The activation energies for heating and cooling were determined by dilatometric 
analysis. 
 
2. Experimental determinations 
 

Primary metals were used to melt of Zn-(4, 8, 12, 22, 27) % Al 
compositions. Melting was achieved in an electric furnace with silit bar heaters 
(electrical resistances) in a graphite crucible. The over-heating temperature prior 
to casting was of 100 °C. Billets of 80x200x10 mm were cast in steel ingot 
moulds.  

Test pieces were machined from the cast billets, to be used for determining 
chemical composition and hardness for the structural analyses conducted on 
heat treated and untreated alloys, as well as for dilatometric analysis. The 
applied heat treatment consisted of heating to 350 °C over 4 days (96 hours) 
followed by furnace cooling. Structure analysis took into account Presnyakov’s 
thermal equilibrium diagram, Fig. 1.  

 
Figure 1: Zn-Al thermal equilibrium diagram. 

 
 

Figure 2 shows obtained significant microstructures observed by means of a 
Nikon microscope for increase of 200 – 1000 times. 

  



 Phase Transformations in the Heat Treated and Untreated Zn-Al 209 

 

 
 

c 

ba

Figure 2: Structure of Zn-Al alloys 
a.) Zn-12%Al, cast, x500  b.) Zn-22%Al, cast, x500 c.) Zn-8 %Al heat treated, x1000. 

 
In alloys of hypoeutectoid composition a dendritic structure can be observed, 

consisting of η phase in the hypoeutectic alloy and phase α in the case of 
hypereutectic alloys, embedded in the η + α. eutectic. In the test sample of 
eutectoid composition reveal the effect of the peritectic reaction can be 
observed from the location of the eutectoid at the margins of the α solid solution 
dendrites. It has to be remarked that achieving the equilibrium structure requires 
long term heat treatment, as only under such conditions is the structure is in 
accordance with the nature and proportion of phases indicated by the thermal 
equilibrium diagram.  

For dilatometric analysis round test pieces of 6 mm diameter and 15 – 17 
mm length were machined. Dilatometric analysis was conducted by means of a 
LINSEIS, L75/230 device, Fig. 3. 

Phase transformations in solid state can be studied with a dilatometer only 
when volume variations during transformation are also involved. Any heated 
metallic body dilates according to the equation: 
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Figure 3: LINSEIS, L75/230 dilatometer. 

 L  = L  (1 + α.t). (1) 
 

he variation in length is computed by the equation: 

 ΔL  = L  – L  = L  (1 + α.t). (2) 

e phase transformation is 
dded to the one determined by temperature increase: 

 ΔL  = ΔL  + ΔL (3) 

formations are more visible on 

tion energy in the case of the 
eut

 

 

t o

T
 

Thermal t 0 o

 
In case the metal (alloy) presents phase transformations in solid state, as the 
eutectoid one, a variation in length determined by th
a
 

Total The l Phase 

 

Variations in length determined by phase trans

rma

the derivatives of the dilatation curves, Fig. 4.  
The value of temperature corresponding to the peaks on the dilatation curves 
derivative was used to determine the activa

ectoid transformation in the Zn-Al system. 
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The activation energy (Ea) is calculated by Kissinger’s equation written in 

e form below:  th
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Figure 4: Dilatation curves for Zn-Al 12 % composition and their derivatives. 
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Figure 5: Determination of the activation energy 
during heating of the Zn-12 %Al %alloy. 
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 Figure 6: Determination of the activation energy 
during cooling of the Zn-12%Al alloy. 

 
The diagram in Fig. 7 presents the variation of the activation energy versus 

zinc concentration in the alloy, during heating and cooling, respectively. 
Relationships presented in the chart in Figure 7 are valid for hypoeutectic 
compositions. 
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Figure 7: Variation of the activation energy versus zinc concentration  

during heating and cooling, respectively. 
 

3. Conclusions 
 

The degree of generating of the peritectic transformation significantly 
influences the structure of alloys at environment temperature. 

In transformation processes during both heating and cooling the increase of 
zinc contents determines a decrease of the value of the activation energy.  

The variation of activation energy depending on zinc or eutectoid 
concentration in the structure of the alloy is governed by different laws of 
constituent germination for the cases of heating and cooling of the alloy, 
respectively. 
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Abstract: Nowadays, efforts are being made to estimate the thermal comfort in vehicles by 
measuring each environmental parameter - air temperature, air humidity, mean radiant 
temperature, air velocity, human activity and clothing insulation. An optimum level of comfort in 
the vehicle is obtained only by using an automatic air conditioning and climate control system. 
The paper focuses on the analysis of the vehicle thermal comfort parameters in order to improve 
the measurement methods and to establish the optimum thermal comfort inside a vehicle. The 
paper also describes two thermal comfort models used to estimate thermal comfort inside the 
vehicles. 

 
Keywords: Thermal comfort, measurement, parameters, air conditioning, vehicle. 

1. Introduction 

Over the last years, with the trends of reducing costs and carrying weight, 
the interest in ensuring an optimal efficiency for vehicles has increased in a 
large sense (comfort, dynamicity, performances and energy efficiency). 

Construction of vehicles developed from simplistic to modern, integrating 
the state-of-the-art technologies, organized on functional and aesthetic criteria, 
which ensure the passengers’ comfort, ergonomics and safety. 

Thermal comfort in vehicles represents a subjective sensation of heat 
balance that occurs in the human body when environmental parameters - air 
temperature, air humidity, radiant temperature, air velocity, human level 
activity and clothing insulation - are in a range of well-defined values [1]. 

ASHRAE Standard 55 defines thermal comfort as “that state of mind which 
expresses satisfaction with the thermal environment” [2]. 
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As Parson observed in his studies [3], thermal comfort is influenced by a 
combination of physical, physiological and psychological factors. Some factors 
include solar radiation and glazing, inside and outside colours, the size of the 
vehicle, the clothing type of the passengers and passenger capacity of the 
vehicle cabin [4]. In a vehicle environment each passenger, regardless of their 
size, can affect the thermal environment inside a vehicle [5-9]. 

Thermal comfort is achieved (i) by ensuring temperatures of 20°C ÷ 22°C, 
as a result of air temperature, delimitation areas, humidity and air velocity in 
accordance with the activity level and clothing insulation of the occupants, (ii) 
by avoiding situations such as the occupants coming into contact with very cold 
or very hot surfaces, (iii) by avoiding air currents. These requirements must be 
met throughout the entire year, both summer and wintertime. 

The research of thermal comfort has been in progress for many years. The 
study of thermal comfort in vehicles was developed from basic thermal comfort 
research and applied work related to factories and buildings [10]. The first 
research in vehicles dealt mainly with agricultural vehicles and public transport 
systems such as subways, trains and buses [11]. Achieving a thermally 
comfortable vehicle environment has become an issue of main importance. 

The paper presents an analysis of the vehicle thermal comfort parameters 
and describes two thermal comfort models (Fanger’s model and thermal 
manikin model) used to estimate the thermal comfort inside vehicles. 

2. Environmental parameters of the vehicle 

Very few articles have explicitly defined the differences between vehicle and 
building environment. However, there are researchers who dealt with the 
vehicle environmental parameters and their measurement methods [5-9], [11]. 

ISO 7726 standard describes some methods for measuring physical qualities 
related to thermal comfort parameters [12]. Whereas the tendency in measuring 
thermal comfort has been towards using individual instruments (e.g. 
thermocouples, globe thermometers, net radiometers, hotwire anemometers, 
hygrometers etc.) to measure single parameters in buildings, the automotive 
research has adopted a different approach, mainly due to the small available 
working space and the dynamic driving tests that are required when making 
thermal measurements. Installing large amounts of equipment in vehicle cabins 
is time-consuming and presents difficulties when all parameters have to be 
measured in the same position. Using a transducer that measures the combined 
effect of all environmental parameters will make the evaluation very efficient. 

In his studies, Temming observed that the thermal environment in a vehicle 
cabin is very complex and thus difficult to evaluate. These difficulties are due to 
the influence of convective, radiative and conductive heat exchange created by 
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external thermal loads, the internal heating and by air conditioning and 
ventilation system [13]. 

The usual method to evaluate the thermal comfort parameters in vehicles is 
to use sensors to measure the air temperature at the level of the head and feet. 
The main purpose of such measurements is to determine how quickly the 
temperature will increase or decrease in a cold or warm vehicle cabin, to study 
the difference between the temperature at the feet and head level and to 
establish when the temperature reaches the thermal comfort level. However, 
using this method, only one of the needed parameters that concern the thermal 
comfort sensation is measured. By measuring only the air temperature, any 
influence of the air velocity and radiation (cold or hot) are neglected and the 
measurements might lead to false conclusions. This fact appears more often in 
vehicles than buildings, because the air conditioning system can create high 
local air velocities [14]. 

Nowadays, efforts are being made to estimate the thermal comfort in vehicle 
environments by measuring each environment parameter - air temperature, air 
humidity, mean radiant temperature, air velocity, human activity and clothing 
insulation. There is a great inter-correlation among these parameters. That is 
why the values recommended in standards are in well defined ranges. The 
thermal comfort can be obtained by correlating all these parameters. 

Air temperature 

The optimal value for the inside temperature is a function of the season time. 
During wintertime the optimal inside temperature adopted is θi = +22oC; during 
summertime different values for inside temperature are indicated in the 
literature. 

Temming underlines that air temperature zones inside a vehicle are not 
homogenous. Whereas the air temperature in buildings generally increases with 
height from the floor to ceiling, this fact is not acceptable in vehicles. In 
vehicles, the air temperature at the ankle level is expected to be higher than at 
head level. 

ASHRAE Standard 55 prescribes 3ºC for the vertical air temperature 
difference between head and ankle level [2]. Other studies set this limit up to 
6ºC [15]. 

Moreover, the air temperature depends upon the “class” of the vehicle. A 
larger vehicle with leather upholstery during warm-up conditions may have an 
entirely different air temperature than a small economy-class vehicle during the 
same driving conditions. 

The inside temperature is measured using temperature sensors. The recorded 
temperature values are between the values of the air temperature and the values 
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of the mean radiant temperature. In order to reduce the error introduced by the 
solar radiations, the temperature sensor must be as small as possible. The 
purpose of using appropriate temperature sensors is to see how quickly the 
temperature will increase or decrease in a cold or warm vehicle cabin and to 
measure the difference between the temperature at the level of head and feet. 

Air velocity 

Air velocity inside the vehicle usually has reduced values, ranging between 
0.1 and 0.4 m/s. The maximum air velocity allowed inside a vehicle is 
considered a function of the air temperature determined by the convection heat 
exchange between the human body and environment. Due to air velocity 
fluctuations, the measurements must be carried out over a period of 3 ÷ 5 
minutes to obtain a reasonable average value. When a model is developed, the 
air velocity value is neglected because it has a reduced value. 

Air flow sensation is subjective and varies according to the person’s 
sensitivity (some parts of the body are more sensitive, e.g. nape). The 
appearance of air currents is mostly due to the untight environment and to the 
air flow of the air conditioning system. The air flow coming through an open 
window increases the air velocities and the thermal discomfort as well. 

Inside the vehicle, the air flow can only be directed to smaller sections 
because of a reduced volume (as opposed to buildings). The heated air should 
be directed toward the bottom half of the occupant’s body and the cool air 
should be directed toward the upper half [16]. 

The studies of many researchers show that in a warm environment, higher air 
flow could provide a thermal comfort [17-19]. 

Figure 1 shows the correlation between the air velocity limit and the inside 
air temperature. As it can be seen in this figure the limits of air velocity values 
increase at high air temperature values. 

The air flow sensation appears above the air velocity curve. The air flow 
sensation is subjective and affects mostly the back of the passengers’ neck. 
Moreover, air flow sensation depends on the body’s thermal state [20]. 
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Figure 1: The air flow sensation curve [20]. 

Mean radiant temperature 

The mean radiant temperature (MRT) is the uniform surface temperature of 
an imaginary black enclosure in which an occupant would exchange the same 
amount of radiant heat as in the actual non-uniform space [2]. MRT represents 
the mean temperature of all the objects surrounding the body. MRT will be 
positive when surrounding objects are warmer than the average skin 
temperature and negative when they are colder. MRT governs human energy 
balance and human body heat losses, especially on hot sunny days [21]. 

Mean radiant temperature, θm, is obtained if surface Si and temperature θi are 
known for every construction element (e.g. door panels, dashboard) delimitating 
the passenger's area. 

Mean radiant temperature is calculated by using the following formula: 
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The mean radiant temperature can be determined if temperature and position 
of every construction element (e.g. door panels, dashboard) around the 
passenger inside the vehicle are known. 
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Relative humidity 

ASHRAE Standard 55 defines relative humidity as the ratio of the partial 
pressure of water vapour in a gaseous mixture of air and water vapour to the 
saturated vapour pressure of water at a prescribed temperature [2]. 

Relative humidity is measured in only one place inside the vehicle because 
the pressure of the water vapour is uniform in the entire vehicle. The human 
body is sensitive to air humidity changes. The thermal comfort sensation is 
optimal when the relative humidity value is about 50%. 

Temming observes in his studies that humidity plays a minor role. However, 
relative air humidity is correlated with inside temperature. These two 
parameters influence the thermal comfort of the passengers and they are the 
main parameters of the air conditioning system [21]. 

Figure 2 shows the correlation between temperature variation and the 
relative air humidity. As it can be seen in this figure, the relative air humidity 
increases when temperature decreases. A high relative humidity (over 70%) 
causes a sultry weather sensation increasing the discomfort level and can lead to 
problems of condensation, such as misting of windshields and shorting of 
electrical components. A low relative humidity (under 30%) causes a dry 
sensation, which can irritate the passenger’s bronchial ways. 
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Figure 2: Correlation between temperature and relative air humidity [21]. 

The recommended values for inside temperature and air humidity in 
correlation with the outside temperature are given in Table 1. 

Table 1: Inside temperature and air humidity as a function of outside temperature [22]. 

Winter Summer 
Outside temperature [˚C] 

till  +20 +20 +25 +30 +32 
Inside temperature [˚C] 22 22 23 25 26 

Min 35 - - - - Relative 
humidity  

% 
Max 70 70 65 60 55 
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Human activity level and clothing insulation 

The equivalent temperature, θeq, is calculated with formula [22]: 

                                         mieq AA   )1(                               (2) 

where:  θi – inside temperature; 
 θm – mean radiant temperature; 
  A – weight factor (Table 2). 

Table 2: Weight factor values at different air velocities values [22]. 

Inside air velocity, v [m/s] < 0,2 0,2……0,6 0,7……1 
Weight factor, A 0,5 0,6 0,7 

Figure 3 shows the equivalent temperature curves of thermal comfort as a 
function of the human activity level, qo, (1 met=58.2 W/m2) and clothing 
insulation (1 clo=0.155 m2K/W). The diagram was created for relative air 
humidity of 50% and for inside air velocity of va = 0 m/s, if human activities q0 
≤ 1 met; for relative air humidity of 50% and for inside air velocity of va = 
0.3(q0 – 1) if human activities q0 > 1 met. 

The surface temperature of the human body is an average temperature, as 
people have different skin temperatures for different parts of the body. Clothing 
insulation increases together with the temperature increase due to the lower 
difference between the air temperature and the human body’s surface 
temperature. Figure 4 shows the skin temperature corresponding to different 
parts of the human body versus the inside air temperature. As it can be seen in 
this figure, the temperature at the feet level is lower than the temperature at the 
head level. These temperature differences influence the thermal comfort of the 
passenger. 
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Figure 3: Thermal comfort limits for equivalent temperature as a function of human 
activity level and human clothing [23-25]. 
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Figure 4: Skin temperature of different human body parts versus inside air 
temperature [23-25]. 

Several supporting standards for clothing insulation (ISO 9920) and 
metabolic rate (ISO 8996) are available [26-27]. 

When all these parameters are measured, their combined effect on the 
occupants of the vehicle can be determined. 

In order to obtain an increased thermal comfort of the passengers, the 
parameters analyzed above are used to design the air conditioning system. 

3. Thermal comfort models 

Vehicle thermal comfort has been modelled using a combination of 
mathematical and statistical relationships. 

Different models of thermal comfort have been also developed that can be 
used to predict subjective comfort assessment. The models are usually based on 
six parameters - air temperature, air humidity, mean radiant temperature, air 
velocity, human activity and clothing insulation [28]. Some models have been 
validated as a result of research on human subjects. 

There are two significant models that can be used to predict thermal comfort 
and to estimate the environmental parameters of the vehicles (a mathematical 
model - Fanger’s model and a physical model using thermal manikins). These 
models are the basis for designing and improving the air conditioning system. 

Fanger’s model 

The most notable researcher on the thermal comfort analysis was P.O. 
Fanger [29]. Fanger’s model suggests that thermal comfort can be predicted if 
the values of all six environment parameters are known. According to Fanger, 
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the thermal comfort is analyzed by PMV (Predicted Mean Vote), and thermal 
discomfort can be analyzed by PPD (Predicted Percentage Dissatisfied). 

A vehicle represents a “moderate” thermal environment described by 
Fanger’s equation. The equations that led Fanger to develop the concept of 
PMV and PPD are based on the physiological processes that underlie human 
heat balance. The interaction between the human body and the environment is 
described by the heat balance equation between thermal heat developed by 
metabolism in the human body and the heat transferred through convection, 
conduction, radiation and evaporation [30]. 

The PMV is based on the subjective seven-step scale [31]. The value of the 
PMV index has a range from -3 to +3, corresponding to human sensations from 
cold to hot, respectively, where the null value of the PMV index means neutral. 
The PMV evaluation method treats the entire body as one object. It does not 
distinguish between different parts of the body. If one side is warm and the 
other cold, the PMV model would calculate a zero thermal load and therefore 
yield a neutral thermal sensation (PMV=0). It is noted that the optimum value 
for thermal comfort (PPD is 5% and PMV is 0) can be obtained only with 
automatic air-conditioning systems. 

The model was developed based on data from uniform thermal 
environments. Because it only calculates the heat transfer for the entire body, it 
cannot predict local discomfort. Clothing is assumed to cover the entire body 
uniformly which results in one skin temperature across the entire body. 

The PMV model is a basis for most current standards prescribing methods 
for evaluating thermal comfort in vehicles [2], [26], [32]. 

Fanger model has limitations related to: (i) thermal steady state or dynamic 
state, (ii) distinction between local and whole-body thermal comfort, (iii) 
environmental particularities of the vehicle. The PMV model depends on the 
context and is more accurate in vehicles with air-conditioning systems than in 
the ones with natural ventilation, because of the influence of outside 
temperature. The inadequate measurements of the thermal insulation of clothing 
and the metabolic rate will reduce the accuracy of the PMV index. Other 
limitations are related to the local effects of asymmetrical conditions or local air 
movement around the face of occupants. 

Thermal Manikins 

Measurement and assessment of thermal climate using a thermal manikin 
makes it possible to evaluate the best solution for thermal control. It can also be 
used to measure clothing and chair insulation. 

The first thermal manikin was introduced in 1985 by Wyon [33] and after 
that other manikins have been developed [34-36]. 
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Thermal manikins are currently available but they are used primarily for 
measuring the thermal insulation condition of the clothing. The problem is that 
the manikin does not respond to the environment in the way the human body 
does. Most current manikins do not possess a sweating capability and hence 
only sense dry heat transfer. Evaporative cooling is a critical and often used 
component of the thermoregulatory system of the body. A thermal manikin 
should possess this capability in order to accurately simulate the response of the 
body in all thermal environments. 

A thermal manikin that possesses a high degree of sensory spatial resolution, 
local thermoregulatory responses including sweating, a fast time response and a 
feedback loop to continuously react and adjust to a thermal environment like a 
human has never been developed. An advanced thermal manikin with these 
capabilities would help industry develop more effective and energy efficient 
climate control systems for transportation environments, or others where 
transient and extremely non-uniform thermal environments exist [37]. 

A thermal manikin needs to have the following properties in order to 
accurately simulate the human body: correct body shape and size; control of 
heat emission; control of the distribution of heat across the skin surface; 
emission of the skin; control of the distribution of perspiration across the skin 
surface; control of pose and movement and control of core [38]. 

So far, no manikin meeting all these criteria has been available. Depending 
on certain situations, for example, when wearing cold-weather gear in cold 
conditions, existing thermal manikins are limited to a uniform temperature 
distribution across the skin surface even though the human body’s extremities 
experience large drops in skin temperature. This leads to an overestimation of 
heat loss from the extremities in the result obtained using the thermal manikin. 

In order to improve the air conditioning system, measurements of local 
climate disturbances with a man-sized thermal manikin have to be made and 
have to be correlated with the thermal sensation experienced by subjects 
exposed to the same conditions. Criteria for acceptable climatic conditions can 
be defined in terms of quantities measured with the manikin. 

Although there are some limitations, the thermal manikin model represents a 
quick, accurate and efficient model for evaluating the vehicle's thermal comfort. 

3. Conclusion 

The vehicle is characterized by a moderate thermal environment. This 
environment is defined by six thermal comfort parameters: air temperature, air 
humidity, mean radiant temperature, air velocity, human activity and clothing 
insulation. By measuring all these parameters, the combined effects on the 
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occupants of the vehicle can be calculated. Specific models for thermal comfort 
are analyzed and used to estimate the thermal comfort of the passengers. 

Inside air temperature zones within the occupant space of vehicles are 
neither homogenous, nor desired to be homogenous. The inside temperature is 
correlated with inside relative air humidity. These two parameters influence the 
thermal comfort of the passengers and they are the main parameters of the air 
conditioning system. Humidity fluctuations play a minor effect if the values are 
in the range of 30% to 70%. Mean radiant temperature depends on the “class” 
(size and quality) of the vehicle and influence the passenger thermal comfort. 
Air velocity fluctuations are mostly due to the untight environment and to the air 
flow of the air conditioning system. In order to obtain an increased thermal 
comfort of the passengers, new measurement methods and efficient models 
must be developed. 
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