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On the global uniform stability analysis of
non-autonomous dynamical systems: A survey

N. HADJ TA1EB, M.A. HAMMAMI, M. HAMMI

ABSTRACT. In this survey, we introduce the notion of stability of time
varying nonlinear systems. In particular we investigate the notion of
global practical exponential stability for non-autonomous systems. The
proposed approach for stability analysis is based on the determination
of the bounds of perturbations that characterize the asymptotic conver-
gence of the solutions to a closed ball centered at the origin.

1. INTRODUCTION

Asymptotic stability is one of the corner stones of the qualitative theory
of dynamical systems and is of fundamental importance in many applica-
tions of the theory in virtually all fields where dynamical effects play a
role. Stability theory was developed first for systems of ordinary differen-
tial equations beginning with Lyapunov [37]| in 1892. It is characterized by
analyzing the response of a dynamical system to small perturbations in the
system states. Lyapunov proved that the existence of a Lyapunov function
guarantees asymptotic stability and for linear time-invariant systems also
showed the converse statement that asymptotic stability implies the exis-
tence of a Lyapunov function. Converse theorems usually are the harder
part of the theory and the first general results for nonlinear systems were
obtained by Massera and Kurzweil. Converse theorems are interesting be-
cause they show the universality of Lyapunov’s second method. Specifically
an equilibrium point of a dynamical system is said to be stable if, for suf-
ficiently small values of initial disturbances, the perturbed motion remains
in an arbitrarily prescribed small region of the state space. More precisely,
stability is equivalent to continuity of solutions as a function of the system
initial conditions over a neighborhood of the equilibrium point uniformly in
time. If, in addition, all solutions of the dynamical system approach the
equilibrium point for large values of time, then the equilibrium point is said
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to be asymptotically stable. According to Lyapunov, one can check stability
of a system by finding some function V, called the Lyapunov function which
is definite along every trajectory of the system, and is such that the total
derivative ‘il—‘{ is semi definite of opposite sign (or identically 0) along every
trajectory of the system. If the function V exists with these properties and
admits an infinitely small upper bound, and if %/ is definite (with sign op-
posite to that of V'), it can be shown further that every perturbed trajectory
which is sufficiently close to the unperturbed motion approaches the latter
asymptotically. The intuitive idea is that V can be considered as a general-
ized energy that is bounded below, and decreasing along solutions. It is well
known that there is no general procedure for finding the Lyapunov functions
for nonlinear systems, but for linear time invariant systems, the procedure
comes down to the problem of solving a linear algebraic equation, called the
Lyapunov algebraic equation. This approach is said the Second Method of
Lyapunov, also called the Direct Method of Lyapunov because it does work
directly on the equation in question instead of on its linearization. Unlike
Lyapunov’s direct method, which can provide global stability conclusions
for an equilibrium point for a nonlinear dynamical system, Lyapunov’s in-
direct method also called the First Method of Lyapunov draws conclusions
about local stability of the equilibrium point by examining the stability of
the linearized nonlinear system about the equilibrium point in question.

In this survey, a brief review of the theory of continuous autonomous
and non-autonomous dynamical systems and some stability concepts of their
equilibrium points is given. We will explain why such systems are frequently
encountered in science and engineering and why the concept of stability for
their equilibrium points is so important ([5,6,12-18,22,27,33,35-54]). De-
spite the considerable time and effort that has been spent on developing
stability theory, important progress has still been made with respect to the
theory of Lyapunov functions in recent times. Several authors have intro-
duced the concept of practical stability (|7-11,19-21,28-32]), where this
notion is important in certain engineering applications. Essentially these
applications have one common problem, namely, the existence of external
inputs or disturbances, possibly random, time-varying or unbounded in time,
that cause instability and tend to produce oscillations. In such a situation,
if the system trajectories oscillate around a mathematically unstable course,
then the next best course of action would be to ensure that the performance
of the system in question is still acceptable in a practical sense. Specifically,
a concrete system will be considered stable if, in case the initial values the
external disturbances are bounded by suitable constraints, the deviations of
the motions from the equilibrium remain within certain bounds determined
by the physical situation.

Furthermore, we introduce some generalization of the Gronwall inequality
for systematic study of uniform practical asymptotic stability properties,
boundedness and convergence to zero properties for the solutions of certain
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differential system of equations. To deal with such situations, the concept of
practical stability is more useful. Furthermore, we give illustrative examples
showing the applicability of the results. To generalize Lyapunov theorems,
we establish sufficient conditions for various Lyapunov stability types of
perturbed systems to study the problem of uniform practical asymptotic
stability and the global uniform practical stability of time varying perturbed
system. Notice that the system is not assumed to have an equilibrium point.
We use the class KL-function and KC-function introduced by [35] in our
analysis through the solution of an autonomous and non autonomous scalar
differential equation. As a consequence, we obtain upper and lower bounds
on a positive definite function in terms of class K-function.

2. DYNAMICAL SYSTEM

A dynamical system is one which evolves with time. Mathematically, it
consists of the space of states of the system together with a rule for deter-
mining the state at a future point of time, when present state is given. The
mathematical formalism of differential equations has proven useful for de-
scribing dynamical systems, that is the evolution of the system with respect
to time. There are two main types of differential equations; ordinary and
partial differential equations. The first one only include derivatives with
respect to one independent variable whereas the second one include deriva-
tives with respect to more than one variable. In this survey, only ordinary
differential equations, with time as the independent variable, are considered.
All ordinary differential equations can be written as a system of first order
derivatives, the state space form:

(1) (li(t) :f(tvx(t))7 ‘T(tO) = Zo,

where t > tg > 0 is the time, (") denotes differentiation with respect to time,
n is called the dimension of the system and zg, z(t) € R", often referred to
as the state, contains the information about the underlying system that is
important to as. The right hand side of this equality is referred to the
mapping f : Ry x R™ — R"™ which expresses how the state changes in time
and is piecewise continuous in ¢, and locally Lipschitz in z. If f is a linear
function in z, then the system is said to be a linear system which is used as it
is easy to analyse, an approach that has no doubt proven to be very fruitful.
However, some physical systems are very poorly described by linear equation
and in those cases nonlinear description and thus nonlinear function have to
be employed.

When the function f is not explicitly dependent on time, the system
is called an autonomous dynamical one. This assumption can however be
made without loss of generality since non-autonomous dynamical systems,
with function f depend on both ¢t and x, can be transformed to autonomous
form by introducing time as an additional state variable. For analytical
purposes, let ¢ the flow, represent the state of the system after a time ¢ of
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flowing along the trajectory which stats at the point x. Our system can
then be expressed in terms of the flow as a%gb(T, t,x) = f(7,¢(r,t,x)) for all
(1,t,2) € R x R x R™. This mapping satisfies the following properties:

i) Initial value condition: ¢(t,t,x) = z;

ii) Composition rule: ¢(to,t,x) = ¢(to, t1, ¢(t1,t,)).

A lot of differential equations can not be solved explicitly, or have hardly
manageable solutions. With the help of numerical methods the solutions
can be approximated very well on fixed time intervals, but more often one
is interested in a qualitative behavior of the solutions. A primary topic of
this qualitative theory of differential equations is the stability theory. This
latter was probably the first question in dynamical systems which dealt with
the satisfactory way. Stability question motivated the introduction of new
mathematical tools in engineering. Stability theory has been an interest to
mathematicians for a long time and had had a stimulating impact on these
fields. There are different kinds of stability problems that arise in the study
of dynamical systems. We interest, in this work on stability of equilibrium
point for some classes of linear and nonlinear systems. This stability is
usually characterized in the sense of Lyapunov. In fact, theory of stability
in this sense, is new well known and is widely used in concrete problems of
the real world. In the following, we define the concept of Lyapunov-stability.

3. STABILITY THEORY

We will be interested in the behavior of the solution of the nonlinear
non-autonomous system (1) as time goes to infinity. This is the subject
of the stability theory. In order to make things more formal, we need to
introduce the concept of an equilibrium point and present a rigorous notion
of stability. For r > 0, we denote by B, = {x € R" | ||z|| < r} and
Ulr) ={ze R" ||z <r}.

Definition 1 (Equilibrium point). Let 2° € R™. 2 is an equilibrium point
for (1) if :

(2) ft,z%) =0, Vt>0.

An equilibrium point has the property that if the state of the system starts
at 20, it will remain there for all future time. Without loss of generality,
we can assume that the origin is an equilibrium point of (1) because any
equilibrium point can be shifted to the origin via some change of variables.
The formal definitions of stability that we are going to be using are as follows.

Definition 2 (Stability). The equilibrium point = 0 is stable if for each
e > 0 and any ty > 0, there is 0 = d(tp,e) > 0 such that ||zg|| < 0 =
lx(t)]] <€, V> to.

That is, an equilibrium point is stable if all solutions starting at nearby
points stay nearby; otherwise, it is unstable. Let us note that the stability
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of systems does not involve the convergence of solutions to the origin, which
why the notion of stability alone is not sufficient to study the behavior of
solutions. Then, we define the notion of attractiveness.
Definition 3 (Attractiveness). The equilibrium point z = 0 is:

i) Attractive if for each tg € R4, there exist r(tp) > 0 such that

Vo € U(r(ty)), tl>i+moox(t) =0.

ii) Globally attractive if for each to € Ry and any xo € R™ :
lim z(t) =0.

t—+4o00
Definition 4 (Asymptotic stability). The equilibrium point x = 0 is:
i) Asymptotically stable, if it is stable and attractive.
ii) Globally asymptotically stable, if it is stable and globally attractive.

That is, if all solutions starting at nearby points not only stay nearby, but
also tend to the equilibrium point as time approaches infinity. Corresponding
to different type of stability, we can define concepts of boundedness.

Definition 5 (Uniform boundedness). The solution of (1) is said to be
uniformly bounded if there is a nonnegative constant a, such that for all
b e (0,a), there exists ¢ = ¢(b) > 0 such that for each ty € R :

[zoll <b = [lz(®)] <cb), V= to.

It is said to be globally uniformly bounded if the previous property is true
for all b > 0 ie a = +o0.

Definition 6 (Uniform stability). The equilibrium point z = 0 is:
i) Uniformly stable, if for all € > 0, there is § = d(e¢) > 0 such that for
each tp € Ry :

[zoll <& = [lz(®)ll <€ V= to.

ii) Globally uniformly stable, if it is uniformly stable and the solutions
of system (1) are globally uniformly bounded.

It is clear that the uniform (global) stability implies the uniform (global)
boundedness.

Definition 7 (Uniform attractiveness). The point z = 0 is:

i) Uniformly attractive, if there exist » > 0 such that Ve > 0 there is
T :=T(e) > 0 such that for each ¢y € Ry and any xg € U(r) :

VE>T+t, |z(t)] <e

ii) Globally uniformly attractive, if Ve > 0 there is T := T'(¢) > 0 such
that for each tg € Ry and any xg € R™ :

Vi >T +ty, |z(t)] <e.
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Definition 8 (Uniform asymptotic stability). The equilibrium point = 0
is:
i) Uniformly asymptotically stable, if it is uniformly stable and uni-
formly attractive.
ii) Globally uniformly asymptotically stable, if it is globally uniformly
stable and globally uniformly attractive.

It is instructive to note that the definitions of asymptotic stability do not
quantify the speed of convergence of trajectories to the origin. Consequently,
we use exponential stability.

Definition 9 (Exponential stability). The equilibrium point x = 0 is:

i) Exponentially stable, if it is stable and there exist 7, A1, A2 > 0 such
that for each z¢ € U(r) and any ¢ty € Ry :

[N < Adllzollexp(=Aa(t —to)), Vi =>to >0,

the constant \s is said the convergence rate.
ii) Globally exponentially stable, if it is stable and there is A1, A2 > 0
such that for all xg € R™ and any tp € Ry :

[N < Aillzoll exp(=Aa(t — o)),  VE=>to > 0.

Remark 1. (Global) Exponential stability always implies (global) uniform
asymptotic stability. The converse is true for linear systems but not for
nonlinear systems in general. As an example, the solution of the scalar
nonlinear system : & = —x°, can be found easily to show asymptotic but not
exponential stability.

In general, the question of determining wether the equilibrium point of
a nonlinear dynamics is (globally) asymptotically stable can be extremely
hard. The main difficulty is that more often that not it is impossible to
explicitly write a solution to the differential equation (1). Nevertheless, in
some cases, we are still able to make conclusions about stability of nonlinear
systems, thanks to a brilliant idea of the famous Russian mathematician
Aleksandr Mikhailovich Lyapunov. This method is known as Lyapunov’s
direct method and was first published in 1892. We devote the next section
to present this method.

4. LYAPUNOV THEORY

Stability, asymptotic stability and exponential stability can be charac-
terized in terms of special scalar functions know as class IC, Ko and KL
functions.

Definition 10 (Class K function). A continuous function a : [0,a) —
[0, 400) is said to belong to class K, if it is strictly increasing and «/(0) = 0.
It is said to belong to class K if a = 400 and a(r) — +oo as r — +o0.
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Definition 11 (Class KL function). A continuous function g : [0,a) X
[0, 400) — [0, +00) is said to belong to class KL, if for each fixed point s ,
the mapping 3(r, s) belongs to class K with respect to r and for each fixed
r, the mapping S(r, s) is decreasing with respect to s and B(r,s) — 0 as
s — +00.

The following lemma states some obvious properties of these functions.

Lemma 1. Let aq(s) and aa(s) be class K functions on [0,a),as(s) and
ay(s) be class Koo functions and S(r,s) is a class KL function on [0,a) X
[0, 4+00). Denote limi ai(z) by aj(a) (i =1,2), then:

i) o ( ) is defined on [0, ai(a)) and belongs to class K.
ii) ag'(s) is defined on [0, +00) and belongs to class Koo
iii) ayq o aa(s) belongs to class K.

iv) as o ay(s) belongs to class Koo.
) o(r,s) = a1(B(az(r),s)) belongs to class KL.

\%

The following result gives equivalent definitions of stability using class K
and KL functions:

Proposition 1. The equilibrium point x = 0 of (1) is

i) Uniformly stable if and only if there exist a class K function a and
a positive constant ¢ independent of tg such that

[zl < alllzoll), vt = t0 = 0, ¥ [[zo]| < c.

i) Globally uniformly stable if and only if the previous inequality is sat-
isfied for any initial state xg.

iii) Uniformly asymptotically stable if and only if there exist a class KL
function 8 and a positive constant ¢ independent of tg such that

(3) @)l < Blzoll, £ —to), Yt =ty 20,V|xol <ec.

iv) Globally uniformly asymptotically stable if and only if the previous
wequality 1s satisfied for any initial state xq.

v) Ezponentially (resp. globally exponentially) stable if and only if the
inequality (3) is satisfied with (resp. ¢ = +00)

(4) B(r,s) = krexp(—vys), k>0,y>0.

Lyapunov’s direct method allows us to determine the stability of a system
without explicitly integrating the differential equation. This method is a
generalization of the idea that if there is an appropriate energy function in a
system, then we can study the rate of change of the energy of the system to
ascertain stability. To make this precise, we need the following definitions.
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Definition 12 (Positive definite function, proper function, decrescent
function).

i) A continuous function V : Ry x U(r) — Ry is said to be positive
definite, if there is a class K function aq such that V(¢,0) = 0 and

Vit,z) > ai(||z|), Yt > 0,Vz € U(r).

ii) A continuous function V' : Ry x R® — Ry is said to be proper
(radially unbounded), if there is a class K function ag such that
V(t,0) =0 and

Vit,z) > as(|z])), Vt> 0,z € R™

iii) A continuous function V : Ry xU(r) — Ry is said to be decrescent,
if V(¢,0) = 0 and there is a class K function ag, such that

V(t,x) < as(||z]), Vt >0,V € U(r).

iv) A continuous function V' is said to be negative definite if —V is a
positive definite function.

Next, we introduce the Lyapunov function as a generalization of the idea
of the “energy” of a system. Then the method studies stability by looking
at the rate of change of this "measure of energy”.

Definition 13. Let V : Ry x U(r) — R4 be continuously differentiable
function. Then The time derivative of V" along the trajectories of system (1)
is denoted by V (¢, z) where

. av. oV
Vit,z) = —+——f(t, ).
(t,) ot + Oz f(t,o)
Note that V depends not only on the function V' but also on the system
(1). The quantity V (¢, z) can be interpreted as follows: Suppose a solution
trajectory of this system passes through xy at time ty. Then, at the instant

to, the rate of change of the quantity V (¢, z(t)) is V (to,x0), which can be

written
V(to,l’o) _ d<v(dxt(t)))

Definition 14 (Lyapunov function). We consider the system (1). Let » > 0
and V : Ry x U(r) — R a continuously differentiable function. V is said
to be a Lyapunov function, if it satisfy the two following properties

|t=to-

i) V is a positive definite function.

i) V(t,z) <0, Vt € Ry, Yo € U(r).
We use the next theorem to deduce the stability of the equilibrium point
when the system has a Lyapunov function. Then the stability theorem of
Lyapunov can be stated as follows:
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Theorem 1 (Stability). We consider the system (1).

If this system has a Lyapunov function V on U(r) for r > 0, then the
origin x = 0 is an equilibrium point stable. Moreover, if V' is decrescent
then x = 0 is an equilibrium point uniformly stable.

Finally, If the system (1) has a Lyapunov function V' on R™, decrescent
and radially unbounded, then x = 0 is an equilibrium point globally uniformly
stable.

Example 1. Consider the following system:
1 = —x1 — exp(—2t)xo,
{jcg =21 — X9.
To study the stability of the origin, let V (¢t,2) = 23 + (1 + exp(—2t))z3.
Clearly
ai(flz])) = ot + 23 < V(t,2) < af + 225 = ao(||2]),
thus, we have that

i) V(t,z) is positive definite and radially unbounded, since ay(]|z||) <
V(t,x), with oy is a class Ko function.

ii) V(t,x) is decrescent, since V (¢, z) < aa(||z]]), with ag is also a class

K function.
Moreover,
Vit,z) = aa‘t/ - aa‘;f(t,x)
= —2[z] — 39 + 25(1 + 2exp(—2t))]
< —(af+a3)
< 0.

Then the origin is globally uniformly stable.

Theorem 2 (Asymptotic stability [35]). Let x = 0 be an equilibrium point
of (1) and r > 0. Let V : Ry x U(r) — R be a continuously differentiable
function such that there exist class functions IC : a1(.), aa(.) and as(.) defined
on [0,7) satisfying Yt > to, Yo € U(r),

(5) ar([lzll) < V(Et,2) < oo(]]]),
(6) Vit,z) < —oas(|x]]).
Then x = 0 s an equilibrium point uniformly asymptotically stable. If

U(r) = R", a1(.) and as(.) are class Ko functions, then x = 0 is an equi-
librium point globally uniformly asymptotically stable.

Theorem 3 (Exponential stability). We consider the system (1). Assume
that the system has a Lyapunov function V(t,z) and there exist constants
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c1,¢2,c3,¢4 >0 and r > 0, such that V't > tg,V x € U(r) we have:
(7) e l)? V(t,x) < a2,
(8) Vit,e) < —esllzf®.

Then x = 0 is an equilibrium point exponentially stable. If U(r) = R™, then
the origin x = 0 is an equilibrium point globally exponentially stable.

<
<

Lyapunov analysis can be used to find conditions for instability of an
equilibrium point, for example 2 = 0 must be unstable if V and V are both
positive definite. These results are known as instability theorems.

Once again we emphasize that Lyapunov’s theorems allow stability of
the system to be verified without explicitly solving the differential equation.
Lyapunov’s theorems, in effect, turn the question of determining stability
into a search for Lyapunov function. The natural question that immediately
arises is if this Lyapunov function always exists? In many situations, the
answer is positive and it is due to so-called converse theorems.

5. CONVERSE LYAPUNOV THEOREMS

The converse Lyapunov theorems, which is the inverse of Lyapunov’s the-
orems, establish the stability of the origin by requiring the existence of an
auxiliary function that satisfies certain conditions.

Theorem 4 (Converse Lyapunov theorem). Assume that the origin is an
equilibrium point of the system (1) where f : [0,400) x U(r) — R" is a
0
continuously differentiable function and the Jacobian matriz [8]‘} 18 uni-
x
formly bounded on U(r) with, r,p > 0 and k,~ be constants, such that p < 7.

Assume that all trajectories of the system satisfy
[zl < Ellzollexp(—=y(t —t0)), V=10 >0,Vz € U(p).

Then, there exist a function V(.,.) : [0,400) x U(p) — R and some con-
stants c1,ca,c3 and cg > 0 satisfying the following inequalities:

ale)?* <V(tz) < efe]?
ov oV )
i il <
ot (t,%) + ox (t,.T)f(t,CC) = 03”33H )

ov
ISl < ezl

Furthermore, if r = +o00 and the origin is globally exponentially stable,
then V(t,x) is defined on Ry x R™ and satisfies the previous inequalities for
all (t,x) € Ry x R™.

If the system is autonomous, V can be chosen independent of t.

Theorem 5. Assume that the origin is an equilibrium point of the system
(1) where f : [0, +00) xU(r) — R™ is a continuously differentiable function
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x
function and p > 0 such that 3(p,0) < r. Assume that all trajectories of the
system satisfy

lz@®)| < B(lzoll,t —to), Vt>to>0,VzeU(p).

Then, there exists a function V : [0, +00) x U(p) — R continuously differ-
entiable that satisfies the following inequalities :

ar([lz]) <V(t,z) < ao(]z]),

(t.0)+ S0 () < —aslal)

ov
I5; @2l < aall=lD),

where ayq, ag, s and oy are class K functions defined on [0, p).
Furthermore, if 1 = 400 and the origin is globally uniformly asymptot-
ically stable, then V (t,x) is defined on Ry x R™ and satisfies the previous
inequalities for all (t,x) € Ry x R™.
If the system is autonomous, V can be chosen independent of t.

and [g‘f] is uniformly bounded on U(r) with r > 0. Let 5 be a class KL

oV
ot

Unfortunately, converse theorems are often proven by assuming knowledge
of the solutions of (1) and are therefore useless in practice. By this we
mean that they offer no systematic way of finding the Lyapunov function.
Moreover, little is know about the connection of the dynamics f to the
Lyapunov function V. Among the few results in the direction, the case
of linear systems is well settled since a stable linear system always admits
a quadratic Lyapunov function. It is also known that stable and smooth
homogenous systems always have a homogeneous Lyapunov function.

6. LINEAR SYSTEMS AND LINEARIZATION

More recently, there has been a significant interest in the study of the
stability properties of the solution of linear systems. While the determina-
tion of qualitative properties of the solution of linear time-invariant systems
(LTT) is relatively simple, the determination of corresponding properties for
linear time-varying systems (LTV) is very difficult and complicated since it
requires the evolution of the transition system matrix.

For instance, it is known that the stability conditions of (LTI) systems
can be obtained by examining the eigenvalues of the system matrix, or by
solving some Lyapunov equation. However for (LTV) systems, the stability
may not be determined from the eigenvalues of their matrix system. When
A(t) is time varying, it was shown that the real parts of the spectrum of A(t)
for every t are negative does not imply the asymptotical stability of the time-
varying system. In [27] and references therein, some exponential stability
conditions are derived for (LTV) systems where A(¢) is assumed to be slowly
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varying ie sup;ep+ || A(t)|| is sufficiently small. Therefore, finding simple and
effective conditions for the qualitative properties of (LTV) systems has been
a topic of long-standing interest.

6.1. Linear time-invariant systems. Consider the linear time invariant
System

9) z = Az,

where x € R™ and A is a constant matrix (n x n). The system (9) has an
equilibrium point at the origin. The equilibrium point is isolated if and only
if det(A) # 0. If det(A) = 0, the matrix A has a nontrivial null space. Every
point in the null space of A is an equilibrium point for the system (9). We
are interested to the origin, then stability properties can be characterized by
the locations of the eigenvalues of the matrix A. Recall from linear system
theory that the solution of (9) for a given initial state x(0) is given by

x(t) = exp (At) z(0),

where the matrix exponential is defined by the power series

100 Akyk
A"t

exp(At) = g o
k=0

It is well known that the asymptotic behavior of its solutions depends on
the eigenvalues of A. More precisely, when all eigenvalues of A have strictly
negative real parts, A is called a stability matrix or a Hurwitz matrix. The
following theorem characterize the stability properties of the origin.

Theorem 6.

i) The origin of (9) is globally asymptotically stable if and only if it is
exponentially stable.

i) The origin of (9) is globally asymptotically stable if and only if all
eigenvalues of A have strictly negative real parts ie A is a Hurwitz
matric.

iii) The origin of (9) is stable if and only if all eigenvalues of A satisfy
RA; <0 and every eigenvalue with ®\; = 0 has an associated Jordan
block of order one ie simple eigenvalue.

Example 2. Determine the stability of the system with state matrix
(0 -1 . _ [ To1
A(l 0 ) Wlth$0<$02 >
By using Theorem 6, we conclude that the origin is stable. Moreover, we
have: ‘
(1) = < xo1 cos(t) — xpz sin(t) > ‘

xo1 sin(t) + xo2 cos(t)
Using the 2-norm leads to

@) = llzoll-
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Therefore the system is not asymptotically stable (since in general
lim g o [[2(8)[| = [lzol| # 0).

Asymptotic stability of the origin can be investigated using Lyapunov’s
method. We can consider as a Lyapunov function candidate V (z) = 27 Px
where P is a real symmetric positive matrix. The following proposition
characterize the asymptotic stability of the origin in terms of the solution of
the Lyapunov equation.

Proposition 2 ([35]). A matriz A is a Hurwitz matriz, if and only if for
any given positive definite symmetric matriz Q there exists a unique positive
definite symmetric matriz P that satisfies the following Lyapunov equation

PA+ATP=—Q.

Remark 2. A more common technique to obtain a (P, Q) is:

i) Choose a P symmetric matrix that is positive definite, compute @,
and check if it is positive definite symmetric matrix. This is not a
smart approach, since A is stable, then not every positive definite
and symmetric P will yield a positive definite and symmetric Q.

ii) If A is stable, any positive definite symmetric matrix ¢ will yield a
positive definite symmetric matrix P. The usual approach is to set
@ = I,, then solve for P.

Example 3. Determine the stability of the system with state matrix A =

-6 -5
inspection the matrix A (A2 = —2, —3).

< 0 1 > using the Lyapunov equation. The system is clearly stable by

Let P = Z l; ) and consider the Lyapunov equation PA+ATP = —1I.
It can be written:
0 12 0 a 1
1 -5 —6 b 1=120
0 -2 10 c 1
The elements of the matrix P must satisfy @ > 0 and ac — b*> > 0. Then,
67 1
. . . L [ s 12
the unique solution of this equation is given by P = 17 ) .
12 60

Note: Choosing P = I will not work! No conclusion.

In general, the Lyapunov equation can be used to test whether or not a
matrix A is a stability matrix, as an alternative to calculating the eigenvalues
of A. However, there is no computational advantage in solving the Lyapunov
equation over calculating the eigenvalues of the matrix A. Besides, the
eigenvalues provide more direct information about the response of the linear
system. The interest in the Lyapunov equation is not in its use as a stability
test for linear systems; rather, it is in the fact that it provides a procedure
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for finding a Lyapunov function for any linear system when A is a stability
matrix. The mere existence of a Lyapunov function will allow us to draw
conclusions about the system when the right-hand side of (9) is perturbed,
whether such perturbation is a linear perturbation in the coefficients of A
or a nonlinear perturbation.

6.2. Linear time-varying systems. Stability analysis for linear time-varying
systems is of increasing interest theory. One reason is the growing impor-
tance of adaptive controllers for which the underlying closed-loop adaptive
system often is time-varying and linear which can be modeled as:

(10) z = A(t)z, z(ty) = w0,

where A is an n X n matrix whose entries are all real valued piecewise contin-
uous functions of ¢ € R*. The space of solutions of (10) is of dimension n.
A basis of the space of solutions of the system (10), i.e., a set {z1,...,zn}
of linearly independent solutions, is called a fundamental set of solutions.
A matrix U(t) = [z1(t) - - x,(t)] whose columns are the vectors of a
basis of the solution space of (10) is called a fundamental matrix of (10). A
fundamental matrix of (10) is solution of the matrix equation

(11) U(t) = A@) P (),

and conversely, any nonsingular solution of (11) is a fundamental matrix of
(10).

Definition 15. Let ¥(¢) be a fundamental matrix of (10). Then

(12) d(t,tg) = V()T (ty), Vt>tg

is called the state transition matrix of (10).

Notice that the above definition is consistent in the sense that ®(t, 1) is
uniquely defined by A(¢) and independent of the particular choice of W(t).
Indeed, for two different fundamental matrices W (¢) and Wo(t), there exists
a nonsingular matrix P(t) such that Wy (t) = Wy (¢)P(t). Thus, following the
Definition, we get:

®(t,to) = W1 ()7 ' (to) = Wa(t) P~ (1) P(t) 3 (to) = Wa(t) V5 (to).
The transition matrix has the following properties:

Proposition 3. If ®(t,ty) is the state transition matriz of the system (10),
then:

i

(tg,tl)tb(tl,to);
Tty ) = (tz,tl)
)

)
)
)
)
)
) = exp ft Tr(A(u))du).
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The solution of (10) with initial conditions x(tg) = xg is
(13) x(t) = ®(t, to)xo, Yt > to.

Formula (13) can be directly checked using the definition relation (12). It
shows that the state transition matrix is a linear transformation which maps
the initial condition x( into the state z at time ¢.

Remark 3.
i) If the system is time-invariant (A(t) = A), we can define
D(t,t0) = exp(A(t — to)).

ii) If A(t) is not constant and the matrices A(t) and A(s) commute for
all (¢,s), then

t

B(t, to) = exp ( A(s) ds) .

to

Example 4. Let A(t) = ( _tl :i ), then the transition matrix ®(¢, o)
satisfies:

O(t,tg) = exp((t—to)A)
_ exp(—(t—to»(

cost —sint
sint  cost '
We get some further characterization for asymptotic stability.

Theorem 7 (Transition matrix and stability). The trivial solution of the
homogeneous system (10) is:

i) Stable if and only if
Ytg >0, JB>0, Vt>to:| Pt to)| <B.
i) Uniformly stable if and only if
AB>0, Vig>0, VE>ty: | O k)| < 5.
iii) Asymptotically stable if and only if
Vto > 0: lim ®(t,t0) = 0.
iv) Globally uniformly asymptotically stable if and only if there exist
positive constants k and v such that
[@(t,t0)|| < kexp(—y(t —to)), Vt=to=0.
Proof. see [35]. O
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Corollary 1. The system (10) is:

i) Uniformly asymptotically stable if and only if it is globally uniformly
asymptotically stable.

i) Uniformly asymptotically stable if and only if it is exponentially sta-
ble.

Corollary 2. The trivial solution of the homogeneous system (10) is:
i) Globally asymptotically stable if and only if it is asymptotically stable.
i) Globally exponentially stable if and only if it is exponentially stable.
Corollary 3. The system (10) is:
i) Uniformly stable if,

[z < ~llz@o)ll, vt =to

for some v > 0.
i) Uniformly asymptotically stable if,

[zl < yexp(=A(t —to))[[z(to)ll, V= to
for some positive constants v, A > 0.

Remark 4. When we turn to linear time-varying system, the study of sta-
bility is much complicated. In view of Theorem 6 , it might be thought that
if all eigenvalues of A(t) have negative real parts for all ¢ > tp, then the
origin of (10) would be asymptotically stable. Unfortunately, this conjec-
ture is not true. Therefore uniform stability or asymptotic stability cannot
be characterized by the locations of the eigenvalues of A(t) as the following
examples shows.

Example 5. Consider the linear system @(t) = A(t)z, where

A(t) = —1+4+1.5cos%t 1 —1.5sintcost
~ \ —1—1.5sintcost —1+ 1.5sin’t
We have the characteristic equation: A2 %)\ + % =0= Mo = %ﬁ_

Thus, the eigenvalues are independent of ¢ and lie in the open left-half plane.
Yet, the origin is unstable. We can verify that

~( exp(0.5t)cost e tsint
(¢,0) = < —exp(0.5t)sint  exp(—t)cost /)’
which shows that there are initial states x(0) arbitrarily close to the origin,
for which the solution is unbounded and escape to infinity.
Example 6. Consider the linear system @(t) = A(t)z, where

At) = (

cost sint
—sint cost )
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We have

—sinAy  cos Ag

B(t,ty) = exp(\) ( Ccos Ay sin A9 ) ’

where \; = sint — costg and Ay = costy — cost. Then,
()] < exp(2)|z(to)l|, VE = to,

and consequently the system is uniformly stable. It is not uniformly asymp-
totic stable because exp(sint) cos(1 — cost) - 0 as t — oo.

Interestingly, if we freeze time and compute the eigenvalues of A(t) at
that instant, the results do not tell us whether the system is stable, except
in special cases wherein the eigenvalues are changing "slowly." Also, when
a time-varying system has an unstable eigenvalue, that does not necessarily
imply that the system is unstable overall!! (unless all of them are unstable).

Notice that for linear systems, uniform asymptotic stability is equivalent
to exponential stability. Also, in the general case of nonlinear systems, an
equilibrium point is globally uniformly or exponentially stable if it is the
only equilibrium of the system.

Now we investigate the asymptotic stability of system (10) by the use of a
Lyapunov-like approach. The following lemma states the Lyapunov-equation
and gives a solution under certain conditions.

Lemma 2 (Solution of the Lyapunov-equation).
Let A,Q : [0,+00) — R™ be continuous. If the integral

+oo
P(t) := / ®(s,t)TQ(s)P(s,t)d s
t
exists for all t > 0, then the time-varying Lyapunov-equation
(14) —P(t) = P(t)A(t) + AT(t)P(t) + Q(1)
has the continuously differentiable solution P : [0,400) — R,

When the linear system (10) is time invariant, that is, when A is constant,
then for a constant matrix @), the matrix P(t) is given by

P(t) = /tJroo exp[(s — t)AT]Q exp[(s — t)A]d s

= /+OO exp(sAT)Qexp(sA) d s,
0

which is independent of .

Now, using Lyapunov approach, we suppose that there exists a continu-
ously differentiable bounded, positive definite, symmetric matrix P(t) that
is,

al <P(t)<col, Yt>0 (c1 >0, ca>0),
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which satisfies the Lyapunov-equation (14) where Q(¢) is continuously, pos-
itive definite, symmetric matrix, that is,

Q(t) >c3l, Yt>0 (c3>0).
Consider the Lyapunov function candidate
V(t,z) = 2T P(t)z.
This function satisfies
allzl* < V(t,z) < ezflz]?,

Moreover, this function is proper since c;||z||? is a class Ko, function. the
derivative of V (¢, x) along the trajectories of system (10) is given by

V(t,z) = zTPt)x+2TP@t)i+iTP(t)z
= 2T(P(t) + P()A(t) + AT(t)P(t))x
= —2TQ(t)x

< —csfz?.

Then V (¢, z) is negative definite. All assumptions of Theorem 2 are satisfied
with a;(r) = ¢;72, then, the origin is globally uniformly exponentially stable.

Theorem 8 ([35]). Suppose that the origin is an equilibrium point uni-
formly asymptotically stable of system (10). Suppose also that A(t) is contin-
uous and bounded. Then, for any matriz Q(t) continuous, positive definite,
symmetric, and bounded, there exists continuously differentiable bounded,
positive definite, symmetric matriz P(t) that satisfies (14). It follows that
V(t,z) = 2T P(t)z is a Lyapunov function of the system that satisfies as-
sumptions of Theorem 2.

Remark 5. Asymptotic stability of the system (10) is not sufficient in gen-
eral, to guarantee existence of solution to Lyapunov-equation, since there is
a need for a certain convergence rate of the solution of (10) to zero. Fur-
thermore, the following example illustrates that asymptotic and exponential
stability are not equivalent, as it is in case, when A is constant.

Example 7. Consider the scalar differential equation
1
(15) z(t) = ———ux(t), tel0,+00), x(to) = xo.
141

Then, for any x9 € R,y € RT, the scalar differential equation (15) has a
unique global solution
1+

x
1+t
Ve > 0, take 6 = . When |zg| < 0, |z(t,to, z0) < |zo| <& Vt >t holds, so
the zero solution is uniformly stable, and limy_, 4 z(t, to, z9) = 0. Hence,

z:[0,400) > R, t+— 05



N. Haps TaieB, M.A. Hammawmi, M. HamMmi 19

the zero solution is asymptotically stable. But for each T > 0 and any
to > 0, we can choose t = tg + T', so we obtain for all zg # 0:

to+1
O+ T+1
This means that the zero solution is not uniformly attractive, and therefore,

the zero solution is not uniformly asymptotically stable ie not exponentially
stable.

x(t, to,x0) = —x9#£0, ast— too.

Theorem 9.

i) Let A(t) be bounded and Q(t) is continuously, positive definite, sym-
metric matriz, that is

Q(t) > esI >0, V£>0 (c5>0).

If (1.5.2) is exponentially stable, then there exists a continuously
differentiable solution P(t) is a continuously differentiable bounded,
positive definite, symmetric matrix, that is,

0<al <P(t)<cl, Yt>0 (¢ >0,c0>0),

to (1.5.3).

ii) If there exist P(t),Q(t) continuously, positive definite, symmetric
matriz, such that P(t) is continuously differentiable, bounded and
(14) holds, then (1.5.2) is exponentially stable.

Many authors have obtained additional restrictions for the variation of the
elements of A(.) that are imposed in order to obtain sufficient conditions for
exponential stability.

6.3. Lyapunov’s indirect method. The indirect method of Lyapunov
uses a linearization of a system to determine the local stability of the original
system. So, let us go back to the system (1) where f : [0, +00)xU(r) — R"”
is continuously differentiable function and r > 0. Suppose that the origin is
an equilibrium point of system (1). Assume also that the Jacobian matrix

0
[ai] is uniformly bounded and Lipschitz on U(r), that is, there exist k and

L > 0 such that

o) < ko YeeUw. vz,
0 0

We can write f(¢,x) in the form

f(t.) = £(1,0) + 5 (1,2

where z € (0,x). Since f(¢,0) = 0, then
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flt,x) = %(t, z)x

_of of of
= %(t,O)x + [m(t,z) - %(t, 0)} x

= Az +g(t,2),

where A(t) = g‘;(t, 0) and g(t,x) = [Zi(t, z) — g‘;(t,O)} x.

Therefore, in a small neighborhood of the origin, we may approximate
the nonlinear system (1) by its linearization about the origin. For small
deviations from the equilibrium point, the performance of the system is
approximately governed by the linear terms. These terms dominate and
thus determine stability provided that the linear terms do not vanish.

The following theorem states Lyapunov’s indirect method for showing the
uniform exponential stability of the origin.

Theorem 10. Suppose that the origin is an equilibrium point of the nonlin-
ear system (1) where f : [0, +00) xU(r) — R™ is continuously differentiable

function and e is uniformly bounded and Lipschitz on U(r). Let
x

(16) Alt) = g‘i(t, 0).

If the origin is an equilibrium point exponentially stable of the linear system
(10), then it is an equilibrium point exponentially stable of the system (1).

The following theorem shows that the exponential stability of the lin-
earized system is a necessary and sufficient assumption for exponential sta-
bility of the origin of the nonlinear system.

Theorem 11. Suppose that the origin is an equilibrium point of the nonlin-
ear system (1) where f : [0, +00) xU(r) — R™ is continuously differentiable

function and [gf} is uniformly bounded and Lipschitz on U(r). Then the
x

origin is an equilibrium point exponential stable of nonlinear system (1) if
and only if it is an equilibrium point exponential stable of the system (10).

Suppose now that the nonlinear system (1) is autonomous ie f(t,z) =
f(z), then the matrix A(t) is constant ( A(t) = A ) and we have the following
theorem.

Theorem 12. Let x = 0 be an equilibrium point of the nonlinear system (1)
where f:[0,400) x U(r) — R" is continuously differentiable function. Let
(A\i) denote the eigenvalues of the matriz A.
1. If RA\; < 0 for all \; then x = 0 is asymptotically stable for the
nonlinear system (1).
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2. If RX\; > 0 for one or more \; then x = 0 is unstable for the nonlinear
system (1).

3. If RA\; < 0 for all \; and at least one R\; = 0 then v = 0 may
be either stable, asymptotically stable or unstable for the nonlinear
system (1).

7. PERTURBED SYSTEMS

Many dynamics are described by perturbed systems as in the following
form:

(17) i‘:f(t,l‘)—l—g(t,{l}),

where f,g: RT x U(r) — R" are piecewise continuous on ¢, locally Lipschitz
on x and r > 0. Such system was seen as a perturbation of the nominal
system:

(18) i o= fta).

Here, we represent the perturbation as an additive term on the right-
hand side of the state equation. The perturbation term ¢(t,z) could result
from errors in modeling the nonlinear system, aging of parameters, or uncer-
tainties and disturbances which exist in any realistic problem. In a typical
situation, we do not know g(¢,z), but we know some information about it,
like knowing an upper bound on ||g(¢, z)||. The trivial question posed here is
if the nominal system present one of the type of stability, the perturbed one
keeps the same behavior or not? A natural approach is to use a Lyapunov
function for the nominal system as a Lyapunov function for the perturbed
system. It is used in [35] to prove the exponential stability of the perturbed
system. This approach, called indirect Lyapunov method, is based on the
use of the linearized A(t) = %(t, 0) (if the function f is continuously differ-
entiable). But, its disadvantage lies in that the perturbation term could be
more general than whose in the case of linearization. We have two cases: the
first one is when ¢(¢,0) = 0 that is the perturbed system has an equilibrium
point at the origin, then we analyze the stability behavior of the origin as an
equilibrium point of the perturbed system. While the second case, which is
the more general case, is when we do not know that g(¢,0) = 0. Therefore,
we can no longer study the problem as a question of stability of equilibria
and some new concepts were introduced in [35] to study the exponential
stability of the perturbed system. The latter case will be treated in section
1.7. Let us start with the case g(¢,0) = 0.

Theorem 13. Suppose x = 0 is exponentially stable equilibrium point of the
nominal system (18), and let V(t,x) be a Lyapunov function that satisfies,
for all (t,z) e RT x U(r) :

(19) allz|* < V(t,z) < ellz|?,
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oV av )
i i <
(20) ot (tv :l?) + ox (t,$)f(t,fl)) = 03”33” )
oV
(21) ISl < eallal,

for some positive constants c1,ca,cs and cq. If the perturbation term g(t, )
satisfies the linear growth bound

(22) lg(t, )| < ]|,
(23) v< 2,
Cq

then the origin is exponentially stable equilibrium point of the perturbed sys-
tem (17). Moreover, if all the assumptions hold globally, then the origin is
globally exponentially stable.

Remark 6. One can obtain exponential convergence to zero for system (1)
especially, where

g(t,x) = B(t)x
under the conditions B(t) is continuous and B(t) — 0 as t — +o00. Similar
conclusions can be obtained where

—+o0
/ 1B dt < +oo
0
or
+oo
/ |B(t)||?dt < +oo.
0

The more interesting case occurs when g(,0) is not necessarily zero. In
this case = 0 is no longer an equilibrium point. The best we can do is find
a bound on the size of g(¢,z) that ensures x(t) remains close to the origin.
This case will be treated here, by examining the differential system:

(24) B(t) = Az + h(t,z),

where A(t) is piecewise continuous matrix and h(t, x) is defined on Ry x R,
piecewise continuous in ¢, and locally Lipshitz in . This system is a per-
turbed one of the linear system (10).

In this survey, we give some new results on the globally uniformly asymp-
totically (or exponentially) stability of certain classes of perturbation of
nonlinear systems of the form (24).

8. PRACTICAL STABILITY

There are some systems that may be unstable and yet these systems
may oscillate sufficiently near this state that its performance is acceptable.
To deal with this situations, we need a notion of stability that is more
suitable in several situation than Lyapunov stability such a concept is called
practical stability. This stability, introduced by Lasalle and Lefschetz, is
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concerned with quantitative analysis as opposed to Lyapunov analysis which
is qualitative in nature. So, unlike Lyapunov stability, the study of the
practical stability led back to the study of stability of a ball centered at the
origin. That is why we start by given the definition of the uniformly stability
and the uniformly attractiveness of a bounded ball B, = {z € R"| ||z|| < r}.

Definition 16 (Uniformly stability of B;).
i) B, is uniformly stable, if for all € > r, there exists § = d(e) such
that, for all tg > 0,
lzol| <6 = |lz(®)|| <€, Vt=>to.
ii) B, is globally uniformly stable, if it is uniformly stable and the
solutions of (1) are globally uniformly bounded.

Definition 17 (Uniformly attractiveness of B;). B, is uniformly attractive
(resp. uniformly attractive on a ball Br, with r < R < o0), if for all € > r,
there exists T'(€) > 0 such that for each tp > 0 and zg € R™ (resp. zg € Bpg)

lz(®)] <€ Vt>to+T(e).

Definition 18 (Practical stability).

i) The system is said uniformly practically asymptotically stable if
there exists a ball B, C R™ such that B, is uniformly stable and
uniformly attractive ie uniformly asymptotically stable.

ii) The system is said globally uniformly practically asymptotically sta-
ble if there exists a ball B, C R™ such that B, is globally uniformly
stable and globally uniformly attractive ie globally uniformly asymp-
totically stable.

Definition 19. B, is globally uniformly exponentially stable if there exist
~ > 0 and k£ > 0, such that for all {5 € Ry and ¢ € R”,

(25) [z < Ellzoll exp(=~(t —to)) + 7, Vit = to.

System (1) is globally practically uniformly exponentially stable if there
exists r > 0, such that B, is globally uniformly exponentially stable. In
particular, if 7 = 0, the system (1) is globally uniformly exponentially stable.

Proposition 4. If there exists a class K-function «, and a constant r > 0
such that, given any initial state xq, the solution satisfies

=) < alllzoll) +r, ¥Vt = to,
then the system (1) is globally uniformly practically stable.

Proposition 5. If there exist a class KL-function 3, a constant r > 0 such
that, given any initial state xg, the solution satisfies

[z < B(llzoll, t —to) + 7, Vt > to,
then the system (1) is globally uniformly practically asymptotically stable.
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Theorem 14. Consider the system (1). Assume there exist a class C*

function V : Ry x R" — R, two class Ko functions a1 and as, a class

K function ag and a positive real r small enough such that the following
inequalities are satisfied for any t € Ry and x € R™,
o (([z]]) V(¢ 2) < ao(]]),

0

O V(0 + SV (@) (1, 2) < () +

Then the system (1) is globally practically stable with
B, ={zeR" : |z <aj'oasoaz'(r)}.

Theorem 15. Consider the system (1). Assume there exist a class C* func-
tion V : Ry x R® — R and some positive constants a,b, cq,ce and c3 such
that the following inequalities are satisfied for any t € Ry et x € R™:

(26) cale)* <Vt z) < eollzl* +a,
0 0

Then the ball By, is globally uniformly exponential stable with o = 4/ 2acztbey

cies

For uniform asymptotic stability of a ball B, on a ball Bg, with 0 <
r < R < oo, in [2]|, a converse theorem is established when the origin is
not an equilibrium but there exists a nonnegative constant fy such that

I f(£,0)]| < fo, VE>0.

Theorem 16 (|2]). Consider the nonlinear system (1) and assume there
exists a nonnegative constant fo such that ||f(t,0)| < fo, YVt > 0, and that
0
f s a class C*° function and that a—f 1s bounded on R™, uniformly in t.
x
Assume that the trajectories of the system satisfy (25) for all to € Ry and

xg € R™, For some positive constants k,~y and r.
Then, there is a function V : [0, +00[xR"™ — R that satisfies the inequal-
1ties:

allzl® <V(t,z) < ol +a

oV oV )
7 i < _
ot (t,l‘) + ox (t,x)f(t,x) = C3||x|| +p
oV (t,z)
|Z5=] < cal+o

for some positive constants ¢y, co, c3,Cq,a, p and b.

9. GRONWALL'S LEMMA

The Gronwall type integral inequalities play a very important role in the
qualitative theory of differential equations. There exist many Lemmas which
carry the name of Gronwall’s Lemma. A main class may be identified is the
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integral inequality. The original Lemma proved by Gronwall in 1919 [22], is
the following.

Lemma 3 (Gronwall). Let z : [a,a + h] — R be a continuous function that
satisfies the inequality

0< 2(z) < /I(A + Ma(s))ds

foralla <x <a+h, where A, M >0 are constants. Then
0 < z(x) < Ahexp(Mh)
foralla <x <a+h.

The above Lemma can be formulated by the following famous inequality,
which is called the Gronwall inequality:

Let u(t) be a continuous function defined on the interval [to,t1] and

u(t) < a—i—b/tu(s)ds,

to

where a and b are nonnegative constants. Then, for all t € [tg,t1], we have
u(t) < aexp(b(t — to)).

After more than 20 years, Bellman [6] extended the last inequality, which
reads in the following;:

Let a be a positive constant, u(t) and b(t), t € [to, t1] be real-valued continu-
ous functions, b(t) > 0, satisfying
t
u(t) <a+ [ b(s)u(s)ds, te to,t1].
to

Then, for all t € [to,t1], we have

u(t) < aexp(/tb(s)ds).

to

Next, we present some generalizations of Gronwall Lemma type.

9.1. Some generalizations of Gronwall’s inequality. In 1919, Gronwall
[22] proved a remarkable inequality which has attracted and continues to
attract considerable attention in literature.

Theorem 17. Let u(t), a(t) and b(t) be real continuous functions defined
in o, B), such that b(t) > 0, Vt € [a, B). We suppose that on [a, ) we have

the inequality
¢

u(t) < a(t) +/ b(s)u(s)ds,

[0
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then
t

ult) < alt) + / b(s)a(s) exp ( / t b(a)da) ds, Vtela,p).

o
In particular cases: (a is non-decreasing on [«, 3)) and (a is differentiable
on [, 8)), we obtain the following theorems.

Theorem 18. Let u(t), a(t) and b(t) be real continuous functions defined in
[a, B), such that b(t) > 0 and a(t) is positive and non-decreasing on [a, f3).
We suppose that on [a, ) we have the inequality

t

u(t) < a(t) +/ b(s)u(s)ds,

«

then
t

u(t) < a(t) exp </ b(s)ds), vt € o, B).

Theorem 19. Let u(t), a(t) and b(t) be real continuous functions defined
in [a, ), such that b(t) > 0 and a(t) is differentiable on [a, 3). We suppose
that on [a, B) we have the inequality

t

u(t) < alt) +/ b(s)u(s)ds,
then

u(t) < a(e)exp ([ (s)ds) +

e «

t t

a(s) exp (/st b(o) da) ds, Vte|a,p).

Proof. Let
t

z(t) = a(t) —l—/ b(s)u(s)ds,

(07

it follows that z is differentiable and z > uw. We have
Z=a+bu, z(a)=ala).
Let v = z — u, then
zZ=a+4+ bz — bv,

whose state transition matrix is

O(t, 1) = exp(/: b(s)) ds.

Therefore,
t

z(t) = ®(t, ) z() —|—/ ®(t,7)[a(r) — b(r)v(r)] dT.

(67

Because

/ "Bt 1)b(r)o(r)dr > 0,
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resulting from ®(¢,7), b(7), v(7) being nonnegative, we have

t
2(t) < P(t,a)z(w) +/ O(t,T)a(r)dT.

Using the expression for ®(¢, «) in the above inequality, we have

u(t) < z(t) < a(a)exp (/: b(s) ds>

_{_/()[ta(s)exp(/:b(a)da)ds, Vit € [a, B),

and the proof is complete. O

There are various generalizations of Gronwall’s inequality involving an
unknown function of a single variable.

Theorem 20. Let u(t), f(t), g(t) and h(t) be nonnegative continuous func-
tions defined on |« B], and

(28) lt) < 1) +90) [ hshuts)ds. Vi o)
Then
@9) u(t) < 10+ 90 [ )5 exp( [ birgtryir) s, vieladl
Proof. Define a function 2(.) by
A1) = /a h(s)u(s) ds,
then z(a) = 0, u(t) < f(t) + g(t)=(t) and

(30) Z(t) = h(t)u(t) < h(t)f(t) + h(t)g(t )Z(t)
Multiplying (30) by the integrating factor exp ( f h

(1)
ddt [ (t)exp( / }
< h{t)F(£) exp /h

By setting ¢t = s in (31) and integrating it with respect to s from « to t, we

get
z(t) exp(— /t

h(T)g(7) dT)
(32) “

< /at h(s)f(s) exp(— / h()g(7) dT) ds.

«

T)g ) we have

(31)

Using the bound on z(t) from (32) in (28), we obtain the required inequality
n (29). The proof of the Theorem is complete. O
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A fairly general version of Gronwall Theorem is given in the following
theorem.

Theorem 21. Let a(t), b(t), c(t) and u(t) be continuous functions in [, ],
let b(t) and c(t) be nonnegative in [c, 5], and suppose

(33) ult) < aft) + /

Q

t [b(s)u(s) + c(s)} ds, te€]la,/p].

Then

(34)  wu(t) < [ sup a(s) + /at c(s) ds)} exp (/

s€lot] e

t

b(s)ds), t e lo, fl.
The following theorem gives the best possible estimate for a function wu(t)
satisfying (33).

Theorem 22 (Chandirov, 1970). Let a(t), b(t), c(t) and u(t) be continuous
functions in [a, B], let b(t) be nonnegative in [a, §], and suppose

(35) u(t) < a(t) —i—/

[0

t

[b(s)u(s) + c(s)} ds, tea,pf]

Then

(36) u(t) < a(t) +/

«a

t

t
[a(s)b(s) + c(s)} exp (/ b(r) dr) ds, tela,/p].
In particular, if a(t) = a is a constant, then

u(t) < aexp(/

(37) p t
+ [ ctsexn( [ bryar)ds. telog)

We have also the following generalization of Gronwall Theorem.

t

b(s)d s)

Theorem 23. Let u(t), p(t), q(t), f(t) and g(t) be nonnegative continuous
functions defined on [a, B], and

t

39wt <p)+a®) [ [Fu) + o) ds. Ve a5

Then
ut) < p) +a(t) [ [Fs)p(s) + 9(s)].
- |l ]

-exp(/:f(T)q(T)dT> ds, Vtela,pl.

We have also the following result.
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Theorem 24 ([17]). Let A,B,C : [a, f] — Ry; L, M : o, B] x Ry — R
be continuous functions and

(40) 0 < L(t,u) — L(t,v) < M(t,v)(u—wv), tea,f],0<v<u.

Then for every nonnegative continuous function x : [, 8] — [0,400) satis-
fying the inequality

t
@) el AW+ B [ CE)Lsa()ds. Ve o)

«

we have the estimation

(1) < A(t) + B(t) / Clu)L(u, A(u))-
(12) o

- exp (/: M (s, A(s))B(s)C(s) ds> du.

Proof. Let us consider the function

y(t) :/ C(s)L(s,z(s))ds, Vte |, p]

Then y is differentiable on [«, 5], ¥/(t) = C(t)L(t, z(t)) and y(a) = 0.
By the relation (40) and (41), it follows that for any t € [«, A]:

y'(t) < C(t)L(t, A(t) + B(t)y(t))
< C(t)L(t, At)) + M(t, A(t) B()C(t)y(t).

Putting s(t) := y(t) exp(— foi M (s, A(s))B(s)C(s)ds), then from (43), we

obtain the following integral inequality

§(t) < C(t)L(t,A(t))exp(— / M(s,A(s))B(s)C(s)ds), Vt € [a, A].

By integration between « and ¢, we get

s(t) < / C(u)L(u, Au))-

(43)

exp(- /: M(s, A(s))B(s)C(s) ds) du, Vi € [o, 6],

which implies that
t
o) < [ CL( Aw)

t
-exp(/ M (s, A(s))B(s)C(s) ds) du, Vte|a,f],
from where results the estimation (42). O

There are also wide nonlinear generalizations of Gronwall’s inequality, we
can see several variants in particular in [5] and [17].
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9.2. Some applications. Gronwall lemma has found wide applications in
ordinary differential equations. First, it is used to obtain estimation re-
sults for the solution of differential equation and to get sufficient conditions
of boundedness, uniqueness and differentiability for the solution of these
equations. Therefore, the first use of the Gronwall’s inequality to estab-
lish boundedness and stability is due to R.Bellman. Second, it is used to
give some results of uniform stability, uniform asymptotic stability, global
exponential stability and global asymptotic stability.

Let us consider the system of differential equation

(44) z(t) = f(t,z(t)), t € [0,+00)

where f is defined on [0, +00) X R™, piecewise-continuous in ¢, locally Lipshitz
in z, f(t,0) =0 and f satisfies the following condition:

(45) 1t @) < LG, [lz]), (¢ ) € [0, +00) x R™.

The main purpose of this subsection is to give some theorems of uniform
stability for the trivial solution of the above equation.

Theorem 25 (Theorem of Uniform stability). If L and M satisfies the
relation (40), L(t,0) =0 for all t € [0,400) and the following condition

35y > 0, sup/ M(s,0)ds < 400
0

0<5<50
holds, then the trivial solution x = 0 of (44) is uniformly stable.

Now, let us consider the non-homogenous system

(46) z(t) = A(t)x + f(t,z(t)), t € [0,+00)
and the linear system
(47) z(t) = A(t)zx, t € [0,400),

where A : [0,400) — R™, f : [0, +00) x R" — R" are piecewise continuous
in ¢, locally Lipshitz in « and f(¢,0) = 0 for all ¢ € [0, +00).

We denote R(t,%p) the transition matrix of solution of the linear system
(47).

Theorem 26 (Theorem of Uniform asymptotic stability). If the trivial so-
lution of (47) is uniformly asymptotically stable, the function f satisfies the
relation (45), L(t,0) = 0 for all t € [0,400) and there exists 69 > 0 such
that
oo
sup / M(s,0)ds < +oo,
0<6<do ~/0

then the trivial solution x = 0 of the system (46) is uniformly asymptotically
stable.
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Proof. Let x(.,to, o) be the solution of (46), such that z(tg) = xo. Then
x(., to, xo) verifies the integral equation

t
x(t, to, 20) = R(t,t0)zo0 + R(t,to)/ R(to, s)f(s,z(s,t0,z0))ds

to

for all t > tg.
Passing at norms, we obtain

t
[ (t, to, zo) || < IIR(t,to)IIonJrHR(t,to)\/t 1R (t0, s)[| L (s, [l2(s, to, z0)[]) d s,
0

for all t > tg.
Since the trivial solution of the linear system (47) is uniformly asymptot-
ically stable, then there exists 8 > 0, m > 0 such that

[ R(¢,to)[| < Bexp(—m(t —to)),t > to.
It follows that
[zt to,z0)[| < Bexp(—m(t —to))lzoll
t
+Bexp(—m(t —to)) | Be ™0 L(s, ||a(s, to, z0)]|) d s,
to
for all t > tg.
Applying Theorem 24, we obtain
[z(t, to, z0)l| < Bexp(—m(t —to))|zoll + Bexp(—m(t —to))

< [ [Bexp(=mlto — 5)Lis. e~ ]

to

X exp </: B2 M (u, B exp(—m(u — to))||zol|) du)} ds,

for all ¢ > tg.
By the condition (40), we have

Bexp(—mlto — s))L(s, Be” ™) ||zq]|)
< Bexp(—m(to — s))M(s,0)8 exp(—m(s — to))||zol|
= 52M(5,O)||x0\|, Vs > tp.

We obtain
|z (t, to, zo)|| < Bexp(—m(t — to))||zoll + 8° exp(—m(t — to))]|zol|

t t
[ [0y xex (8 [ Mo, Bexp(=m(s — i)l ds)] du.
If ||zol| < %0, we have for all ¢ > ¢

ot to, zo)l| < (B+ B*M exp B8 ) exp(~m(t — to)) o]



32 ON THE GLOBAL UNIFORM STABILITY ANALYSIS OF NON-AUTONOMOUS. . .

where M = SUPg<s<s, Jo. M(s,6)ds, which means that the trivial solution
of (46) is uniformly asymptotically stable. O

Another result is embodied in the following Theorem.

Theorem 27 (Theorem of Uniform exponential stability). If the trivial
solution of (47) is uniformly asymptotically stable, f satisfies the relation
(45), L(t,0) =0 for allt > 0 and

oo
sup/ M(s,0)ds < 400,
6>0J0

then the trivial solution x = 0 of the system (46) is globally exponentially
stable.

Proof. Let x(.,to, xo) be the solution of (46), such that xz(tg) = xg.
By similar computation we have the estimate for all g € R™ and ¢t > tg

et to, x0)l| < Bexp(—m(t — to))zoll + B° exp(~m(t — to) o]
[ [Mtoyen ([ gars gl as)
< Boxp(-mit — to))lzol] + 8% exp(—m(t — to)]lao|| ¥ exp(8°N)
= (B+ 8N exp(801) ) exp(—=m(t — to))||zol

du

[ I—

oo
where M = sup / M(s,d)ds. O
0<6<d0 /0O
10. ON THE GLOBAL UNIFORM ASYMPTOTIC STABILITY OF
TIME-VARYING DYNAMICAL SYSTEMS

We present in this section some results concerning the global uniform
asymptotic stability of a class of time-varying perturbed systems, see [24].

10.1. Problem statement. Let’s consider the following system

(48) &= f(t,z) +9(t z),
where f,g: Ry — R"™ are piecewise continuous in ¢, locally Lipschitz in z,

such that f(¢,0) = g(¢,0) = 0 for all £ > 0. Suppose that the origin of the
nominal system

(49) T = f(tv $),

is globally uniformly asymptotically stable with V' as an associate Lyapunov
function, then, if we calculate its derivative along the trajectories of (48), one
can conclude the negative definiteness of V by imposing some restrictions on
g ([2,13,16,23,27,29,35,36,47|). However, we cannot usually conclude the
behavior of the solutions of the perturbed system (48) by using V' (¢, x) as
a Lyapunov function candidate. This fact can be viewed from the following
example.
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Example 8.
x|zl

1+ /]|

where a(.) is a bounded continuous function and 4(.) is a positive continuous
unbounded integrable function. The nominal system & = —a(t)z is globally
uniformly asymptotically stable with a Lyapunov function V(¢t,z) = z2.
Nevertheless, if we use V(¢,z) as a Lyapunov function for the perturbed
system (50), we cannot conclude the behavior of its solutions. Indeed, the

derivative of V (¢, z) along the trajectories of (50) is given by

(50) &= —a(t)z +6(t)

2]

1++/2]
for all x € S = {x € R/|z| > 1+ /|z|}. Since, 6(.) — a(.) is a continuous
unbounded function, then, there exists a bounded interval I, such that

o0(t) —a(t)y>1, foralltel.

It follows that V (t,z) > 22, for all t € I and x € S, although system (50)
is globally uniformly asymptotically stable.

V(t,x) = 2(6(t) a(t))x2 > 2(0(t) — a(t)):rQ,

Our goal is to study the global uniform asymptotic stability of a class of
time-varying perturbed system under the following assumption:

A : There exist a class K, function a and a positive integrable function &
such that

lg(t, z)| < 6(t)a(]=]])-
Thus, we have addressed the problem in two different ways. The first one is
to consider the time-varying cascaded system of the form

il = fl(tv CCl) + g(t7 .’L’)SUQ,
(51) .

Zo = fa(t, z2),
which can be regarded as time-varying perturbed system. The second one
is to construct a new Lyapunov function for the perturbed system (48).

10.2. Cascaded systems. For instance, in [46], the authors established
sufficient conditions for the global uniform asymptotic stability of (51) based
on a similar linear growth condition as in [34] and an integrability assumption
on the input xo, while in [47] they assume that the interconnection term
g(t, x) satisfies the following condition

lg(t, z)|| < a]|]])
and prove that the integrability of the solutions of
(52) io = fot, )

is sufficient to obtain the global uniform asymptotic stability of (51). Here,
the integrability condition is imposed on the function ¢ that bounds g(¢, x)
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and is not imposed on the state of the system. Thus, we have assumed the
following hypothesis:

(H1) There exist an integrable continuous function ¢ : Ry — Ry and class
Ko functions v and 6, such that for all ¢ > 0 and (z1,22) € R™ x R™ we
have

lg(t, 2)|| < 6(£)6(x2)y(1)-

(H2) There exist a continuous differentiable function V (¢, z1), class Ko func-
tions ~;, ¢ = 1,2,3, and a constant A > 0, such that for ¢ > 0 and x; € R"
we have

N(llzal)) S V(E 21) < ya(llzl),

ov ov

7(15,%’1) + 87331

ot [t 1) < =AV(t,21).

HSX (tvxl)H < y3([|a1]))-

(Hg3) There exists a KL-function 5 such that for each initial condition x5 €
R™, the solutions of (52) satisfy

llp2(s,t, z2)|| < B(||x2ll, s —t), for all s> t.
Therefore, we have obtained the following Lemma.

Lemma 4. If assumptions (Hy), (Hz) and (Hs) are satisfied and the solu-
tions of (51) are globally uniformly bounded then (51) is globally uniformly
asymptotically stable.

Consequently, the question which can be arises here: what condition that
ensures the uniform bounded of the solutions of (51)7 Thus, we have obtained
the following theorem.

Theorem 28. If assumptions (Hy), (Hg2) and (Hs) are satisfied such that
there exist a constant ¢ > 0 such that

/+oo ds

] 1 = 00,
¢ mOr () (9)
then, (51) is globally uniformly asymptotically stable.

Thus, we have extended the result given in [48] for the autonomous case
to a class of time-varying perturbed systems which can be unbounded in
time.
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10.3. Construction of a strict Lyapunov function. We have used al-
most the same idea as in (|1,34]) to construct a new Lyapunov function for
(48) that ensures the global uniform asymptotic stability of the equilibrium
point, without the bounded hypothesis with respect to time. We have then
considered the following function:

V(t,2) exp(p(tz), itz £0,
(53) W(t,x) =
0, otherwise.

Our goal is to seek a suitable function ¢ which can compensate the per-
turbation term. Therefore, if we consider the derivative of W along the
trajectories of the system (48), we get

W(t,z) = V(t,x)exp <go(t, :C)) +o(t, )V (t, ) exp (gp(t, az))

[%‘:(t, z) + g‘;(t, 2)f(t,2)|exp (ot 2))

+ ZZ@, w)g(t,a) exp (it 7))

The first term of the right-hand side constitutes the derivative of W along
the trajectories of the nominal system. The second term is the effect of the
perturbation, while the third term is the derivative of exp(y) multiplied by
V. In order to guarantee that W is a negative definite function, we shall
choose

+o0
ota) = [ it G (ol taa(s. bl ) ds

This implies with this choice that

W(t,z) = [%Y(t, )+ g‘;(t,x) f(t,x)}exp (go(t,a;)).

This equality has used for the analysis of (48). To this end, we have im-
posed some conditions in view to prove that the new Lyapunov function
is continuous positive definite radially unbounded and decreasing along the
trajectories of solutions of (48), for more details see [24].

11. LYAPUNOV FUNCTION WITH INDEFINITE DERIVATIVE

We present in this section some results on the indefinite derivative of
Lyapunov function, see [25].

11.1. Problem statement. Lyapunov direct approach, which is also known
as the Lyapunov second approach, is a powerful tool for stability analysis
and design of control systems [35]. By this method, if a positive definite
function of the state can be found such that its time-derivative along the
trajectories of the considered system is negative definite, it is claimed that
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the system is stable. Moreover, by imposing different positive definiteness as-
sumptions and different negative definiteness assumptions on the Lyapunov
function and its time-derivative, respectively, different stability properties
of the considered system can be deduced. Generally, for time-invariant sys-
tems, the negative definiteness of the time-derivative of the Lyapunov func-
tion can be relaxed as negative semi-definiteness, for which the so-called
Lasalle invariant principle can be utilized. For time-varying systems, expect
for some special cases, the Lasalle invariant principle is either not valid or
difficult to use [49]. Hence, some researchers attempt to use the available
Lyapunov function, whose time-derivative is not strictly negative definite, to
construct a new Lyapunov function whose time-derivative is negative definite
([1,3,4,34,39]). One could hope that a method for proving the existence of a
Lyapunov function might carry with it a constructive method for obtaining
this function. This hope has not been realized. Therefore, constructing a
Lyapunov function is a very hard problem.

We have showed in this work that a new Lyapunov function can be de-
signed for the system (51) where its time derivative is neither required to be
negative definite nor required to be negative semi-definite [25].

11.2. Converse theorem. Let’s start by introducing the concept of stable
functions proposed in [55|. Consider the following scalar linear time-varying
System

(54) y(t) = pd)y(t),

where ¢t € Ry and g € PC(Ry,R). It is not hard to see that the state
transition matrix for system (54) is given by

o(s,t) = exp(/s /J,(T)d’r), for all s > t.
t

Definition 20. The function p € PC(R,R) is said to be:

e Globally asymptotically stable if system (54) is globally asymptoti-
cally stable.

e Globally uniformly exponentially stable if system (54) is globally
uniformly exponentially stable.

Lemma 5. The function p € PC(Ry,R) is:
o Globally asymptotically stable if and only if

/:M(T)dfz_oo.

e Globally uniformly exponentially if and only if

/:u(f)df < —a(s—1t) +B.
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Now, let’s consider the following time-varying system

(55) z(t) = F(t,x)
with initial condition (t,z) € Ry x R"™, is denoted by ¢(.,¢,z), such that
o(t,t,x) = x.

The next theorem spells out conditions under which system (55) is globally
asymptotically stable.

Theorem 29. If there exist V : [0, +0o[xR"™ — Ry a continuously differ-
entiable function, two N Ko functions a;,i = 1;2, and a scalar function
p € PC(R4,R), such that, for allt > 0 and x € R™,

ka(t, [lz]) < V(# x) < ka2, [l]),

P (2)+ It )F(1,2) < w0V (1,2),
then, system (55) is globally asymptotically stable if p is globally asymptoti-
cally stable.
Note that, if there exist m > 0, k; > 0, ¢ = 1;2 such that k;(t,s) = k;s™,
i = 1;2, then (55) is globally uniformly exponentially stable if p is globally
uniformly exponentially stable.

This result deserves the following question: if system (55) is globally
uniformly exponentially stable, is there a function Vwhich satisfies the hy-
pothesis of the above Theorem 297

Therefore we have established an extension of a well known converse sta-
bility result concerning exponential stability for systems (55) with indefinite
derivative and under the lack of the bounded hypothesis for their dynamics
F with respect to time. In order to give the precise assumption imposed for
F, T have introduced the following subclass of C*(R.,R,).

Definition 21. We say that a function L € CO(R;,R,) is of class BC, if
there exist a function M € C°(Ry,Ry) and a function § € C'(R,, R ) such
that

t46(t)
/ L(s)ds < M(6(t)), forallt>0,d>0.
t

Remark 7. Let L € LY ([0, +o00), p > 1, then by applying holder’s inequal-
Z1

p

ity, we have M (6(t)) = || L||,6(t) » .

Consequently, we have supposed the following assumptions.
(H{) There exists a function L(.) € BC such that
1E(t, x)|| < L),

F' is continuously differentiable, and

LaTE
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(HY) There exist v > 0 and k > 0 such that for all z € R™, the solution of
(55) satisfies

llo(s, t, )| < k||z| exp(—vy(s —t)) foralls >t > 0.
Then, we have stated the following theorem.

Theorem 30. Under assumptions (H}) and (HY), with M(5(t)) < Ao(t)",
where 0 < A\ < v and r €]0,1[, there exist C function V : Ry x R® —
R, bounded functions k;(.), i = 1,2,3, m > 1 and scalar function p €
PC(R4,R) satisfying the following inequalities for all (t,x) € Ry x R™:

k(@)™ < V(E,2) < ko (t)]|z]™,

%Z (t,7) + %(t 2)F(tx) < u(t)V (¢, 2),
oV m—
|5 o) < k@2l

such that p is globally uniformly practically exponentially stable.

Proof. The considered function has the following form

t+6(t)
Vit = [ ot ta)|” ds
t
where § : t € Ry — €!, which satisfies §(¢) > ¢, for all ¢ > 0. O

11.3. Indefinite Lyapunov function. Using the same idea given in the
previously section I have considered the following assumptions.

(H{) There exist Vi : [0,+o00o[xR"™ — R4 a continuously differentiable
function, positive constants a;, ¢ = 1;2, m; > 0 and a scalar functions
w1 € PC(Ry,R), such that, for all t > 0 and z; € R,

ap[|lzaf|™ < Vi(t, 21) < agfle ™,

oV; oV
87;(75’ r1) + aixi(t»xl)fl(twfl) < (B)Va(t, zy),

(HY) There exist Vo : [0,+o0o[xR™ — R a continuously differentiable
function, positive constants b;, i = 1;2, mo > 0 and a scalar functions
w2 € PC(Ry,R), such that, for all £ > 0 and z9 € R™,

billz2 ™ < Va(t, x2) < ballwal™,

oVa oVa

ﬁ(@@) + 8762(15,962)f2(t7 x2) < pa(t)Va(t, v2),

(HY) There exist a function S € BC with M (§(t)) € L[0, 4+oc[) such that

H‘Wl ¢ xl)g(t,x)H < 6(1)SHV(t,21), for all (,z) € Ry x R® x R™.



N. Haps TaieB, M.A. Hammawmi, M. HamMmi 39

Remark 8. One can see that under assumptions (H;') and (H%) with 65 €
LY([0; +-00[) the perturbed system (48) is globally uniformly exponentially
stable. Indeed, the derivative of V' along the trajectories of system (48) is
given by

ov ov ov

- = <

5 (bo) + () + 5= (6x) < (u(t) + () SM)V (¢, 2),

with
/ (u(r) +6(7)S(T))d7 < —afs —t) + B+ [|8.5]|p, forall s>t>0.
t

Theorem 31. Under assumptions (HY), (HY), and (HY), the cascaded sys-
tem (51) is globally asymptotically stable if the scalar functions py and ps
are globally uniformly exponentially stable.

Proof. The considered Lyapunov function with indefinite derivative has the
following form

V(t,z1) exp(p(t,x1)) + Va(t,x2), if x1 #0,
W(t,z) =

0, otherwise,

where,

t+5(¢ oy
t zl / / 5 )Vl S qbl s,t xl))aixl(sﬂbl(s,t,ml))
P(s,t,x))pa(s,t,x2)dsdu

/ /UM(U) ;1(8 t,21))

g;fi(,¢1(s,t,x1))9(s,¢(8,t,x))¢2(57t,x2)dsdu' .

12. PRACTICAL STABILITY OF TIME-VARYING CONTINUOUS SYSTEMS

We present in this section the practical stability analysis of some classes
of time-varying systems, see [26].

12.1. Problem statement. Let’s consider the following scalar linear time-
varying system

(56) &= A(t)z + 7 (t),

where t € Ry, A(t) = tcos(t?) — , with a > 0, and the scalar function 7 is
continuously differentiable. With the help of the notion of stable functions,
the author in [55] showed that system (56) is uniformly exponentially stable
in the case when 7(t) = 0, for all ¢ > 0. However, one can see that if 7 (t) # 0,
the origin of the system (56) is not an equilibrium point and then we cannot
conclude the behavior of its solutions using the results of Lyapunov stability
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given in ([55,56]). The challenge is then, can we extend the notion of the
stable functions to the practical stability case?

12.2. Practical asymptotic and exponential stability.

Definition 22. Let p, 7 € PC(R4,R). The function u is m—globally uni-
formly practically exponentially stable if there exist 6 > 0, A > 0 and p > 0,
such that, for all s > t,

/ p(r)dr < —0(s —t) + A,
t
and

| s nar <o
where (s, t) = exp (/ts w(T) dT).

Remark 9. Let p € PC(R4,R) and 7w € LP[0, +o0[), p > 1. If there exist
f# > 0, and A > 0 such that, for all s > ¢,

S
/ p(r)dr < —0(s —t) + A,
t
then, using holder inequality, we have for all s > t,
M|l

[ m@lsrar < e,
t (0q)a

where ¢ = 1%'

Remark 10. Let pu,m € PC(R4,R). One can see that if the function p is
m—globally uniformly practically exponentially stable then the system

y(t) = p(t)y(t) + (1)
is globally uniformly practically exponentially stable.

The next theorems spells out conditions under which system (55) is glob-
ally uniformly practically asymptotically and exponentially stable. Notice
that differently from the existing results (|2,21]), the function u is not re-
quired to be positive for all ¢ and the the function 7 is not be a constant.

12.2.1. Practical asymptotic stability. For the asymptotic case, we have ob-
tained the following theorem.

Theorem 32. Assume that there exist V : [0, +0o[xR™ — Ry a continu-
ously differentiable function, two Koo functions a;,i = 1;2, a constant a > 0
and scalar functions p, ™ € PC(R4,R), such that, for allt > 0 and x € R™,

(57) ar(llz]) < V(t,2) < aa(|[z]]) + a,
ov ov

(58) E(t’ x) + %(t,w)F(t,x) < pu®)V(t,z)+(t),
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then, system (55) is globally uniformly practically asymptotically stable if u
1s mw—globally uniformly practically exponentially stable.

12.2.2. Practical exponential stability. For the exponential case, we have ob-
tained the following theorem.

Theorem 33. Assume that there exist V : [0, +0o[xR™ — Ry a continu-
ously differentiable function, constants a > 0, b > 0, c > 0, m > 1 and
scalar functions p, ™ € PC(R4,R), such that, for allt > 0 and x € R™,

(59) a@)|z|™ < V(t,z) < co(t)|z]|™ + alt),
(60) aa—‘t/(t, x) + (Z—Z(t,x)F(t,x) < u(t)V(t,z) + w(t),

where c1(.) > 0, ca(.) > 0, and a(.) > 0 are bounded functions with 28 <b
and %()) < a, then, system (55) is globally uniformly practically exponen-

tially stable if u is m—globally uniformly practically exponentially stable with
L <.
c() —

12.3. Converse theorem. The authors in (|2,21]) have established a con-
verse stability theorem for (55), when the origin is not an equilibrium point
where the function p is a negative constant and 7 is a constant. Here, we
have present a converse stability result for (55), whose dynamics are in gen-
eral unbounded with respect to time and satisfies almost the same conditions
as theorem (33), where the function 7 is not required to be a positive con-
stant for all t. In order to give the precise assumption imposed for F'(.,.),
we need to introduce the following subclasses of CO(R4, R, ), see [21].

Definition 23. We say that a function L € C°(R,,R ) is of class BN, if
there exists a function M € C°(R;, Ry ) such that
t+4
/ L(s)ds < M(6), forallt>0,¢d>0.
t

Definition 24. We say that a function L € C°(Ry,R.) is of class BN?, if
there exists a function N € C°(Ry, Ry ) such that

t+6
L/ L*(s)ds < N(8), forallt>0,d>0.
t

Now, in order to prove a converse theorem, we have supposed the following
assumptions.

(H{") There exist functions R(.) € BN and K(.) € BN, such that
1E )| < L) lz]l + K (),

where

L(t) = L+ R(t),
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with L is a positive constant.
(HY') There exist v > 0, r > 0 and k > 0 such that for all x € R", the
solution of (55) satisfies
llo(s,t,z)|| < k||z||exp(—y(s —t)) +r for all s > ¢ > 0.
Then, one can state the following theorem.

Theorem 34. Under assumptions (HY") and (HY'), there exist C' function
V iRy xR™ — R, bounded functions ci(.), c2(.), a(.), an integer p > 2, and
scalar functions p, ™ € PC(R4,R) satisfying the following inequalities for all
(t,z) e Ry x R™:

a@®)|zl” <V(E,z) < c(t)l|2]” + a(t),

P (1,0) + 2 () () < w0V (1,2) + (1),

such that p is m—globally uniformly practically exponentially stable.

Proof. The considered Lyapunov function has the following form
t+34 o2M ()
Vit = [ n)(loGs ol + /Kz jar)]*)ds.
t

where 1 € C°(R4,R,) is a decreasing function and § > %. O

12.4. Perturbed systems. We have considered the perturbed system of
the form (48). Consequently, the obtained results can be applied to cascaded
system (51), for more details see [26].

12.4.1. Practical asymptotic stability. We have considered the following as-
sumptions:

(H{") There exist V : [0, +oo[xR"™ — R a continuously differentiable func-
tion, two K functions &;,¢ = 1;2, a constant a > 0 and scalar functions
i, 7 € PC(R4,R), such that, for all ¢ > 0 and = € R,

Sullz]]) < V(t x) < &a(l]]) +a,

D (1,0) + O 0,001 ) < ROV (1, 2) + 7(0),

(HY") There exist S € BN, such that, for all ¢ > 0 and x € R,

O @)att, )| < SOV ().

Theorem 35. Under assumption (H{") and (HY") the perturbed system
(48) is globally uniformly practically asymptotically stable if fi is T—globally
uniformly practically exponentially stable.
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Proof. We have considered the following function:

Ws(t,x) = V(t,x)exp <<,05(t, x)),

where
t+46 s 1 ov
wxux>=1[ ﬂm5V@3¢hiﬂm)axﬁwﬂﬂtxngﬁmﬂﬂtxnde&
where § > 0. ]

12.4.2. Practical exponential stability. For the exponential case, we have
considered the following assumption.

(HY") There exist V : [0, +oo[xR™ — Ry a continuously differentiable func-
tion, constants a > 0, b > 0, m > 1 and scalar functions u, 7 € PC(R4,R),
such that, for all £ > 0 and z € R",

a@®llz]™ <Vt z) < ca()]|2]™ + alt),
ov ov
°r %t 2)F(t,x) < fi 7
) + D1, @) () < OV (1) + 7 (1),
where ¢1(.) > 0, c2(.) > 0, and a(.) > 0 are bounded functions with ca(.

c1(.
a(.)
and m S a.

Theorem 36. Under assumption (HY") and (HY") the perturbed system
(48) is globally uniformly practically exponentially stable if fi is 7T—globally
uniformly practically exponentially stable.

[\

<c

N

Proof. The same arguments as the proof of the theorem 36. 0

13. A NUMERICAL EXAMPLE

Consider the following system

(61) G+ c(t)g+ k(t)g =0,

which represents a non-linear mass-spring-damper system where both the
damping coefficient, ¢(t), and the elastic constant, k(t), are time-varying
([55]). The variable ¢ € R represents the position of the mass with respect
to its rest position. We use the notation ¢ to denote the derivative of ¢
with respect to time (i.e., the velocity of the mass) and ¢ to represent the
second derivative (acceleration). Such a model is natural to use for celestial
mechanics, because it is difficult to influence the motion of the planets. In
many examples, it is useful to model the effects of external disturbances
or controlled forces on the system. One way to capture this is to replace
equation (61) by

(62) G+ c(t)g + k(t)g = u,

where u represents the effect of external influences. The model (62) is called
a forced or controlled differential equation. It implies that the rate of change
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of the state can be influenced by the input u. Adding the input makes the
model richer and allows new questions to be posed. For example, we can
examine what influence external disturbances have on the trajectories of a
system. Or, in the case when the input variable is something that can be
modulated in a controlled way, we can analyze whether it is possible to steer
the system from one point in the state space to another through proper
choice of the input.
Let ¢ = x. Then system (62) can be rewritten as

(63) X = A)X () +u(t, X (1)),

with XT = (g, 2), A(t) = [C(Ot) k(lt)
ously differentiable function.

Let’s ¢(t) = —(2 — asin(t)) and k(t) = —(2 — accos(t)), where the scalar
a is a constant parameter that accounts for the variability [38]. When
u = 0, [55] showed that the system (63) is uniformly exponentially stable
with V(t, X) = XTP(t)X as a Lyapunov function that satisfies V (¢, X) <
p(t)V(t, X), where

] and v : Ry x R? — R? is a continu-

1+ 27 cos(t) 2+ (X cos(t) — £sin(t))
% + 7(% cos(t) — %sin(t)) % — %7 sin(t)
is positive define when the constant v € [—0.5,04480] and
1 : _
plt) = SAmax (AT P() + PHA() + P(H))P(1),

with the constant parameter o = 2.292.
Now, let’s suppose that there exist a scalar function m € PC(R4,R), such
that

XTPt)u(t, X) +ut, X)TP(t)X < 7(t).

We consider W (t, X) = V(t, X) + ¢(t), where ¢(t) = exp(fg wu(s)ds), as a
Lyapunov function for the system (63) which satisfies the inequalities given
in (59) with a(t) = v (t). The derivative of W along the trajectories of system
(63) satisfies

W(t, X) < pt)W(t, X) + n(t).
Therefore, if p is mw—uniformly practically exponentially stable, then the
closed-loop system (63) is uniformly practically exponentially stable.
For simulation, we choose v = 2.125, v = 0, p(t) = $Amax ((A()TP(t) +
P(t)A(t))P~(t)), w(t) = 135z and

m(t) m(t) }T
T P+ G ool
We select (¢ = 1,z = 0.5) as initial condition. Then, we obtain the following
simulation result (see Figure 1).

u(t,q,x) =



N. Haps TaieB, M.A. Hammawmi, M. HamMmi 45

(1]

2]
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5]

[6]
(7]
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FIGURE 1. Time evolution of the solution
(q(t),x(t)) of system (62).
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