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Abstract- In this paper, the research area has always been car price forecasting. We demonstrate that using the proposed 

object detection method, the type of damage can be categorized into two classes with good accuracy damaged and undamaged. 

So, when we discovered these issues, we decided to develop a mobile application called Car Price Prediction, which allows 

users to anticipate the price of a used car. So, we trained the damage identification model using our data using a state-of-the-

art image detection method convolutional neural network and evaluated the accuracy on a GPU server and a smartphone. 
 

Index Terms-- Price Prediction, Used cars, Regression Model, Convolutional Neural Network.  

 

 

I. INTRODUCTION 

The price of a car results from continuous volatile prices of a 

supply of energy and various city, fuel types, and owner types. 

When car enthusiasts wish to purchase a new vehicle, they 

travel to a dealership or another location where new vehicles are 

sold. 

However, when it comes to a secondhand car, many people 

can afford one. Why? And how? If we compare the price of a 

new car to that of a used car, the price of a used car will always 

be half that of a new car. If someone wants to buy a brand new 

zero-kilometre car, the cost will be around 20 lacs, but if they 

buy a used car with 1000000 kilometres on it, the cost will be 

half or more than half, approximately 0.6 to 0.7 million. 

So, we have Worked on a Mobile application that is needed 

for now a day so that people may be able to predict the price of 

a used car, and we have created car dents accuracy find feature. 

By using this feature, car buyers can check the accuracy of the 

damaged car by uploading an image and checking the result by 

selecting get damage result. 

This paper examines the advancement of a multivariate 

relapse show to anticipate the retail cost of 2005 Common 

Engines (GM) cars. Measurable reading material regularly 

offers numerous little information sets chosen to demonstrate an 

assortment of issues and procedures that a client of relapse 

ought to know. The structure of this dataset permits 

understudies to work through the complete handle of 

demonstrating building and evaluation, hence giving a guided 

phone run some time recently handling a comprehensive dataset 

on their claim. Shockingly, data around all these components 

aren't continuously accessible, and the buyer must choose to buy 

at a certain price based on many variables, as it were. This 

inquiry is about connected machine learning strategies to make 

a demonstration that can foresee the cost of utilized cars. 

Although small data sets can offer the advantage of a sharp 

focus on issues, their narrow focus also carries disadvantages. A 

few extraordinary variables to which buyers connect 

significance in Mauritius are nearby past proprietors, whether 

the car had been included in genuine mishaps and whether it 

may be a lady-driven car. As we will see, the cost depends on 

numerous variables. The foremost imperative ones are 

ordinarily the age of the car, its make (and show), the beginning 

of the car (the first nation of the producer), its mileage (the 

number of kilometres it has run), and its drive. It is 

commonplace information that the esteem of utilized cars 

depends on a few components. 

 

II. LITERATURE SURVEY 

This paper uses various methods, including Multiple Linear 

Regression Analysis, K-Nearest Neighbor, nave Bayes, and 

decision trees, but he claims that finding the greatest accuracy 

result was tough [1].  

Another researcher Shonda Kuiper also worked on this project 

[2]. He has collected the data from Kelly Blue Book for several 

hundred 2005 used General Motors and used a Multivariate 
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Regression algorithm to predict the value of the used car. And it 

used various attributes such as mileage, make, model, engine size, 

and interior style. 

To anticipate the price of a secondhand car, Nabarun Pal 

employed the Random Forest algorithm [3]. This model was 

adopted after extensive exploratory data analysis to establish the 

impact of each attribute on price, he explains in his article. And 

after training his datasets, it discovered that the training accuracy 

was 95.82 percent, and the testing accuracy was 83.63 percent. 

And he claims that this model accurately predicted pricing based 

on given qualities. [3]. 

EnisGegic and his crew have also worked on a project to 

forecast car prices [4]. And he and his colleagues used three 

algorithms (Artificial Neural Network, Support Vector Machine, 

and Random Forest). Using a web scraper, they obtained the 

datasets from the file name (autopijaca.ba) web page. The web 

scrapper is only used to extract data into an excel spreadsheet. 

After completing the algorithm, they integrated it into a Java 

application, then tested the data for correctness, achieving an 

accuracy of 87 percent. 

Multiple Linear Regression shown in Fig. 1 was utilized by 

Sagar Tanna and his team [5]. And he explains that if you must 

manually forecast the price, you go to the company, where they 

inspect the cars and produce the documentation, and then you get 

the price after a long process. However, in today's world, when no 

one has enough time to go through the lengthy method, they 

desperately need a short period to estimate the price to save time 

and acquire a used automobile. Using the existing system, a user 

can access an online portal where, if he is a buyer, he can look for 

a car and speak with the automobile owner. If the seller accesses 

the portal, he can also connect with the seller. 

FIGURE 1: Multiple Linear Regression 

 

Gonggi [6] predicted the price using the artificial neural 

network on the residual value of privately used cars. And he 

predicted the price by using a few attributes mileage, 

manufacturer, and estimated useful life. And the model has 

predicted the accurate value or price. 

Richardson's [7] inquiry was based on the speculation that car 

firms are more energetic in delivering vehicles that don't 

deteriorate quickly. Utilizing numerous relapse examinations, he 

illustrated that crossover cars are more competent in keeping 

consistent speed. Their worth is higher than that of traditional 

automobiles. This is most likely the case. It is a better choice 

because of increased environmental concerns And its higher fuel 

efficiency and the climate. The significance of other parameters 

such as age, mileage, and MPG (miles per gallon) and make also 

considered. Considered in our research, He gathered all his 

information from various websites [7]. 

Another consideration that Listiani [8] details utilize is Back 

Vector Machines (SVM) to expect the values of rented autos. 

When a huge information set is accessible, SVM is impressively 

more exact in determining costs than numerous direct relapses, 

according to this think. SVM is also predominant in dealing with 

high-dimensional information and dodges under-fitting and over-

fitting issues. SVM employments a hereditary calculation to 

discover fundamental characteristics. However, the technique 

does not demonstrate why SVM is better than ordinary multiple 

regression in terms of variance and mean standard deviation [8]. 

Pinheiro et al. [11] depicted a Profound Cover 

acknowledgment showing that yields estimation choice veils 

through events shown within the input picture to partition each 

illustration substance, but the boundary classification strategy is 

moo [12]. Li et al. [13] display the full convolutional case 

recognizable proof as the primary end-to-end semantic division 

strategy. It figures out the outline and occurrence division by 

making strides in position-sensitive rating mapping. Still, when 

analyzing numerous protest occasions, it seems as if it roughly 

distinguished the border of each case question [14]. 

Among the current segmentation techniques, He et al. [15] 

proposed the Mask RCNN structure, which is an algorithm with 

basically fine example classification performance [16]. Lin et al. 

[17] utilized Mask RCNN to classify wheat planthoppers and 

found that wheat planthoppers and non-rice planthoppers might 

be recognized fast and efficiently, with a mean recognition rate of 

0.923. Wang et al. [18] used Masked RCNN to identify ship 

objects, showing that Mask RCNN works better while handling 

intimately connected objectives and cross objectives. 

Li et al. [19] proposed a Mask RCNN-based structure focus 

detection algorithm. Building targets can be identified with 94.6 

% in remotely sensed images of various scenes. The Cover 

RCNN calculation incorporates an assortment of applications, and 

no one has utilized it within vehicle harm discovery. Desktop 

Applications and Mobile Applications display the records related 

to the parameter captured by the corresponding screenshots [20]. 

The correlation coefficient of the new car price, engine power, 

and used car price is greater than 0.6, which has a certain linear 

correlation [21].  

III.  METHODOLOGY 

Our initial step was to get the datasets for predicting the price and 

train a model for forecasting the price of a used automobile, as 

well as got the images and train photos to machine and apply 
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methods for predicting the exact price and determining the 

accuracy of damaged and undamaged cars by uploading an 

image. Following that, we examined the model that can more 

accurately estimate the price. The datasets were gathered from the 

Internet. After receiving the automobile dataset, the price was 

predicted using the following criteria: brand, city, purchase year, 

kilometres driven, fuel type, transmission, mileage, engine, 

power, seats, and owner type. When someone goes to buy a car, 

these factors are always considered. We also downloaded photos 

from many websites, such as Google. [9]. Because we need to 

teach the system how to distinguish between damaged and 

undamaged autos. As you can see in Fig. 2. 

 

FIGURE 2. Flow Chart of Car Price Prediction 

 

First Phase, as you can see in phase 1, we first obtained the 

dataset, then found too many outliers, empty fields, and the same 

value in the column, and finally implemented our algorithm to get 

a better score for predicting the price, which includes Regression 

Model for price. And we also compared other algorithms such as 

Long Short-Term Memory (LSTM), K-Th Nearest Neighbor 

(mathematics) (KNN), and Logistic Regression.  

A logistic regression model always measures the link between a 

categorical dependent variable and an independent variable, and 

we chose this approach to get the best results.  

Long-short term memory technique, for example, is commonly 

used in deep learning to categorize and forecast based on time 

series data and is frequently used for speech recognition and other 

tasks. Because it generates highly accurate predictions and is a 

nonparametric method, the k-nearest neighbour may complete the 

most accurate model. 

We obtained accurate results after training and modelling the 

dataset using the technique described above, and we examined 

which algorithm was suitable for our project.  

Following the implementation of the algorithm for estimating the 

pricing in a mobile application, we trained the machine using 

automobile photos to obtain the accuracy of damaged and 

undamaged cars by uploading an image.  

The absence of publicly available datasets of vehicle-broken 

images with categorization is an essential ingredient though there 

are no available public datasets. The hardest challenge is building 

a model with such a small dataset. In this scenario [20], 

significant progress has been made in learning how and where to 

address classification tasks when a small dataset is inadequate to 

train a CNN model. This issue can be addressed using data 

mining algorithms, which entails proactively gathering and 

labelling information on the web [21]. 

We first obtained 400 car photos (damaged and undamaged) from 

different websites to train the model. Then we import our image 

folder into the vehicles to train them because machines always 

recognize angles from three sides (length, width, and height) and 

in RGB colour to gray colour and images from the X-axis and Y-

axis [25]. After that, we used the CNN algorithm (Fig. 3, Fig. 4, 

and Table I). 

 

 

FIGURE 3: Damage Cars [25] 

 

 

FIGURE 4: Not Damage Cars [25] 

 

TABLE I 

DAMAGE AND UNDAMAGED CARS DATASET 

 Train Test Result 

Damage 200 Images 20 images 91.44% 

Undamaged 79 images 16 images 92.36% 

 

The CNN technique tried to compare three components of a 

picture (colour, placement, and colour scheme) to a picture that is 

always predicated on dots and has an RGB colour scheme (red, 

green, blue). CNN performs by exporting the following features: 

1) It accepts grayscale images as input. 

2) And then there's the binary output. 

3) Convolution layers, ReLU (amended straight unit) layers, 

pooling layers, and a covered-up layer comprising of convolution 

layers, ReLU (amended straight unit) layers, and a covered-up 

layer comprising of convolution layers, ReLU (corrected straight 

unit) layers, and a completely associated Neural Organize [10]. 

An image is composed of the lowest interconnected parts of 

bitmap graphics, but every dot does have a resilience recognized 
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as the image pixels. When we investigate a digital photo, it 

typically has three colour features, such as the Red-Green-Blue 

channels, known as the "RGB" values. Why is RGB used? 

Because it's been revealed that trying to combine these three can 

produce a plausible palette. When we operate with a colour photo, 

the picture comprises various dots, each with three RGB stream 

values (see Fig. 5). 

FIGURE 5: RGB Format 

 

Image Shape's output is (640, 960, 3). The picture's sizes seem to 

be 640 x 960 x 3, with 640 expressing the height, 960 indicating 

the width, and 3 showing the number of source images (see Fig. 

6). 

 

 

 

 

 

 

FIGURE 6: Gray yields 

 

Grayshape yields 640 x 960 pictures. What we've had a look at 

up now is a picture of 614,400 dots, but still only each channel. 

This is what we see once we attempt to persuade the number of 

pixels from the grayscale image into a tabular format [23]. We 

took numerous of those kinds of pictures as well as began to 

classify them as various individuals by observing the image pixels 

and finding patterns in them. Because of the background, colour 

size, and wide variation from frame to frame, it was hard to find 

shapes by evaluating image pixels. Consequently, we used 

another advanced technology, such as CNN, to identify these 

corners or seek the innate behaviour of different functionalities in 

the car using these labelled images. 

A. OBJECTIVES 

• Users may be able to predict the price. 

• Users may be able to check the accuracy of the damaged 

and undamaged car. 

• Users can save time. 

• Users can save money  

B.  COMPARISON 

As applied, three algorithms were to compare a few attributes 

more commonly seen when buying a car, such as Brand, City, 

Purchase year, Kilometers driven, Fuel Type, Transmission, 

Mileage, Engine, Seats, and Owner type [27-30]. As we 

mentioned in our literature review for this project, many 

researchers have worked on it. Still, they have applied various 

algorithms on various attributes, and each of their works and 

methods to apply the algorithm were different (see Figs. 7, 8, 9 

and Tables II, III, IV. 

FIGURE 7: Accuracy of Logistic Regression 

TABLE II 
ACCURACY MODEL I 

Accuracy Model 

0.77 % Logistic Regression 
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FIGURE 8: Accuracy of KNN algorithm 

TABLE III 

ACCURACY MODEL II 

Accuracy Model 

0.79 % KNN Algorithm 

TABLE IV  
ACCURACY MODEL III 

Accuracy Model 

0.87 %1 Long short-term memory 

FIGURE 9: Accuracy of Long term-short memory 

C. ALGORITHM 

The Algorithm 1 pseudocode is as follows: 

Input: Train data and Test data (No label); 

Output: Prediction results Pr of Test data; 

Training ResNet models by using Train data; 

Train and Test data results were predicted using the trained 

ResNet model. 

Add the prediction result as a new feature pre_result to the 

original feature. 

min_loss =∞; 

index = 1; 

while loss < min_loss do: 

min_loss = loss; 

if index%2 == 1: 

Training with XGB; 

else: 

Training with LGBM; 

data; 

The pre_result feature is replaced with the current 

round prediction Pr; 

end 

Output prediction results Pr; 

D. SIMPLE STATISTICS 

The basic characteristic properties of the data are shown in 

Table V. Through the simple statistics and observations of the 

data, and it is found that some serious missing characteristics 

need to be processed. 

TABLE V  
BASIC CHARACTERISTICS OF THE DATA[22] 

ID  Features  Type 

1 carid  int 

2 tradeTime  string 

3 brand int 

4 serial  int 

5 model  int 

6 mileage float 

7 colour  int 

8 cityId  int 

9 carCode  int 

10 transferCount  int 

11 seatings  int 

12 registerDate  string 

13 licenseDat  string 

14 country int 

15 maketype  int 

16 modelyear  int 

17 displacement  float 

18 gearbox  int 

19 oiltype  int 

20 newprice  float 

21 anonymousFeature*15  int or string 

22 price  float 

IV. RESULT AND ANALYSIS 

Following our efforts, we applied an algorithm to estimate the 

price and determine the accuracy of a car by uploading an image. 

We achieved a better result of the Regression Model Algorithm 

for forecasting the price of an automobile after applying the 

algorithm. To assess the accuracy of the car, we trained 90 

percent of photographs and tested 10 percent of images by 

applying the CNN algorithm. Figure 10-15 are the mobile 

application screenshots, Showing the splash, login, register, and 

working of the application (see Table VI). 

 

TABLE VI  

CARS DATA BY DAMAGE AND UNDAMAGED 

Training Testing Accuracy Model 

90 % 10% 92.36% CNN 
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FIGURE 10: First You can see the Splash Screen 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 11: Now we have created the Login and Registration page 

The user is not already login, so the user must register himself/herself. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 12: The registration and login process has connected the database in 

Firebase. Now the user will visit the home page. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 13: If the user wants to predict the price, then will select the predict 

button and if the user wants to predict the dents on the car, then he or she will 

select the damage to detect button 
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FIGURE 14: To predict the price of a car user must fill in the car name, company, 

year, kms_driven, and fuel type and can predict the price of a car. 

 

FIGURE 15: If the user wants to check the damage result of the car, then he/she 
must take a live picture with a better camera result; otherwise they cannot 

predict the better accuracy result. 

 

VII. CONCLUSION 

We aim to develop this project to predict the price of used cars 

and to get the accuracy of cars because so many people want to 

buy used cars due to less budget. When they buy used cars, see a 

different website or go to the market to buy the car, most 

people/owners sell the car at costly prices, which is not matched 

its price, and when people buy a car. Hence, people often see 

these features such as ( brand, city, purchase year, kilometres 

driven, fuel type, transmission, mileage, engine, seats, and 

owner), and these attributes we have used for our application and 

applied algorithm. Still, we got the best result using by LSTM 

algorithm. 
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