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Córdoba, October 2022
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(se hará mención a la evolución y desarrollo de la tesis, así como a trabajos y 

publicaciones derivados de la misma). 
 
El trabajo realizado por el doctorando durante todo el período de investigación ha sido 
satisfactorio, lo cual se puede constatar en los resultados obtenidos. En primer lugar, 
se realizó un amplio estudio experimental sobre redes convolucionales para el 
diagnóstico de melanoma. La revisión dio lugar a la redacción de un artículo publicado 
en la revista Medical Image Analysis. Además, se presentó un poster presentado en el 
VII Congreso Científico de Investigadores en Formación de la Universidad de Córdoba. 
Dichos estudios permitieron una mejor comprensión del estado del arte, así como dar 
recomendaciones a la hora de elegir cuál modelo aplicar en un conjunto de datos.  
 
A continuación, se comenzó a trabajar en varias líneas asociadas al desarrollo de 
modelos propios. En primer lugar, se implementó un modelo que combina submodelos 
y los rasgos abstractos que producen. Para realizar dicha combinación se empleó un 
algoritmo evolutivo, que codificaba un ensemble completo. El modelo produjo 
resultados competitivos, siendo comparado con los algoritmos que integran el estado 
del arte, y fue publicado en la revista Neural Computing and Applications. Asimismo, el 
modelo fue implementado en una aplicación web con el objetivo de ser intuitivo y 
sencillo de probar. 
 
Se realizó una revisión de un nuevo tipo de arquitectura denominada Dynamic routing 
between capsules. Este nuevo tipo de arquitectura guarda mejor la posición relativa de 
los elementos que forman una imagen, en comparación con las redes convolucionales 
tradicionales. Como fruto de la investigación se ha construido una arquitectura basada 
en ambos tipos de arquitecturas. Se llevó a cabo un amplio estudio experimental y se 
llegó a la conclusión que obtiene mejores resultados que varias técnicas del estado del 
arte. Se publicó un artículo en la revista Cancers. 
 
Se desarrollaron otras dos propuestas que están actualmente en proceso de revisión 
en las revistas Artificial Intelligence in Medicine y Knowledge-based systems. Dichas 
propuestas radican en generar imágenes de melanoma ficticias de alta calidad para 
remediar la falta de datos, y la segunda propuesta consiste en ajustar activamente el 
entrenamiento de los modelos a medida que aprende empleando Active Learning. 
 



 

 

Es de destacar también que el trabajo de investigación desarrollado ha sido aceptado 
para su presentación en varios congresos científicos de prestigio internacional, tales 
como la IEEE International Conference on Omni-layer Intelligent systems. Por otra 
parte, las líneas de investigación desarrolladas en esta memoria no están aún 
agotadas, existiendo algunas líneas de trabajo futuro que considero pueden también 
dar lugar a varias publicaciones científicas de calidad. 
 
Por todo lo comentado, considero que el trabajo presentado por D. Eduardo Pérez 
Perdomo reúne los requisitos exigibles a una tesis doctoral, y recomiendo la 
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Resumen

Las tasas de incidencia y mortalidad del cáncer de piel siguen siendo una gran preo-

cupación en muchos páıses. Según las últimas estad́ısticas sobre el cáncer de piel

por melanoma, sólo en Estados Unidos se esperan 7.650 muertes en 2022, lo que

representa 800 y 470 muertes más que en 2020 y 2021, respectivamente. En 2022, el

melanoma se sitúa como la quinta causa de nuevos casos de cáncer, con un total de

99.780 personas. Esta enfermedad se diagnostica principalmente con una inspección

visual de la piel y luego, si quedan dudas, se realiza un análisis dermatoscópico. El

desarrollo de herramientas de diagnóstico no invasivas eficaces para las fases tempra-

nas de la enfermedad debeŕıa aumentar la calidad de vida y disminuir los recursos

económicos necesarios. El diagnóstico precoz de las lesiones cutáneas sigue siendo

una tarea dif́ıcil, incluso para los dermatólogos expertos, debido a la complejidad, la

variabilidad, la dudosa sintomatoloǵıa y las similitudes entre las distintas categoŕıas

de lesiones cutáneas.

Para lograr este objetivo, trabajos anteriores han demostrado que el diagnóstico

precoz a partir de imágenes de la piel puede beneficiarse enormemente del uso de

métodos computacionales. Varios estudios han aplicado métodos basados en el análi-

sis manual de las imágenes dermatoscópicas e histológicas de alta calidad y, además,

técnicas de aprendizaje automático, como k-nearest neighbors, support vector machi-

nes y random forest. Sin embargo, hay que tener en cuenta que, aunque la extracción

manual de caracteŕısticas incorpora una importante base de conocimientos al análi-

sis, la calidad de los descriptores extráıdos depende en gran medida de la experiencia

de los expertos. La segmentación de la lesión es otro proceso que suele realizarse

manualmente. Ambos procesos consumen mucho tiempo y son propensos a cometer

errores. Además, la definición expĺıcita de una caracteŕıstica intuitiva e interpretable

es dif́ıcilmente alcanzable, ya que depende del espacio de intensidad de los ṕıxeles y,

por tanto, no son invariables respecto a las diferencias en las imágenes de entrada.

Por otra parte, el uso de dispositivos móviles ha aumentado considerablemente, lo

que ofrece una fuente de datos casi ilimitada.

En los últimos años, se ha prestado cada vez más atención al diseño de modelos

de Deep Learning para el diagnóstico del melanoma, más concretamente a las Con-

volutional Neural Networks. Este tipo de modelos es capaz de extraer y aprender

caracteŕısticas de alto nivel a partir de imágenes en bruto y/u otros datos sin la

intervención de expertos. Varios estudios han mostrado que los modelos de apren-

dizaje profundo pueden superar a los métodos basados en la extracción manual de

rasgos, e incluso igualar el rendimiento predictivo de los dermatólogos. Sin embargo,

sugerimos cautela y una mayor integración de las propuestas en la práctica médica

diaria, con el fin de validar plenamente tales hallazgos. La asociación International



Skin Imaging Collaboration ha impulsado el desarrollo de métodos para la obtención

de imágenes digitales de la piel. Cada año, desde 2016 hasta 2019, se ha organizado

un reto y una conferencia, en los que han participado más de 185 equipos. Sin em-

bargo, los modelos convolucionales presentan varios problemas para el diagnóstico

de la piel. Estos modelos pueden ajustarse a una gran diversidad de puntos de datos

no lineales, siendo propensos a sobreajustarse en conjuntos de datos con un pequeño

número de ejemplos de entrenamiento por categoŕıa y, por tanto, alcanzando una

pobre capacidad de generalización. Por otra parte, este tipo de modelo es sensible

a algunas caracteŕısticas de los datos, como las grandes similitudes interclase y las

varianzas intraclase, las variaciones en los puntos de vista, los cambios en las condi-

ciones de iluminación, las oclusiones y el desorden del fondo, que pueden encontrarse

sobre todo en las imágenes no dermatoscópicas. Estos problemas suponen un reto

para el diagnóstico automático de la enfermedad en las primeras fases.

Como consecuencia de lo anterior, el objetivo de esta tesis doctoral es realizar apor-

taciones significativas al diagnóstico automático del melanoma. Las propuestas pre-

tenden evitar el sobreajuste y mejorar la capacidad de generalización de los modelos

profundos, aśı como conseguir un aprendizaje más estable y una mejor convergencia.

Hay que tener en cuenta que la investigación en aprendizaje profundo suele requerir

una potencia de procesamiento abrumadora para entrenar arquitecturas complejas.

Por ejemplo, cuando se desarrolló la arquitectura NASNet, los investigadores uti-

lizaron 500 NVidia P100 - cada unidad gráfica costó entre $5.899 a $7.374, lo que

representa un total de $2.949.500,00 - $3.687.000,00. Lamentablemente, la mayoŕıa

de los grupos de investigación no tienen acceso a tales recursos, incluido el nuestro.

En esta tesis doctoral se ha explorado el uso de varias técnicas. En primer lugar,

se llevó a cabo un amplio estudio experimental, que incluyó modelos y métodos de

última generación para aumentar el rendimiento. Se aplicaron técnicas bien conoci-

das, como data augmentation y transfer learning. Se llevó a cabo Data augmentation

para equilibrar el número de instancias por categoŕıa y actuar como regularizador

para evitar el sobreajuste en las redes neuronales. Por otro lado, transfer learning

utiliza los pesos de un modelo preentrenado de otra tarea, como estado inicial para

el aprendizaje de una tarea distinta de la anterior. Los resultados demuestran que

el diagnóstico automático del melanoma es una tarea compleja. Sin embargo, dife-

rentes técnicas son capaces de mitigar estos problemas en cierto grado. Por último,

se dan sugerencias sobre cómo entrenar modelos convolucionales para el diagnóstico

del melanoma y se presentan futuras ĺıneas de investigación.

A continuación, se aborda el descubrimiento de arquitecturas basadas en ensembles

mediante el uso de algoritmos genéticos. La propuesta es capaz de estabilizar el

proceso de entrenamiento. Esto es posible gracias a la búsqueda de combinaciones



subóptimas de las caracteŕısticas abstractas de los miembros del ensemble, que se

utilizan para entrenar un bloque convolucional. A continuación, se entrenan varios

bloques de predicción al mismo tiempo, y el diagnóstico final se consigue combinando

todas las predicciones individuales. Investigamos emṕıricamente las ventajas de la

propuesta, que muestra una mejor convergencia, mitiga el sobreajuste del modelo y

mejora la generalización. Además, el modelo propuesto está disponible en Internet

y puede ser consultado por expertos.

La siguiente propuesta se centra en el diseño de una arquitectura avanzada capaz de

fusionar los bloques convolucionales clásicos y un modelo novedoso conocido como

Dynamic Routing Bet- ween Capsules. Este enfoque aborda las limitaciones de los

bloques convolucionales utilizando un conjunto de neuronas en lugar de una neuro-

na individual para representar los objetos. Cada cápsula aprende una descripción

impĺıcita de los objetos, como la posición, el tamaño, la textura, la deformación y

la orientación. Además, se lleva a cabo un ajuste de los parámetros principales para

garantizar un aprendizaje eficaz con pocos datos de entrenamiento. Se realizó un

amplio estudio experimental en el que la fusión de ambos métodos superó a seis

modelos del estado del arte.

Por otro lado, se propone un método robusto para el diagnóstico del melanoma,

que se inspira en las conexiones residuales y en Generative Adversarial Networks.

La arquitectura es capaz de producir imágenes sintéticas fotorrealistas de la piel de

512 × 512, incluso con pequeños conjuntos de datos de imágenes dermatoscópicas

y no dermatoscópicas como dominios del problema. De este modo, se abordan la

falta de datos, los problemas de desequilibrio y los problemas de sobreajuste. Varios

modelos convolucionales se entrenan y evalúan ampliamente utilizando las imágenes

sintéticas, ilustrando su eficacia en el diagnóstico del melanoma.

Finalmente, se propone un marco de trabajo inspirado en el aprendizaje activo.

La estrategia de consulta basada en el entrenamiento por lotes permite un proceso

de entrenamiento más rápido, al aprender sobre la complejidad de los datos de

forma impĺıcita. Dicha complejidad nos permite ajustar el proceso de entrenamiento

después de cada iteración, lo que lleva al modelo a conseguir un mejor rendimiento

en un menor número de iteraciones en comparación con un entrenamiento aleatorio.

A continuación, se evalúa el método de entrenamiento analizando tanto el valor

informativo de cada imagen como el rendimiento predictivo de los modelos. Se realiza

un amplio estudio experimental, en el que los modelos entrenados con la propuesta

obtienen resultados significativamente mejores que los modelos de referencia.

Los resultados sugieren que todav́ıa hay espacio para mejorar el diagnóstico de las

lesiones cutáneas. Sin embargo, los datos estructurados de laboratorio, los datos



narrativos no estructurados y, en algunos casos, los datos de audio u observacio-

nales, son señalados por los radiólogos como claves durante la interpretación de la

predicción. Esto es particularmente cierto en el diagnóstico del melanoma, donde

el contexto cĺınico es a menudo esencial. Por ejemplo, śıntomas como el picor y la

disponibilidad de varias imágenes de una misma lesión cutánea durante un peŕıodo

de tiempo prueban que la lesión está creciendo, son muy probables para sugerir un

cáncer. El uso de diferentes tipos de datos de entrada podŕıa ayudar a mejorar el

rendimiento de los modelos de predicción aplicados a la medicina. En este sentido, se

ha propuesto un primer algoritmo evolutivo destinado a explorar datos multimoda-

les multiclase, que superó al modelo base de tipo convolucional de una sola entrada.

Además, las caracteŕısticas predictivas extráıdas por las cápsulas primarias podŕıan

utilizarse para entrenar otros modelos, como Support Vector Machine.



Abstract

The incidence and mortality rates of skin cancer remain a huge concern in many

countries. According to the latest statistics about melanoma skin cancer, only in the

Unites States, 7,650 deaths are expected in 2022, which represents 800 and 470 more

deaths than 2020 and 2021, respectively. In 2022, melanoma is ranked as the fifth

cause of new cases of cancer, with a total of 99,780 people. This illness is mainly

diagnosed with a visual inspection of the skin, then, if doubts remain, a dermoscopic

analysis is performed. The development of effective non-invasive diagnostic tools for

the early stages of the illness should increase quality of life, and decrease the required

economic resources. The early diagnosis of skin lesions remains a tough task even

for expert dermatologists because of the complexity, variability, dubiousness of the

symptoms, and similarities between the different categories among skin lesions.

To achieve this goal, previous works have shown that early diagnosis from skin images

can benefit greatly from using computational methods. Several studies have applied

handcrafted-based methods on high quality dermoscopic and histological images,

and on top of that, machine learning techniques, such as the k-nearest neighbors

approach, support vector machines and random forest. However, one must bear in

mind that although the previous extraction of handcrafted features incorporates an

important knowledge base into the analysis, the quality of the extracted descriptors

relies heavily on the contribution of experts. Lesion segmentation is also performed

manually. The above procedures have a common issue: they are time-consuming

manual processes prone to errors. Furthermore, an explicit definition of an intuitive

and interpretable feature is hardly achievable, since it depends on pixel intensity

space and, therefore, they are not invariant regarding the differences in the input

images. On the other hand, the use of mobile devices has sharply increased, which

offers an almost unlimited source of data.

In the past few years, more and more attention has been paid to designing deep

learning models for diagnosing melanoma, more specifically Convolutional Neural

Networks. This type of model is able to extract and learn high-level features from

raw images and/or other data without the intervention of experts. Several studies

showed that deep learning models can overcome handcrafted-based methods, and

even match the predictive performance of dermatologists. The International Skin

Imaging Collaboration encourages the development of methods for digital skin ima-

ging. Every year since 2016 to 2019, a challenge and a conference have been organi-

zed, in which more than 185 teams have participated. However, convolutional models

present several issues for skin diagnosis. These models can fit on a wide diversity

of non-linear data points, being prone to overfitting on datasets with small num-

bers of training examples per class and, therefore, attaining a poor generalization



capacity. On the other hand, this type of model is sensitive to some characteris-

tics in data, such as large inter-class similarities and intra-class variances, variations

in viewpoints, changes in lighting conditions, occlusions, and background clutter,

which can be mostly found in non-dermoscopic images. These issues represent cha-

llenges for the application of automatic diagnosis techniques in the early phases of

the illness.

As a consequence of the above, the aim of this Ph.D. thesis is to make significant

contributions to the automatic diagnosis of melanoma. The proposals aim to avoid

overfitting and improve the generalization capacity of deep models, as well as to

achieve a more stable learning and better convergence. Bear in mind that research

into deep learning commonly requires an overwhelming processing power in order

to train complex architectures. For example, when developing NASNet architecture,

researchers used 500 × NVidia P100s - each graphic unit cost from $5,899 to $7,374,

which represents a total of $2,949,500.00 - $3,687,000.00. Unfortunately, the majority

of research groups do not have access to such resources, including ours.

In this Ph.D. thesis, the use of several techniques has been explored. First, an exten-

sive experimental study was carried out, which included state-of-the-art models and

methods to further increase the performance. Well-known techniques were applied,

such as data augmentation and transfer learning. Data augmentation is performed

in order to balance out the number of instances per category and act as a regularizer

in preventing overfitting in neural networks. On the other hand, transfer learning

uses weights of a pre-trained model from another task, as the initial condition for the

learning of the target network. Results demonstrate that the automatic diagnosis

of melanoma is a complex task. However, different techniques are able to mitigate

such issues in some degree. Finally, suggestions are given about how to train con-

volutional models for melanoma diagnosis and future interesting research lines were

presented.

Next, the discovery of ensemble-based architectures is tackled by using genetic algo-

rithms. The proposal is able to stabilize the training process. This is made possible

by finding sub-optimal combinations of abstract features from the ensemble, which

are used to train a convolutional block. Then, several predictive blocks are trained

at the same time, and the final diagnosis is achieved by combining all individual

predictions. We empirically investigate the benefits of the proposal, which shows

better convergence, mitigates the overfitting of the model, and improves the gene-

ralization performance. On top of that, the proposed model is available online and

can be consulted by experts.



The next proposal is focused on designing an advanced architecture capable of fusing

classical convolutional blocks and a novel model known as Dynamic Routing Bet-

ween Capsules. This approach addresses the limitations of convolutional blocks by

using a set of neurons instead of an individual neuron in order to represent objects.

An implicit description of the objects is learned by each capsule, such as position,

size, texture, deformation, and orientation. In addition, a hyper-tuning of the main

parameters is carried out in order to ensure effective learning under limited trai-

ning data. An extensive experimental study was conducted where the fusion of both

methods outperformed six state-of-the-art models.

On the other hand, a robust method for melanoma diagnosis, which is inspired on

residual connections and Generative Adversarial Networks, is proposed. The archi-

tecture is able to produce plausible photorealistic synthetic 512 × 512 skin images,

even with small dermoscopic and non-dermoscopic skin image datasets as problem

domains. In this manner, the lack of data, the imbalance problems, and the overfit-

ting issues are tackled. Finally, several convolutional modes are extensively trained

and evaluated by using the synthetic images, illustrating its effectiveness in the

diagnosis of melanoma.

In addition, a framework, which is inspired on Active Learning, is proposed. The

batch-based query strategy setting proposed in this work enables a more faster trai-

ning process by learning about the complexity of the data. Such complexities allow

us to adjust the training process after each epoch, which leads the model to achieve

better performance in a lower number of iterations compared to random mini-batch

sampling. Then, the training method is assessed by analyzing both the informative-

ness value of each image and the predictive performance of the models. An extensive

experimental study is conducted, where models trained with the proposal attain sig-

nificantly better results than the baseline models.

The findings suggest that there is still space for improvement in the diagnosis of

skin lesions. Structured laboratory data, unstructured narrative data, and in some

cases, audio or observational data, are given by radiologists as key points during the

interpretation of the prediction. This is particularly true in the diagnosis of mela-

noma, where substantial clinical context is often essential. For example, symptoms

like itches and several shots of a skin lesion during a period of time proving that

the lesion is growing, are very likely to suggest cancer. The use of different types

of input data could help to improve the performance of medical predictive models.

In this regard, a first evolutionary algorithm aimed at exploring multimodal multi-

class data has been proposed, which surpassed a single-input model. Furthermore,

the predictive features extracted by primary capsules could be used to train other

models, such as Support Vector Machine.





Preface

The Spanish legislation for Ph.D. studies, RD 99/2011, published the 28th of Ja-

nuary of 2011 (BOE-A-2011-2541), grants each Spanish University competencies to

establish the necessary supervision and evaluation procedures to guarantee the qua-

lity of Ph.D. theses. As unique requirement for the defence, this national regulation

indicates that the manuscript should be accompanied by a document detailing the

complementary learning activities carried out by the student.

Accordingly, the University of Córdoba has a specific regulation for Ph.D. studies,

approved by its governing board the 21th of December of 2011. This regulation esta-

blishes two different modalities to elaborate the manuscript that the student, under

the supervision of one or more Ph.D. advisors, has to present at the end of his/her

doctorate studies. This Ph.D. thesis follows the modality described in the article no.

24 of the aforementioned regulation, referred as Ph.D. thesis as a compendium of

publications. According to that article, the Ph.D. thesis can be presented as a com-

pendium of, at least, three research articles published (or accepted for publication)

in research journals of high quality, i.e. appearing in the first three quartiles of the

Journal Citation Reports (JCR). If such a requirement is fulfilled, the manuscript

has to include: an introduction to justify the thematic cohesion of the Ph.D. thesis;

the hypotheses and objectives to be achieved, and how they are associated to the

publications; full copy of the publications, and conclusions.

Following these guidelines, this Ph.D. thesis is organised as described next. Firstly,

an introductory part is divided into five chapters. More specifically, Chapter 1 pre-

sents the background and state of the art of the research areas in which this Ph.D.

thesis is framed. Next, the motivation, objectives and hypotheses are detailed in

Chapter 2. Chapter 3 explains the research methodology, while an overview of the

obtained results is presented in Chapter 4. Lastly, Chapter 5 discusses conclusions

and future work. The second part of the document is comprised of three chapters.

Chapter 6 includes the three main publications derived from this Ph.D. thesis. Chap-

ter 7 compiles other journal publications associated to this Ph.D. thesis. Finally,

Chapter 8 provides the list of conference publications.
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1
Introduction

T
his chapter presents the fundamentals and state of the art of the research areas

in which this Ph.D. thesis is founded. More precisely, firstly how to improve

the automatic diagnosis of melanoma using data science is described. Then, an

introduction to descriptors-based techniques is presented, including an overview of

the Asymmetry, Border, Color, Diameter and Evolving (ABCDE) method. Lastly,

Convolutional Neural Network (CNN) models for the diagnosis of melanoma is ex-

plored in depth in order to analyze the current state of the field.

1.1. Automatic melanoma diagnosis

Diagnosing diseases is a major process for analyzing what explains the symptoms

of a patient. Physicians often use a physical examination and diagnostic tests in

order to assess the patients. Diagnosis is a really challenging task since many signs

and symptoms may often be nonspecific. In this sense, differential diagnosis plays

an important role, where several possible explanations are compared, involving the

analysis of correlation among variables followed by the recognition and differentia-

tion of patterns [26].

3



Chapter 1. Introduction

40160
43850 42600

60190 62260
57180

0

10000

20000

30000

40000

50000

60000

70000

2020 2021 2022

New cases

Women Men

2240
2580 2570

4610 4600
5080

0

1000

2000

3000

4000

5000

6000

2020 2021 2022

Deaths

Women Men

Figure 1.1: Statistics about skin cancer and prediction of the current year.

In recent years,the scientific community have been attracted by the application of

artificial intelligence techniques [47, 49]. The above allows extracting key knowledge

from hard scenarios where it could be impossible for humans to reach a remark.

Loads of data is being stored, such as Electronic Health Records (EHR) and novel

tests, which include massive gene array data. As a result, new applications are being

developed for analyzing and predicting data in biomedicine [39].

We aims at researching about novel methods for diagnosing melanoma at early

stages. Melanoma is leading to 90% of skin cancer mortality. Just in Europe,

melanoma affects from 100 to 250 people per 1 million inhabitants; in USA from

200 to 300 per 1 million inhabitants; finally Australia from 500 to 600 per 1 million

inhabitants [23, 25, 53]. According to the latest statistics (see Figure 1.1), this year

in USA are due to occur 470 more deaths than 2021 [4–6].

The first step when diagnosing melanoma is to visually evaluate the lesion. After it,

physicians conduct a deep analysis using a dermatoscope [3, 8]. However, the differ-

ence between malignant and benign lesions is sometimes too thin. As a consequence,

a biopsy should be carried out. Nevertheless, there are methods that simplify such

diagnosis. For example, the well-known as Asymmetry, Border, Color, Diameter,

and Evolution (ABCDE) method [1, 63]. Now, you can establish the stage and

depth of the lesion (see Figure 1.21).

1Taken from Cancer Research UK/Wikimedia Commons. https://bit.ly/3Cy70MF.
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1.1. Automatic melanoma diagnosis

Figure 1.2: Stages of melanoma.

The early diagnosis of this illness is an arduous task even for a trained dermatol-

ogist or physician due to the variability and dubiousness of the symptoms [28], as

can be seen in Figure 1.3. A bibliography review related to computational methods

for melanoma diagnosis revealed that most state-of-the-art methods are based on

classical machine learning techniques [7]. Most of these methods use as input in-

formation images of the nevi of each patient, or a set of descriptors extracted from

those images, and apply classical techniques such as k-nearest neighbors [48, 55], ar-

tificial neural networks [11, 72], support vector machines [14, 27, 30, 86] and, more

recently, deep learning models [21].

The classical techniques need the priori extraction of characteristics made by a

dermatologist, which adds priceless insight about the problem. As a result, small

datasets are required for building a machine learning model. Nevertheless, such

effectiveness depends on the experts, and those set of high-level characteristics which

are able to discriminate, are hard to find [42]. Such challenge arises because features

are related to pixel intensity, and they are not invariant when analyzing differences

between images [57]. As a consequence of the above, in recent years more and more

attention has been paid to researching about novel artificial intelligence techniques

which can identify and learn high-level features. In this sense, it could be tackled

the inter- and intra-class variability in skin lesion images [2, 21].
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(a) Benign

(b) Malignant

Figure 1.3: Morphological differences in images belonging to patients which have
the same and different biological conditions; images taken from PH2 dataset [62].

All of these proposals use information of one or multiple nevi for each patient,

or clinical information extracted from other sources. Furthermore, the number of

proposals that make use of more flexible representations at the same time, such as

clinical, gene and image data, is largely reduced [64]. For example, only a sample

image is usually associated with one patient, which disables classical multi-instance

learning. Also, only few dataset contains some clinical meta data, such as sex, lesion

localization, and age. Even at this point, more than 11% of the samples contain

missing metadata values, hampering the classical multi-view learning. In addition,

after performing a deep analysis of the existing data sources, we have concluded

that the majority of public skin cancer data sources only encompass a limit number

of images, which reduces the capacity of machine learning algorithms.

In this sense, in recent years more care has been given to developing deep learn-

ing (DL) models for diagnosing melanoma, more specifically Convolutional Neural

Networks [21], mainly because these models can automatically analyze and learn

characteristics from skin lesions for a better prediction.
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These facts motivate our work hypothesis, that is, that the use of novels techniques

over these models will increase the overall diagnostic performance. The proposals

will provide better machine learning models, which will be more accurate, robust,

and probably more scalable and appropriate for use in a big data environment, e.g.

by means of applying and developing new data augmentation methods [67], utilizing

transfer learning techniques [21], designing CNN-based ensembles [60], developing

methods and architectures to construct invariant models [56], designing stable train-

ing methods [68].

1.2. Convolutional Networks for the diagnosis of melanoma

CNNs are a type of feedforward neural network that use a mathematical operation

called convolution, which is a linear operation that involves the multiplication of a

two-dimensional input (an image) with two-dimensional array of weights, called a

filter or a kernel. Convolution allows us to draw characteristics from skin lesions

images automatically. The above are transferred to successive layers that can learn

abstract characteristics, and at the end a final decision is made [51]. The above

would mean that CNNs are able to construct complex concepts from a low level.

For example, a human face could be interpreted as components (mouth and node),

and the latest ones into sub-components (corners and contours) [33].

Several works have shown CNNs as a suitable technique for the automatic diag-

nosis of melanoma [21, J3], demonstrating that this type of deep learning model

is more suitable than previous methods that need hand-crafted features. However,

they still present various disadvantages that hamper their application for diagnosing

melanoma. Firstly, CNNs can fit on a wide diversity of non-linear data points, and

tend to overfitting on small data sources, and therefore, such models are very likely

to attain poor predictive performance. In this regard, it is noteworthy that most

of the majority of skin lesion data sources contains a limited number of images,

reducing the abilities of CNNs. Secondly, CNNs are sensitive to large inter-class

similarities and intra-class variances, variations in viewpoints, changes in lighting

conditions, occlusions, and background clutter [9]. Although dermoscopic images are

commonly used by expert dermatologists, nowadays there is an increasing tendency

to get images shot with cheaper technological devices [20]. As a result, economical
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resources and invasive treatments can be reduced. In addition, new models should

obtain suitable predictive performance in both non-dermoscopic and dermoscopic

images.

Finally, CNNs are more tolerant to small changes in the viewpoint and roughly

invariant to small translations on the training data. However, they are not rotation,

color or lighting-invariant [54, 73]. Invariance to a transformation is key for the image

recognition task, and this means that your input image could be transformed and

the representation you get is the same as the original. The great variety of possible

morphologies is a key task for improving the automatic diagnosis of melanoma.

The model should be able to detect rotations, changes, and it is supposed to make

internal modifications in the above sense.

On the other hand, in the past few years, several techniques have been applied

to improve such predictive performance. For instance, to build a transformation-

invariant model, data are augmented by applying custom transformations on the

images [83]. For example, Lenc and Vedaldi [54] generated more transformation-

invariant CNN models, where the benefits were more noticeable in deeper models.

Also, it is well-known that combining a pretrained Inception model [77] and data

augmentation can match and some times improve the performance of experts [21].

Recently, more advanced techniques can tackle the lack of data by augmenting it

in a realistic manner [34], such as Generative Adversarial Network (GANs). GANs

are able to augment a dataset by using two models. The generator creates data by

randomly selecting points from the latent space. On the other hand, the discrimi-

nator determines whether a sample is a fake (sample created by the generator) or

not (real sample from the dataset).

In addition, transfer learning is a method which uses knowledge from other tasks [58].

In the above scenarios are usually available loads of data. Transfer learning have

been applied successfully for diagnosing melanoma. Romero et al. [70] proposed

a VGG-based convolutional network to classify a lesion as malignant or benign.

According to the authors, the sensitivity rate increased from 51% to 79% when

applying transfer learning and fine-tuning part of the network. Mahbod et al. [61]

introduced a new multi-scale multi-CNN fusion proposal based on ensemble learning.

The authors applied and studied the impact of changing the resolution of an image
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for reusing knowledge. Results pointed out that the diagnosis performance could be

improved by carefully selecting the image resolution.

On the other hand, ensemble learning [19] is used to solve complex tasks, since com-

bining weak models from different areas are supposed to achieve better predictive

performance than simpler models [38]. For instance, an ensemble-based approach, in

which eight transformed images were generated from each original image and were

then passed to two CNNs based on different architectures, was capable of obtain-

ing competitive results with respect to the state-of-the-art methods for melanoma

diagnosis [60]. Furthermore, an ensemble composed of members inspired on several

CNN architectures, such as AlexNet [50], VGG and InceptionV1 [78], was applied

on the International Symposium on Biomedical Imaging (ISBI) 2017 challenge and

achieved suitable predictive performances [37].

Nevertheless, it is considered that the application of the above methods in the

diagnosis of melanoma could be further improved.
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2
Objectives

D
ermatologists rarely achieve test sensitivities greater than 80%, despite their ex-

perience. This is because of the great variety of possible morphologies of moles,

which is an important issue to solve in order to attain a more effective melanoma

diagnosis. Several studies have shown that the early diagnosis of melanoma from

skin images can benefit greatly from using computational methods [21].

As a consequence, we formulated the scientific problem: How do we increase the

performance of predictive models which exploit the limited available information in

skin lesion analysis, in order to obtain significantly better results than state-of-the-

art algorithms?

The general objective of this thesis was to develop new algorithms and architectures

with a high performance in the resolution of the automatic diagnosis of melanoma.

In addition, the above approaches were made available through a web application.

This general objective was divided into the following sub-objectives:

O1: Analysis of the state-of-the-art algorithms in the diagnosis of melanoma,

especially in the area of CNNs, to identify open problems and the techniques

that could be applied to their resolution.
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O2: Redesign of a segmentation method. It is well known that preprocessing

the input data can improve the quality of biomedical data analyses. As a

consequence, the CNN models can focus on the lesion.

O3: Design of genetic algorithms to support the discovery of novel CNN ar-

chitectures.

O4: Design and development of an interactive web application in order to

assist dermatologists in decision making.

O5: Design of advanced architectures, which are able to preserve hierarchical

spatial relationships, such as position, size and texture.

O6: Design of an advanced data augmentation technique, which could not

only improve performance of CNNs, but can also be used to train physicians.

O7: Design of a new training method in order to improve the effectiveness and

stability of the models.

After a bibliographic review, the following Hypotheses (H) were formulated:

H1: If a deep analysis of the current state of the automatic diagnosis of

melanoma was carried out, methods and algorithms could be employed as

a baseline in order to achieve better diagnostic performance.

H2: If a preprocessing method removed irrelevant areas from the lesion, the

performance of CNNs would improve.

H3: If a genetic algorithm designed an ensemble-based architecture for the

diagnosis of melanoma, it would provide a good trade-off between efficiency

and effectiveness in its solution.

H4: If a genetic algorithm discovered a multimodal architecture for the diag-

nosis of melanoma, it would add an extra-value that is commonly desired by

experts.

H5: If a new architecture capable of preserving hierarchical spatial relation-

ships were applied in melanoma diagnosis, it would obtain significantly better

performance than state-of-the-art models.

12



H6: If a new data augmentation technique, which is able to generate plausible

photorealistic synthetic 512 × 512 skin images, were applied to train CNN

models, it would achieve significantly better performance than state-of-the-art

data augmentation methods.

H7: If a framework, which is capable of combining several techniques, guided

the training process, the performance of CNNs would improve.

In order to achieve the specific objectives and to test the hypotheses formulated,

the following Research Tasks (RT) were accomplished:

RT1: Analyze the basis of the diagnosis of melanoma and review the state-of-

the-art algorithms, identifying open problems.

RT2: Design and implement a new segmentation method on skin lesion images.

RT3: Validate the effectiveness of the proposed segmentation algorithm in the

extraction of “relevant” pixels.

RT4: Validate the effectiveness of the proposed segmentation algorithm in the

improvement of CNN.

RT5: Design and implement a genetic algorithm capable of building ensembles

of CNN for melanoma diagnosis.

RT6: Validate the effectiveness of the proposed ensemble by means of com-

paring with the state-of-the-art CNN.

RT7: Design and implement an architecture capable of combining the best

features from CNN and Dynamic Routing Between Capsules Architecture

(CAPSNET) for melanoma diagnosis.

RT8: Validate the effectiveness of the proposed architecture by means of com-

paring with the baseline models and the state-of-the-art CNN.

RT9: Design and implement a genetic algorithm capable of discovering novel

multimodal architectures for melanoma diagnosis.

RT10: Validate the effectiveness of the proposed multimodal model.
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RT11: Design and implement an advanced data augmentation technique in

order to cope with the imbalance and lack of data issues.

RT12: Validate the effectiveness of the proposed architecture by means of

comparing with the state-of-the-art data augmentation techniques.

RT13: Design and implement a pipeline capable of training CNN models for

melanoma diagnosis.

RT14: Validate the effectiveness of the proposed framework by means of com-

paring with the baseline state-of-the-art CNNs.

In the execution of these tasks, the following Scientific Methods (SM) were used:

SM1: General methods: the hypothetico-deductive method was used to elab-

orate the hypotheses and to propose research lines from partial results; the

systematic method for the development of computational tools; the biblio-

graphic revision method for the analysis of previous works.

SM2: Logic methods: the method of analysis and synthesis to decompose the

information in logical and related parts, simplifying the information to process;

the modeling method in the designing of algorithms and computational tools.

SM3: Empirical methods: the proposed algorithms and models were assessed

by using experimentation.

SM4: Mathematical methods: statistical tests to validate the quality of the

results.

14



3
Methodology

T
his chapter summarizes the methodology followed in this thesis, which mainly

concerns the experimental evaluation of the different algorithms proposed. Spe-

cific information about the methodology employed in each experimental study is

provided in its respective article.

Skin melanoma datasets

Table 3.1 shows a summary of the characteristics of the datasets used in the ex-

perimental study. The datasets were obtained from the following sources: The

International Skin Imaging Collaboration1 (ISIC) repository, PH22, MED-NODE3,

DERM7PT4, SD-1985 and The Dermofit Image Library6 [10] (DERM-LIB). The

ISIC repository includes the datasets HAM10000 [80], MSK [17], UDA [35], and

BCN20000 [18]. PH2 comprises high-quality dermoscopic images, where manual

1https://www.isic-archive.com
2https://www.fc.up.pt/addi/ph2%20database.html
3http://www.cs.rug.nl/imaging/databases/melanoma naevi/
4http://derm.cs.sfu.ca
5https://bit.ly/2TdZWQ6
6https://bit.ly/3gi6rKR
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Table 3.1: Summary of the benchmark datasets.

Dataset Source # Img ImbR IntraC InterC DistR Silho

BCN20000 [18] 17,393 2.848 9,014 10,107 0.892 0.153

DERM-LIB [10] 407 4.355 7,171 9,163 0.783 0.270

DERM7PT-C [46] 827 2.282 15,442 16,318 0.946 0.086

DERM7PT-D [46] 827 2.282 15,971 16,866 0.947 0.087

HAM10000 [80] 7,818 6.024 8,705 9,770 0.891 0.213

ISBI2016 [35] 1,273 4.092 10,553 10,992 0.960 0.101

ISBI2017 [17] 2,745 4.259 9,280 9,674 0.959 0.089

MED-NODE [31] 170 1.429 9,029 9,513 0.949 0.068

MSK-1 [17] 1,088 2.615 11,753 14,068 0.835 0.173

MSK-2 [17] 1,522 3.299 9,288 9,418 0.986 0.062

MSK-3 [17] 225 10.842 8,075 8,074 1.000 0.112

MSK-4 [17] 943 3.366 6,930 7,162 0.968 0.065

PH2 [62] 200 4.000 12,688 14,928 0.850 0.210

SDC-198 [76] 648 4.735 14,054 14840 0.947 0.116

UDA-1 [35] 557 2.503 11,730 12,243 0.958 0.083

UDA-2 [35] 60 1.609 11,297 11,601 0.974 0.020

Ave. - 3.746 10,921 11,705 0.937 0.109

segmentation, clinical diagnosis and the identification of several dermoscopic struc-

tures were performed by expert dermatologists [62]. MED-NODE contains 170 non-

dermoscopic images taken with mobile phones [31]. SDC-198 is a benchmark dataset

for visual recognition of skin diseases that contains 6,584 real-world images from 198

categories [76]. DERM7PT-D and DERM7PT-C contain dermoscopic and clinical

images, respectively [46]. Finally, DERM-LIB gathers 1,300 high-quality focal skin

lesion images under standardized conditions. Each image has a diagnosis based on

expert opinion and like PH2, includes a binary segmentation mask that denotes the

lesion area.

All datasets were filtered in order to only analyze images belonging to the malignant

and benign classes, e.g. BCN20000 and SDC-198. Finally, a total of 36,703 raw

images were processed in the experimental study. ImbR means the imbalance ratio

between the benign and malignant classes; IntraC and InterC represent the average

distance between samples of the same class and the average distance between samples

of different classes, respectively; DistR means the ratio between IntraC and InterC;
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Silho indicates the silhouette score. It is noteworthy that the number of benign

samples is several orders of magnitude higher than the number of malignant samples,

which can hamper the learning process. Also, the average intra-class and inter-class

distances were computed using the Euclidean distance function, where each image

was represented as a vector of numbers. The ratio between these two distances

indicated that both images of different classes, and images of the same class, are far

from each other, so therefore denoting a high degree of overlapping between classes.

Finally, the silhouette score [71] was also calculated, which represents how similar is

an image to its own cluster compared to others. The results showed that images did

not match well to their own cluster, and even samples belonging to different clusters

were close in the feature space.

Software and hardware

The experimental studies were executed on several platforms:

Ubuntu 18.04, 4 × Intel Core i7-8700K Processor 64 GB DDR4 RAM, 4 ×
GPUs Geforce GTX 1080-Ti, 4 × GPUs NVIDIA Geforce RTX 2080-Ti, 3 ×
GPUs NVIDIA Geforce GTX 780, 1 × GPUs NVIDIA Tesla K40c.

Cluster of 12 compute nodes with Rocks cluster 6.1 x64 Linux distribution,

Intel Xeon CPUs (E5645 and E52620) with 12 cores, 24 and 64 GB DDR

memory.

The experiments were implemented in Python v3.X, and the algorithms were

developed by using Scikit Learn[65], Distributed Evolutionary Algorithms in

Python (DEAP) [22], Tensorflow7, MXNet8 and PyTorch9 frameworks.

Performance evaluation

Regarding the evaluation process, a 3-times 10-fold cross validation process was per-

formed to assess the effectiveness of each model. In each fold, Matthews Correlation

7https://www.tensorflow.org/
8https://mxnet.apache.org/versions/1.8.0/
9https://pytorch.org/
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Coefficient (MCC) was used to measure the predictive performance of the models;

the higher the MCC value, the better the performance. MCC is widely used in

Bioinformatics as performance metric [12, 16, J3], and it is specially designed to

analyze the predictive performance on unbalanced data. The formulation of this

measure, as also its interpretations, can be consulted in the articles derived from

this thesis.

In addition, non-parametric statistical tests were used to detect whether there was

any significant difference in predictive performance. Friedman’s test [24] was con-

ducted in cases where a multiple comparison was carried out, and afterward Hom-

mel’s post-hoc test [40] was employed to perform a multiple comparison with a

control method. The Shaffer post-hoc test [74] was employed to perform pairwise

comparisons. The Wilcoxon Signed-Rank test [84] was performed in those cases

where only two individual methods were compared. All hypothesis testing was con-

ducted at 95% confidence.
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4
Results

T
his chapter presents the proposed models and summarizes the most relevant re-

sults. Firstly, an analysis is conducted, aimed at illustrating the most relevant

state-of-the-art techniques for the automatic diagnosis of melanoma. An extensive

experimental study was carried out in order to find how suitable CNNs are for the

above task. Secondly, the genetic algorithm to address the discovery of CNN-based

ensemble architectures is described. Lastly, the main features of the architecture

created by fusing CAPSNET and CNN, which allows us to achieve a better diagno-

sis performance, are explained. The associated publications to each part are listed

in the corresponding section, and the full content of the journal publications can be

found in Part II of this document.

4.1. Experimental review

The main aim of this thesis is the development of accurate methods for the auto-

matic diagnosis of melanoma, and in this chapter we provide a background in this

problem. This information is useful as a starting point for developing new models.

First, public available datasets were studied, which concluded that imagining data

dominated, and only one Ribonucleic acid sequencing (RNA-seq) dataset was found,
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which comprises only tumor and metastasis samples. Nevertheless, a method has

been developed as part of a collaboration with researchers from the Maimonides

Biomedical Research Institute of Cordoba, which exploit the transcript-base data.

This method introduces a supervised machine learning-based methodology, allowing

the determination of subsets of relevant gene/isoform components that best discrim-

inate samples [J2]. The experimental results illustrate the utility and benefit of the

proposed methodology for analyzing dysregulation in splicing machinery. Overall,

experimental results indicate that the gene/isoforms expression-based rankings con-

tain valuable information, which could lead to a more effective cancer diagnosis.

However, due to the lack of data and the non-existence of the normal category, no

further research was conducted on RNA-seq.

Nowadays, efforts are aimed at the early diagnosing of skin lesions by analyzing

images, which vastly increase chances for cure and it is cheaper than invasive meth-

ods. Regarding the knowledge of dermatologists in this task, specialists achieve

sensitivity levels of up to 80% using dermoscopic images [13], which increases the

need to develop efficient methods that facilitate diagnosis and aid dermatologists in

decision-making. In the literature, several studies have performed an experimental

analysis on the techniques for the automatic diagnosis of melanoma, mainly focusing

on descriptor-based methods [29] and CNNs models [J3]. Descriptor-based methods

require the previous extraction of handcrafted features, which is time-consuming

and relies on the expertise of dermatologists, introducing a margin of human error

[42, 57]. On the other hand, CNNs models are able to learn a set of abstract features

from raw images and achieve a high performance without the need for extracting

handcrafted features [21, 87]. Nevertheless, in most cases, researchers trust their

expertise to select which techniques to apply, do not follow a standard experimental

study, and include a limited number of data. Therefore, given the absence of ex-

tensive experimental analysis comparing the performance of state-of-the-art CNNs,

we carried out a study and provide suggestions on how to boost the diagnostic

performance [J3].

While reviewing the state-of-the-art CNN models, we found several architectures

and techniques which have previously been used in melanoma diagnosis. Firstly, the

architectures are explained, aiming to shed light on what components help most for

the diagnosis of melanoma. In addition, a ranking is shown by analyzing the number
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of trainable parameters. However, several issues were found when we tried to apply

CNN models in the diagnosis of melanoma. For example, several of the existing

public skin images datasets include only a few hundred images, e.g. PH2 and MSK-

3 datasets with 200 and 225 images, respectively. Commonly, CNN models can fit

on a wide diversity of non-linear data points, thus being prone to overfitting on such

datasets with small numbers of training examples per class and, therefore, attaining

a poor generalization capacity. In addition, although there is a growing tendency to

collect images taken with common digital cameras, the number of non-dermoscopic

images properly labeled is far too low compared to dermoscopic images [20]. On

the other hand, CNNs are sensitive to large inter-class similarities and intra-class

variances, variations in viewpoints, changes in lighting conditions, occlusions, and

background clutter [9]. As a consequence, several techniques have been developed

in order to improve the diagnostic performance.

Secondly, the most feasible and proven techniques for attaining a better melanoma

diagnosis were analyzed, such as data augmentation [67], transfer learning techniques

[21], CNN-based ensembles [60], or methods to construct invariant models [56].

Thirdly, an extensive experimental study was carried out, which compared several

baseline CNNs to the same ones but evaluating different methods and techniques:

a) optimization algorithms, b) weight balancing, c) transfer learning, d) data aug-

mentation. Overall, a consensus was not found when analyzing the optimization

algorithms and weight balancing techniques - specific behaviors were found in each

CNN model. On the other hand, transfer learning and data augmentation proved

to be suitable techniques for achieving significantly better diagnostic performance.

Fourthly, the complexity of each CNN model was determined by analyzing the re-

quired training time and the Graphics Processing Unit (GPU) memory. In addition,

a comparison between the best predictive performance of every CNN was performed.

As a result, suggestions could be made regarding the scenarios in which it may be

possible to apply specific models, e.g. light-weight CNNs in mobile devices, such

as MobileNet [41]. This could lead to a reduction in invasive treatments and the

associated economic resources required.

Fifthly, a model-agnostic interpretation tool is used to show the pixels activated

during prediction [59]. In this manner, dermatologists can see the probability that

a skin lesion is malignant or not, and also which areas are leading the algorithm
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to give such a conclusion. Nevertheless, bear in mind that this method may not

directly generate explanations, and should always be combined with domain-specific

knowledge.

Finally, a set of guidelines were given about how to use the studied techniques in

order to achieve an accurate CNN. In addition, suggestions were made regarding

which areas would be interesting to consider for further study.

The publications associated to this part of the dissertation are:

E. Pérez, O. Reyes, and S. Ventura (2019). Diagnóstico Automático de

Melanoma: una revisión . Proceedings of the VII Congreso Cient́ıfico

de Investigadores en Formación de la Universidad de Córdoba (Spain).

Available from personal link.

E. Pérez, O. Reyes, and S. Ventura (2021). Convolutional neu-

ral networks for the automatic diagnosis of melanoma:

An extensive experimental study . Medical Image Analysis, 67.

https://doi.org/10.1016/j.media.2020.101858.

The above analysis allows us to develop the following proposals.

4.2. Genetic algorithms to discover novel architectures

In spite of several ensemble-based CNN models proposed in the literature, most of

them involve training the models and merging their predictions afterwards. However,

CNNs enable more options. For example, each CNN extracts abstract features which

are used to obtain a prediction. Such features from all the models could be used

to obtain an advanced prediction. In addition, during the training process n sets

of weights and predictions are also obtained for each CNN, n being the number

of epochs the models are trained. As a consequence, an optimal case could be to

obtain those weights, abstract features, and predictions that contribute the most to

the ensemble.

With the aim of improving the predictive performance of ensembles, a genetic algo-

rithm for the automatic selection and training process of CNN models is proposed

22

https://bit.ly/3sKRqbR
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[J5]. The main aim is to select the CNNs that best contribute to the ensemble,

rather than the individual level. In this work a genetic algorithm is used to find the

best set of CNNs to build an ensemble-based architecture. This type of approach

has previously shown that it can yield a more stable learning, a better convergence

[52], as well as a regularizing effect [77]. We extract the abstract features from

each CNN, which can represent a different feature space, thus reducing the large

number of representations that would be needed to make the model transformation-

invariant. Then, an extra prediction block is powered by the above features, which

provides an additional prediction. The above predictions were considered to obtain

a final one.

On the other hand, a Genetic Algorithm (GA) was designed to learn the optimal sets

of CNN, which are used to create ensembles. Each individual represents an ensemble

and a full solution of the problem. The population was randomly created, but

repeated individuals were not allowed. Each individual was evaluated by training its

predictive blocks during 20 epochs and obtaining the average loss value between the

chosen CNN models and the extra prediction block; a lower average means a more

desirable individual. Regarding evolving the individuals, a custom flat crossover

and a mutation operator were used. Finally, the proposal used a generational elitist

algorithm, which means that the best individual in the last generation is also the

best of all the evolution.

We performed an extensive experimental study, where the number of datasets was

increased from 11 to 16. Firstly, we validated a proposed extension of the Chan-Vese

segmentation algorithm [15] by using two specialized datasets, which include binary

segmentation masks that identify the lesion areas. The proposal is based in specific

knowledge from the skin lesion diagnosis task and does not need a previous training

step. The segmentation masks indicated that simpler methods could achieve better

performance than more complex CNN-based segmentation architectures. Overall,

all baseline CNN models achieved the best average performance using segmented

images.

Secondly, the advantages of using the extra prediction block were analyzed, which

achieved significantly better performance compared to simpler baseline ensembles.

In addition, the best ensemble attained in the previous step is used in the next com-

parisons. Thirdly, the impact of three main hyperparameters was analyzed. This
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analysis allowed us to shed light on the components that control the GA, as well as

to choose the options that could surpass the baseline ensembles. Fourthly, the best

architecture was compared to the baseline individual CNN models, which attained

the best predictive performance throughout all the datasets. Also, Wilcoxon’s test

found that the proposed approach achieved significantly better performance than

the best baseline ensemble, confirming the benefit and effectiveness of using ge-

netic algorithms. Furthermore, the datasets were classified in dermoscopic and non-

dermoscopic. The proposal still attained 13% and 14% better performance than the

average comparable architecture considering dermoscopic and non-dermoscopic im-

ages, respectively. Finally, a web application1, where a discovered ensemble-based

model is embedded, was developed in order to promote further technological ap-

plications in medical diagnosis. This application enables experts to use both main

features: lesion segmentation and prediction.

On the other hand, we propose a first approach about a multimodal predictive model.

The proposed method combines clinical and imaging data, genetic algorithm, and

classical techniques such as data augmentation and transfer learning. In addition,

several fusion strategies are analyzed, as well as a search regarding how to combine

features and predictions. Experimental results show better performance than an

imaging-based CNN model. However, a deep evaluation is encouraged, including a

variety of models and more data, whenever possible. On top of that, the proposal

is able to distinguish between eight categories, which is a big step towards a more

specific diagnosis.

The publications associated to this part of the dissertation are:

E. Pérez, and S. Ventura (2021). An ensemble-based convolu-

tional neural network model powered by a genetic algorithm

for melanoma diagnosis . Neural Computing and Applications.

https://doi.org/10.1007/s00521-021-06655-7.

E. Pérez, and S. Ventura (2022). Multi-view Deep Neural Networks

for multiclass skin lesion diagnosis. Proceedings of IEEE Interna-

tional Conference on Omni-Layer Intelligent Systems. Accepted.

1http://skinensemble.com
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4.3. Novel imaging methods for skin image analysis

We have demonstrated the suitable performance of ensemble-based models. How-

ever, other three methods have been proposed, which are focused on the following

promising areas: generation of synthetic skin lesion images, training speed enhance-

ment, and quality of the extracted abstract features.

The first proposal considers the spatial relationships between the extracted features,

which could be lost in CNN models [85]. CNNs are approximately invariant to small

translations, but they are neither rotation, color nor lighting-invariant [54, 73]. For

example, CNN models could consider two images to be similar if they share the

same objects, even if the location within the image is relevant. Invariance to a

transformation is an important concept in image recognition area, and this means

if one takes the input and transforms it, then the representation one gets is the

same as the representation of the original. Due to the great variety of possible

morphologies of moles, this is an important issue to solve in order to attain a more

effective melanoma diagnosis.

Now we aim to design a simpler architecture, which is composed of a single predictive

block and uses a recently proposed approach to detect spatial hierarchies between

entities within an image [J4]. In addition, a convolution-based computational block

is initially used in order to extract abstract features before passing them to the

main predictive block. The main block is based on CAPSNET, whose equivariant

characteristics make it more attractive since the model is capable of detecting the

rotation or proportion change and adapt itself in a way that the objects are internally

represented as vectors.

Firstly, the baseline CAPSNET architecture was optimized for the diagnosis of

melanoma. In this regard, three optimizers were analyzed, and Stochastic Gradient

Descend (SGD) achieved the best average performance. Nevertheless, the archi-

tecture was not significantly sensitive to the optimizers. Secondly, we performed

a hyper-tuning of the two main components: the dimensions of the primary caps

and the class caps. The first ones detect abstract features about position, size, ori-

entation, deformation, among others. The second ones served as the final predictive

features, which in this case was 64 features for each class (malignant and benign).
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Thirdly, the baseline was boosted by applying data augmentation, increasing the

performance between 4% and 78%, and 39% on average.

Fourthly, the full proposal, which includes an advanced convolutional block, was

evaluated by following the same experimental settings. The results corroborated

that the proposal had achieved significantly better performance than six state-of-

the-art CNN models. Regarding transfer learning, the proposed architecture still

achieved the best average performance and significantly better performance than

four models.

Fifthly, although the results show that our proposed architecture is effective for solv-

ing the problematic task of diagnosing melanoma, we encourage the “explanations”

of the individual predictions in order to double-check the outputs. As a consequence,

Shapley Additive Explanations (SHAP) [59] and Local Interpretable Model-agnostic

Explanations (LIME) [69] methods are employed, which are able to highlight the

pixels with the highest activation. These methods may not directly generate ex-

planations, but when they are combined with domain knowledge, they can achieve

quantitative comparisons and insights in individual predictions. Several lesions were

analyzed, which corroborated that the proposal had focused on the main part of the

lesions during prediction.

To sum up, the results indicated that the foundation of CAPSNET is only suitable

for the diagnosis of melanoma when it is combined with advanced feature extraction

techniques in early phases. The above broadens the path to use primary caps in

new predictive models, which will be able to identify if some objective element exists

and if so what its characteristics. In fact, CAPSNET have been used recently not

only in image-based prediction tasks [82], but also in sequence learning [75], which

validated such an approach.

The second approach aims at overcoming the limited training data by using a

Progressive Growing Generative Adversarial Network (PGGANs) architecture [J6].

Each internal layer of the architecture gets features from at least two previous lay-

ers, which is inspired by Dense Convolutional Network. Additional inputs from

preceding blocks help to ease the training process. In addition, each architecture

is specialized in only one category, i.e. melanoma or nevus. By doing this, the

stability of the training process is increased, achieving high-quality 512×512 dermo-

scopic and non-dermoscopic images, particularly in small datasets. The synthetic
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skin lesion images could be used for education, which represents an added value.

The proposal has been evaluated qualitatively and quantitatively through the use of

an extensive experimental study on sixteen dermoscopic and non-dermoscopic skin

image datasets (having from 60 to 17393 images), illustrating its effectiveness in

the diagnosis of melanoma. Furthermore, the results validate the suitability of the

proposal, in which four state-of-the-art data augmentation techniques applied in five

convolutional neural network models were significantly outperformed.

The third method proposes a pipeline to train CNN models by analyzing how infor-

mative each sample is [J7]. We hypothesize that a better performance in least num-

ber of epochs could be achieved if CNN models are able to analyze beforehand from

where training is performed. A custom active learning approach guides the training

process, where the convolutional architecture is benefited from its uncertainty about

individual skin images. Three query strategies and a pool-based scenario are used,

selecting which samples go in each mini-batch. As a result, the training process is

adjusted after each epoch, achieving a better performance than random selection.

The diagnosis is enhanced by using image segmentation, data augmentation and

transfer learning. An extensive experimental study was conducted, where five state-

of-the-art models were significantly outperformed. The proposal requires 2% of the

total training time, and needs 61% less training epochs. Overall, 11% and 20%

better predictive performance were achieved in dermoscopic and non-dermoscopic

images, respectively.

The publications associated to this part of the dissertation are:
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E. Pérez, and S. Ventura (2021). Melanoma Recognition by Fusing

Convolutional Blocks and Dynamic Routing between Capsules.

Cancers, 13(19). https://doi.org/10.3390/cancers13194974.

E. Pérez, and S. Ventura (2022). Progressive growing of Generative

Adversarial Networks for improving data augmentation and

skin cancer diagnosis.. Artificial Intelligence In Medicine. Submitted.

E. Pérez, and S. Ventura (2021). A framework to build accurate

Convolutional Neural Network models for melanoma diagnosis .

Knowledge-Based Systems. Submitted for second revision round.
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5
Conclusions and future work

T
he development of this Ph.D. thesis has several contributions to the diagnosis

of melanoma. To begin with, the experimental review allows us to identify as

baseline models some of the most used CNN models for the diagnosis of melanoma.

Also, the guidelines outlined here serve as a basis for subsequent research. Further

contributions of the thesis focus on several aspects of training CNN models. In this

matter, Section 5.1 summarizes the conclusions and suggestions that can be drawn

from this research. The novel approach taken in this thesis prompts further investi-

gation into how the proposed approaches may be applied to other areas of medical

diagnosis, for example in breast and lung cancer. In addition, this Ph.D. thesis could

be utilized for boosting the development of cheaper diagnostic tools in order to as-

sist dermatologists in decision making. Moreover, Section 5.2 establishes promising

lines of research, which encourage a balance between diagnostic performance and

the exploration of low-cost techniques and models.

5.1. Concluding remarks

This Ph.D. thesis has explored the use of several techniques for classifying skin le-

sion images in the context of early detection. Firstly, we have presented a deep
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experimental study of CNN models. Secondly, an evolutionary method for creat-

ing ensembles of CNN models and a novel architecture which merges convolutional

blocks and CAPSNET were presented. The above contributions have been pub-

lished in three journals. The experimental review is showed in [J3], while the GA to

create ensembles is in [J5], and finally the architecture is presented in [J4]. Then,

three more papers have been submitted - a multimodal architecture discovered by a

genetic algorithm is showed in [66], a Generative Adversarial Network architecture

to generate synthetic data is in [J6], and a framework to guide the training process

is in [J7].

In addition, we have included two more papers related with this thesis. In [J2], a

machine learning methodology for the automatic cancer diagnosis from RNA-Seq

data is proposed. Firstly, a ranking of features (isoforms) is determined by using

feature weighting algorithms. Secondly, the best subset of features is determined

by conducting an effective heuristic search. Thirdly, the confidence of a classifier

is assessed by explaining the individual predictions and its global behavior. The

results showed that our method achieved better performance than state-of-the-art

methods, specifically when identifying skin cutaneous melanoma. Also, the average

importance ranking of each gene/isoform is shown, which allows researchers to dis-

cover and focus on new interesting behaviors in RNA-Seq data. However, due to the

limited amount of public RNA-Seq data regarding skin lesions, we aimed to collect

more data in order to gain a broad view of our task.

Specifically, the main contributions that can be highlighted are:

Experimental review. The experimental review on CNN models for the diagno-

sis of melanoma provides a broad overview of the main techniques and state-of-the-

art algorithms. Firstly, CNNs are ranked according to the number of parameters

to train, which commonly leads us to identify the possible models to consider in

order not to exceed computational resources. Secondly, an analysis of the data is

presented, aimed at discovering how complex the current task is and the most de-

manding datasets. This analysis represents, to the best of our knowledge, the first

one to extract individual characteristics from each dataset. Thirdly, the extensive

experimental setup has concluded that transfer learning and data augmentation are

effective techniques to cope with imbalance and the lack of data. Also, the use of
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residual connections is recommended, which allows us to build deeper models and

mitigates the vanishing-gradient problem. To sum up, overall predictive performance

indicated that MobileNet was the best option, closely followed by DenseNet201. In

addition, MobileNet was the fastest model, needing only half the time of its nearest

competitor - VGG16. However, it is worth mentioning that Xception achieved the

top performance in HAM10000, which was the biggest and more recent dataset of

skin lesion images at the time.

Genetic algorithm to discover new architectures Evolutionary methods have

proven to be effective in the diagnosis of melanoma, as stated in this work. The pro-

posed framework is able to search suitable architectures of ensembles automatically.

In addition, the proposal represents a novel approach to finding the abstract features

which best contribute within the ensemble and at the same time to training such en-

sembles of CNNs. The loss-based fitness function merges the performance obtained

by the members of the ensemble and the prediction blocks, aimed at achieving a

more stable training process. An analysis of the parameters, which guide the GA,

also provides useful guidelines to select the final architecture. An experimental study

has corroborated that the proposal overcomes six state-of-the-art CNN models in

both dermoscopic and non-dermoscopic datasets. Also, the best baseline ensemble

is significantly surpassed.

Secondly, a multimodal multiclass neural network architecture, which is capable of

overcoming its baseline imaging convolutional model, is discovered by following a

simple genetic algorithm. In this manner, we aim at tackling one of the biggest

concerns of radiologists - clinical information have a significant impact during di-

agnosis. Nowadays, most research on skin lesions only use imaging data, mainly

because a lack of data. Our first approach feeds from imaging and clinical data, and

explores three fusion approaches. Each fusion strategy have its own settings, which

is optimized and shared with the others. As a result, suitable parameters can be

found with less effort and input data. It is well-known that CNN models require

an enormous amount of data in order to achieve an acceptable performance. In this

work a total of 72,106 images and meta-data from eight skin lesion categories are

considered. Although the method achieved 85%, 94%, and 84% of recall score when

diagnosing malignant lesions - melanoma, basal cell carcinoma, and squamous cell

carcinoma, respectively, there is a gap of improvement.
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Finally, these approaches are not restricted to melanoma diagnosis problems, and

could be applied to other real-world medical scenarios, such breast cancer diagnosis.

Analysis of the advantages of merging convolutional blocks and CAPSNET.

In this work, a method based on deep feature sharing and enhanced routing is pro-

posed in order to take advantage of both approaches. Firstly, a hyper-tuning of

the main parameters is performed, which allows us to adapt the architecture to a

bigger input of 299 × 299 × 3 pixels. Bear in mind that CAPSNET was originally

trained with 28 × 28 × 1 pixels. Secondly, the capsules were fused with an ad-

vanced convolutional block, which is able to extract richer features. A comparison

between its use and non-use is also available, showing that overall, the proposal

exceeds the baseline method by 23% through using data augmentation techniques.

The above suggests that the higher the resolution of the images, the more processing

is required. Thirdly, a deep experimental study was carried out, where the proposal

significantly outperformed four state-of-the-art models. Fourthly, SHAP and LIME

methods were used to highlight the pixels activated during prediction. Combin-

ing the above methods and the expertise of dermatologists could lead to finding

insights into individual predictions. Furthermore, we have proven the potential of

these techniques to detect malignant skin lesions by transferring the convolutional

features to the next primary capsules, and finally to the class capsules. Finally,

although the architecture was tuned for melanoma diagnosis, it could be applied in

other scenarios.

5.2. Future lines of research

The contributions of this Ph.D. thesis have confirmed the usefulness, effectiveness

and robustness of different architectures, and optimization techniques in solving

the automatic diagnosis of skin lesions. Overall, the proposed approaches are not

restricted to the above domain, and can be adapted to other scenarios. In this way,

this thesis paves the way for further lines of research that will build upon the main

ideas outlined above.
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Fusion of medical imaging and electronic heath records

The results achieved in this work showed that several CNN models and techniques

are suitable for the diagnosis of melanoma. However, non-imaging data based on

electronic heath records enables physicians to interpret imaging outcomes in the

right clinical context, leading to a higher diagnostic performance, informative clinical

decision making, and improved patient explanations. Several types could be used,

such as imaging pixel data, structured laboratory data, unstructured narrative data,

audio, among others. In this regard, different data fusion techniques could be applied

to combine electronic heath data.

Data fusion refers to the process of joining multiple types of data, aimed at extracting

more information in order to achieve a better predictive performance. However, the

above technique is rarely used in comparison to single modal. So far, three main

fusion strategies can be enumerated when fusing medical imaging and meta data:

early fusion, joint fusion (or feature level fusion), and late fusion (or decision-level

fusion). The first one is aimed at joining multiple feature vectors into a single vector

before feeding into a machine learning model for training. Feature vectors can be

extracted from images through using CNNs or handcrafted techniques. On the other

hand, electronic heath data could be injected directly as features, or it can first feed

feedforward networks, and then output a vector with abstract features. Bear in

mind, however, that the vector of abstract features will remain fixed, as well as

the models responsible for extracting the vectors, and only the machine learning

model, which outputs the predictions, will be optimized. Joint fusion is aimed at

merging intermediate features (as is the case for early fusion), but the final loss is

propagated back to the feature extraction step, which should improve the whole

architecture after every training iteration. Finally, late fusion trains each model

independently with a unique type of data, e.g. imaging data. It is noteworthy that

the default version of this approach does not use a final predictive block, which is the

main difference compared to previous proposals. After that, each model outputs a

prediction. Such predictions could be aggregated by using max, mean, and majority

voting.

Nowadays, research focuses mostly on early fusion, which is the easiest of the fusion

strategies. The idea of training several models simultaneously has achieved suitable

performance, as stated in [J5]. Multimodal data should improve the performance
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and further regulate the training process, which helps to avoid overfitting. A first

approach is given in [66], where we propose a simple genetic algorithm in order to

find an acceptable imaging-clinical architecture. However, further efforts should aim

at adding key data, such as narrative data, in order to be more consistent with the

real-life diagnostic environment.

Developing efficient computational methods

Hardware limitations should be also considered when designing the experimental

setup, which affects the training time and consequently, the number of possible

models to be explored. For example, while Zoph et al. [89] was performing architec-

ture searches for NASNet, their workqueue system was revealed, which consisted of

500 × NVidia P100s (12 and 16 GB memory) trained during four days. The previous

challenge was addressed in [J5] by focusing the genetic algorithm on the prediction

blocks. As a result, the number of parameters to train is kept minimal compared

to a full ensemble of CNN models. Nevertheless, we encourage the use of more effi-

cient techniques for a sustainable development of predictive models, such as Active

Learning [J1]. For example, these techniques could lead to selecting which instances

are harder for the model, and then we would take action in order to mitigate known

CNN issues, such as overfitting.

On the other hand, the number of built-in camera devices is increasing sharply,

which enables the possibility of accessing an almost unlimited amount of data. In

this regard, it is worth noting the size of the proposed models, which should be

capable of being handled by such mobile devices. On top of that, nowadays privacy

is becoming an important issue, leading us to select models which could even be

trained on-device, such as MobileNet. Furthermore, although automatic diagnosis

mobile applications exist12, the adoption of such methods in daily-life scenarios is

still limited, as a long-time validation process is required in order to ensure reliable

and usable tools. However, most available applications require sending your personal

photo to unknown servers, which could represent a clear vulnerability to privacy.

Further efforts should be aimed at developing full functional mobile-first models.

1https://www.skinvision.com
2https://www.firstderm.com/
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Design of architectures based on novel methods

Although the baseline CAPSNET is still young, it has been successfully applied in

several fields. The proposed architecture in [J4] needs further study in order to take

full advantage of the properties extracted from objects in the lesion. This archi-

tecture replaces the neuron in a CNN by a group (capsule) of them. Each capsule

represents internal properties and is able to learn relationships within objects of

the image in order to achieve equivariance. The above solves an issue in fully con-

nected layers, i.e. that they are not able to capture hierarchical structures efficiently

to preserve spatial information. Furthermore, it is flexible regarding the design of

its blocks. Consequently, custom networks could feasibly be designed, for example

by employing another convolutional block with a simpler or more complex internal

structure. Moreover, the abstract features extracted from CAPSNET could be used

to feed other well-known models, such as Support Vector Machine, which has been

to achieve high performance.

Explanation of the outputs

In the last few years, DL models have increased in popularity in the machine learning

community, and they are being used for solving a variety of complex problems.

Despite its prevalence, the application of DL models is hampered by the fact that

black box models obtained with DL are difficult to explain in a comprehensible way.

The explanation of the predictions is a challenging and indispensable requirement in

order to adopt more seriously automated methods for diagnosing illnesses. This task

is crucial for assessing the reliability of the outputs and, as a result, for leading to

an effective interaction of the experts with decision support software. For example,

biomedicine applications require both an accurate output and a concise explanation

[45, 79]. As a result, the experts could verify if the knowledge used by the model

matches their own.

In this regard, rule-based models could enhance the utility of DL models by adding

interpretability [88], thereby increasing the reliability of the learned knowledge [36].

However, it is noteworthy that extracting rules for DL models cannot be solved in

polynomial time (np-hard) [32]. The main challenge could be the development of

scalable solutions for complex architectures, since the search space grows exponen-

tially [44]. Furthermore, evolutionary algorithms have proven its effectiveness when
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extracting knowledge from complex problems [81], and even discovering rules from

simple neural networks [43]. The above enables a better exploration of the search

space and the generation of accurate rules.
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[88] J. R. Zilke, E. Loza Menćıa, and F. Janssen. Deepred–rule extraction from

deep neural networks. In International Conference on Discovery Science, pages

457–473. Springer, 2016.

[89] B. Zoph, V. Vasudevan, J. Shlens, and Q. Le. Learning transferable architec-

tures for scalable image recognition. pages 8697–8710, 2018. cited By 1694.

46



Scientific publications
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nals1. Furthermore, two and three conference papers, which have been published or

submitted to international and national conferences, respectively.

1All journals are ranked at the first quartile according to the Journal Citation Reports.
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a b s t r a c t 

Melanoma is the type of skin cancer with the highest levels of mortality, and it is more dangerous 

because it can spread to other parts of the body if not caught and treated early. Melanoma diagnosis 

is a complex task, even for expert dermatologists, mainly due to the great variety of morphologies in 

moles of patients. Accordingly, the automatic diagnosis of melanoma is a task that poses the challenge 

of developing efficient computational methods that ease the diagnostic and, therefore, aid dermatologists 

in decision-making. In this work, an extensive analysis was conducted, aiming at assessing and illus- 

trating the effectiveness of convolutional neural networks in coping with this complex task. To achieve 

this objective, twelve well-known convolutional network models were evaluated on eleven public image 

datasets. The experimental study comprised five phases, where first it was analyzed the sensitivity of 

the models regarding the optimization algorithm used for their training, and then it was analyzed the 

impact in performance when using different techniques such as cost-sensitive learning, data augmenta- 

tion and transfer learning. The conducted study confirmed the usefulness, effectiveness and robustness of 

different convolutional architectures in solving melanoma diagnosis problem. Also, important guidelines 

to researchers working on this area were provided, easing the selection of both the proper convolutional 

model and technique according the characteristics of data. 

© 2020 Elsevier B.V. All rights reserved. 

1. Introduction 

Melanoma is a major public health problem which has the 

highest levels of mortality among the different types of skin can- 

cer ( Siegel et al., 2019 ). Alarmingly, this illness has an increasing 

incidence in white people, where just in Europe were estimated 

144,200 cases and 20,000 deaths in 2018 ( Ferlay et al., 2018 ), 

whereas in United States, 100,350 new cases of invasive melanoma 

and 6850 deaths are expected in 2020 ( American Cancer Soci- 

ety, 2020 ). Consequently, global actions are needed to revitalize ef- 

forts for melanoma control and prevention. 

To diagnose melanoma, first the dermatologists commonly per- 

form a visual inspection of the skin lesions, and second they con- 

duct a dermoscopic analysis, allowing a better inspection at der- 

mis level ( Argenziano et al., 2006; Altamura et al., 2010 ). How- 

ever, even after conducting such primary tests, there could still be 

doubts in the final diagnosis and, finally, a biopsy must be per- 

formed. On the other hand, the clinical procedure known as Asym- 

∗ Corresponding author. 

E-mail addresses: eduardo.perez@imibic.org (E. Pérez), ogreyes@uco.es (O. 

Reyes), sventura@uco.es (S. Ventura). 

metry, Border, Color, Diameter, and Evolution (ABCDE) helps in dif- 

ferentiating between normal moles and other types of skin lesions 

( Nachbar et al., 1994; Abbasi et al., 2004 ), being possible to deter- 

mine the stage of melanoma which is directly related to the de- 

gree of penetration into the skin. Despite the progress achieved by 

these clinical tests, the early diagnosis of melanoma remains as a 

tough task even for expert dermatologists because the complexity, 

variability and dubiousness of the symptoms ( Geller et al., 2007 ). 

As a matter of example, Fig. 1 shows that there are a great variety 

of morphologies in moles of patients having the same biological 

condition. Accordingly, the melanoma diagnosis problem poses the 

challenge of developing equally efficient methods that ease the di- 

agnostic and aid dermatologists in decision-making. 

Several studies have shown that the early diagnosis of 

melanoma can be benefited from computational methods 

( Lee et al., 2018 ), and recent works demonstrated that such 

techniques may even overcome the diagnosis made by expert der- 

matologists ( Haenssle et al., 2018 ). Over the years, several machine 

learning techniques have been applied for the automatic diagnosis 

of melanoma from dermoscopic images, e.g. methods based on 

k -nearest neighbors approach ( Li et al., 2014 ), support vector 

machines ( Gilmore et al., 2010 ) and random forest ( Rastgoo et al., 

https://doi.org/10.1016/j.media.2020.101858 

1361-8415/© 2020 Elsevier B.V. All rights reserved. 
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Fig. 1. Morphological differences in images of moles belonging to patients 

which have the same biological condition; images taken from PH2 dataset 

( Mendonca et al., 2013 ). 

2016 ). These machine learning algorithms require the previous 

extraction of handcrafted features, thus incorporating a priori 

an important knowledge in the analysis, and not requiring the 

availability of very large datasets for constructing a proper predic- 

tive model. However, despite the advantages of these techniques, 

it should be noted that the quality of the extracted descriptors 

heavily relies on the level of dermatologists’ expertise, and finding 

informative and discriminative sets of high-level features to build 

an accurate model remains as a complex and costly task that is 

usually problem dependent ( Jin et al., 2015 ). In addition, an ex- 

plicit definition of an intuitive and interpretable high-level feature 

is sometime impossible to attain because features are derived 

from pixel intensity space and, therefore, they are not invariant 

regarding the differences in the input images ( Liu et al., 2018 ). 

As a consequence of the above, in the last years there has been 

an increasing attention in developing computational techniques 

which can automatically extract and learn high-level features, 

thus providing a higher robustness to the inter- and intra-class 

variability present in melanoma images ( Abbes and Sellami, 2017; 

Esteva et al., 2017 ). 

In this regard, deep learning models ( Reyes and Ven- 

tura, 2019b ), specifically Convolutional Neural Networks (CNNs), 

are widely being used for melanoma diagnosis from dermoscopic 

images ( Hu et al., 2018 ); e.g. an increasing number of contes- 

tants in the well-known annual challenge developed by the In- 

ternational Skin Imaging Collaboration project (ISIC) are adopting 

deep learning-based techniques. This type of learning method has 

the capacity of automatically learning high-level features from raw 

images ( Esteva et al., 2017 ), allowing the extraction of hierar- 

chies of features by applying convolutional operators that progres- 

sively learn more abstract features and, finally, enabling the learn- 

ing of data-driven features for specific tasks ( Zhen et al., 2016 ). 

Consequently, CNNs has shown to be more effective in diagnos- 

ing melanoma, easing the development of novel applications in 

a shorter time; e.g Nasr-Esfahani et al. (2016) showed that CNN 

models can overcome handcrafted features-based methods, and re- 

cently Brinker et al. (2019) demonstrated that CNN models can 

reach prediction levels on par with 145 dermatologists. 

Despite the proved effectiveness of CNNs, they are still lim- 

ited in diagnosing melanoma mainly because need large amount 

of data to build accurate models ( Menegola et al., 2017 ). In this 

regard, it is worth noting that most of the existing melanoma 

datasets only encompass a few hundred of images; although larger 

datasets have recently appeared ( Esteva et al., 2017; Tschandl et al., 

2018 ). Furthermore, in the last years, explaining predictions has 

become particularly relevant, being crucial for building trust in ex- 

perts and, therefore, to achieve an effective interaction with ma- 

chine learning systems ( Reyes et al., 2019 ). CNNs, however, are 

black-box models and, therefore, there is a lack of explanation re- 

garding how these models reach the final predictions, and this fea- 

ture could imply both practical and ethical issues in biomedicine 

( Guidotti et al., 2018 ). On the other hand, the existing works ap- 

plying CNNs are commonly limited to the application of a single 

model that is evaluated over a specific dataset, thus not deeply in- 

vestigating how to overcome the challenges related to melanoma 

diagnosis; e.g. the sizeable class imbalance ratio that commonly 

exists in melanoma datasets ( Li and Shen, 2018; Haenssle et al., 

2018 ). Consequently, to date, the understanding of the effective- 

ness of CNNs for diagnosing melanoma is quite limited, hamper- 

ing the selection of the most suitable architecture according to the 

characteristics of data. 

As consequence of the above, this work aimed to perform an 

experimental review focusing on the application of CNNs for di- 

agnosing melanoma. To achieve this objective, an extensive exper- 

imentation was conducted, where twelve well-known CNN mod- 

els were assessed on eleven datasets; ten datasets of dermo- 

scopic images taken from ISIC repository, and one dataset com- 

prising non-dermoscopic images shot with common digital cam- 

eras. In the experimental study, first it was analyzed the effec- 

tiveness of three well-known optimization algorithms in training 

the CNNs. Second, two well-known techniques commonly used to 

deal with imbalanced datasets were evaluated, namely weight bal- 

ancing ( He and Garcia, 2008 ) (it modifies the cost function by 

including the weights of each training sample and class group) 

and data augmentation ( Perez and Wang, 2017 ) (it expands the 

dataset by applying several random transformations on the original 

images). Finally, the effectiveness of transfer learning techniques 

( Weiss et al., 2016 ) in melanoma diagnosis was also assessed; in 

this case, the weights learned from the popular ImageNet dataset 

( Krizhevsky et al., 2012 ) were transferred to the problem studied. 

As a result of this work, important insights for researchers work- 

ing on this area of study are given, thus providing useful guide- 

lines that ease the selection of the proper CNN architecture accord- 

ing the characteristics of data, and also showing the effectiveness 

of several techniques that can significantly improve the predictive 

performance in diagnosing melanoma. 

The rest of this work is arranged as follows: Section 2 briefly 

presents several CNN architectures, mainly focusing on those 

ones that have previously been used in melanoma diagnosis; 

Section 3 discusses some relevant advanced techniques that may 

be used for a better training of CNN models and, therefore, to im- 

prove their accuracy. Section 4 describes the most popular image 

datasets for melanoma diagnosis available on the internet, where 

several characteristics that demonstrate the complexity of this clas- 

sification problem were analyzed; the experimental design and set- 

tings, as well as an analysis of the results and some suggestions are 

provided in Section 5 ; finally, Section 6 presents some concluding 

remarks. 

2. Convolutional models and their applications in melanoma 

diagnosis 

In simple words, CNNs are a type of feedforward neural net- 

work that use a mathematical operation called convolution, allow- 
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Fig. 2. Melanoma diagnosis with a simple CNN model. 

ing to automatically extract features from images, and these fea- 

tures are passed to successive layers that in turn learn more ab- 

stract features from previous ones until a final output is yielded, so 

simulating some of the actions produced in the human visual cor- 

tex ( LeCun et al., 1998 ). Consequently, CNNs can build more com- 

plex concepts from simpler ones, e.g. they can learn to detect a hu- 

man face based on simpler concepts as a nose and mouth, which 

in turn are learned from much simpler ones such as corners and 

contours ( Goodfellow et al., 2016 ). As a matter of example, Fig. 2 

illustrates a simple CNN model that learns to predict whether or 

not a patient has melanoma by means of continuously mapping 

the extracted features into more abstract features spaces. 

Several CNN models have been proposed since 

LeCun et al. (1998) presented LeNet in 1998, but their popu- 

larity truly increased when AlexNet ( Krizhevsky et al., 2012 ) won 

the well-known ImageNet Large Scale Visual Recognition Challenge 

(ILSVRC) in 2012, reducing the top-5 labels error rate from 26.1% 

to 15.3%. AlexNet had a very similar architecture as LeNet but it 

encompassed a larger number of stacked convolutional layers and 

filters per layer. Later, the ILSVRC-2013 winner was another CNN 

model named ZFNet ( Zeiler and Fergus, 2014 ), which is mostly 

an improvement of AlexNet that tweaked its hyper-parameters 

for reducing the bottlenecks while almost maintaining the same 

structure. In view of such an effectiveness of the CNNs in solving 

complex tasks, in the last years new CNN architectures have 

continuously been appearing, as it can be seen in Fig. 3 . It should 

be noted that most of these CNN architectures follow a modular 

design, where a building block (which is commonly composed by 

several stacked convolutions layers) is repeated one after another 

several times along the network allowing the continuous extrac- 

tion of more abstract features, and pooling layers are also used 

between these computational blocks to reduce the feature space, 

the number of parameters to learn, and also to control overfitting 

( Goodfellow et al., 2016 ). 

As a consequence of the above, not surprisingly CNNs 

are actively being used nowadays for melanoma diagnosis 

Fig. 3. Main CNN architectures proposed since AlexNet appeared in 2012. Y-axis 

represents the number of trainable parameters (in millions) of each CNN model. 

Fig. 4. Building block used in VGG architecture. 

( Hosseinzadeh Kassani and Hosseinzadeh Kassani, 2019 ), bringing 

new possibilities to reach a higher effectiveness in solving this 

problem. Evidence of this can be seen in the two last editions 

of ISIC (ISIC-2018 and ISIC-2019), where the majority of contes- 

tant submitted CNN-based solutions. Next, the principal baseline 

CNN architectures that have been applied (or could be applied) 

in melanoma diagnosis are summarized, mainly focusing in those 

ones included and compared in the experimental study carried out 

in this work. 

VGG architecture 

VGG architecture ( Simonyan and Zisserman, 2014 ) demon- 

strated that deeper CNN models can achieve a better effectiveness, 

although this type of model requires that a much larger number of 

parameters must be learned (see Fig. 3 ). VGG is mainly composed 

by blocks as the one shown in Fig. 4 , where each computational 

block has four stacked convolutional layers. Several version of VGG 

can be encounter in the literature, e.g. VGG16 and VGG19, mainly 

differing in the number of blocks used along the network and filter 

size applied in each convolutional layer composing a block. 

Regarding the application of VGG in melanoma diagnosis, Nasr- 

Esfahani et al. (2016) proposed a reduced version of VGG by only 

using two convolutional layers, and obtained results that overcame 

the predictive performance of several classic state-of-the-art meth- 

ods. Also, Jaworek-Korjakowska et al. (2019) proposed a computer- 

vision tool that employs VGG19 for predicting the degree of pen- 

etration of skin lesions into one of three possible classes: < 0.75 

mm, 0.76-1.5 mm, and > 1.5 mm. 

Inception architecture 

Inception architecture appeared for the first time at ILSVRC- 

2014, where GoogleNet (a.k.a. InceptionV1) ( Szegedy et al., 2015 ) 

won this competition. This architecture uses a block (dubbed as 

inception module) as the one shown in Fig. 5 , where several inde- 

pendent “chains” of convolutional layers with small filters are si- 

multaneously applied over the same input allowing the extraction 

of more information, and finally the resulting volumes of these 

chains are concatenated to form a unique representation, which 
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Fig. 5. Building block used in InceptionV3 architecture. 

is subsequently passed as input to another inception block. In- 

ception module commonly uses at the beginning of each chain a 

pointwise convolution (filters of size 1 × 1) to reduce the com- 

putational complexity and the number of parameters to learn; 

this is the main reason that GoogleNet drastically reduced the 

number of parameters from 60 millions (AlexNet) to 4 millions 

(see Fig. 3 ). Later Inception architecture have been redefined in 

( Szegedy et al., 2016 ) and ( Szegedy et al., 2017 ), where Incep- 

tionV2, InceptionV3 and InceptionV4 were presented. On the one 

hand, InceptionV2 and InceptionV3 mainly improved the original 

inception module by means of applying batch normalization tech- 

nique ( Ioffe and Szegedy, 2015 ), factorized convolutions, and more 

sophisticated auxiliary classifiers, demonstrating that aggressive di- 

mension reductions can result in networks with relatively low 

computational cost while maintaining high quality. On the other 

hand, InceptionV4 followed a more uniform architecture that uses 

more blocks than InceptionV3, and the authors also proposed a 

method that makes the model more scalable with memory opti- 

mization to backpropagation. Finally, it should be noted that Incep- 

tion architecture has demonstrated to be useful in contexts where 

large-scale datasets need to be processed in a reasonable time, as 

well as when computational resources are limited, such as in big- 

data problems and mobile applications ( Gogul and Kumar, 2017; 

Chin et al., 2017; Lin et al., 2018 ). 

Regarding the application of Inception in melanoma diagno- 

sis, Esteva et al. (2017) performed a study where a InceptionV3 

was used and compared with 21 dermatologists, demonstrating 

that the model was capable of classifying skin cancer with a 

level of competence comparable to experts. In this same regard, 

Haenssle et al. (2018) recently conducted a study using Incep- 

tionV4 and it was compared with 58 dermatologists, and they ob- 

served that the CNN network obtained better results in melanoma 

diagnosis than the most of the consulted experts. 

ResNet architecture 

ResNet architecture was proposed by He et al. (2016) , and this 

model won the ILSVRC-2015 competition. This CNN architecture 

emerged while studying whether indeed the learning of neural 

networks is always better by adding more layers. This is because 

when the number of layers increases, not only the notorious prob- 

lem of vanishing/exploding gradients appears (this problem, how- 

ever, can be mitigated by using a normalized initialization), but 

also accuracy can get saturated and then degrade rapidly (the deep 

model leads to higher training errors), indicating that not all sys- 

tems are similarly easy to optimize by just adding more layers. 

To solve the aforementioned problem, ResNet introduced the 

so-called residual connections (see Fig. 6 a) that directly transfer the 

input of the block to the output. Residual connections allow that 

deeper blocks will have the chance to work with non-preprocessed 

information, and therefore, the added layers can also be con- 

Fig. 6. Building blocks used in ResNet and InceptionResNet. 

structed as identity mappings, and finally, the model can produce 

a training error no greater than its shallower counter-part. On the 

other hand, it should be noted that ResNet is a suitable framework 

which has commonly been combined with other CNN architec- 

tures, like Inception. In this sense, Szegedy et al. (2017) proposed 

InceptionResNet that exploits the best of both architectures (see 

Fig. 6 b); the authors presented two different versions (Inception- 

ResNetV1 and InceptionResNetV2) that mainly differ in the number 

of filters, where InceptionResNetV1 roughly has the computational 

cost of InceptionV3, and InceptionResNetV2 matches the raw cost 

of InceptionV4. 

Regarding the application of ResNet in melanoma diagnosis, 

Li and Shen (2018) improved the original block used by ResNet 

by means of incorporating more internal convolutional layers and 

an extra residual connection, and the proposed model was as- 

sessed in ISIC-2017 challenge, obtaining results comparable to 

the winner of the contest. Han et al. (2018) compared the per- 

formance of ResNet152 (it uses 152 convolutional layers) with 

16 dermatologists, confirming that the CNN model classified 12 

skin tumor types with a prediction level comparable to the con- 

sulted experts, whereas the model also showed a superior perfor- 

mance in diagnosing squamous cell carcinoma and melanocytic ne- 

vus. Hagerty et al. (2019) recently combined the representations 

learned by ResNet50 and several clinical features (age, gender, le- 

sion location, etc) to attain better prediction levels in melanoma 

diagnosis. As for InceptionResNet, despite the effectiveness this 

combination has shown, it is noteworthy that none or very few 

studies have considered this type of hybrid model in melanoma 

diagnosis. 

DenseNet architecture 

Dense Convolutional Network (DenseNet) ( Huang et al., 2017 ) 

extends ResNet (see Fig. 7 ), where each building block receives ad- 

ditional inputs from all preceding blocks and its feature-maps are 

also passed to all subsequent blocks. Unlike ResNet that performs 

an element wise addition of the representations, DenseNet con- 

catenates the inputs and outputs by channels. The main module 

presented in Fig. 7 is then repeated multiple times along the net- 

work, and they are connected by transition components composed 

by convolutional and pooling layers that rescale the outputs to the 

required size. DenseNet has several advantages, including a miti- 

gation of the vanishing-gradient problem, propagation and reuse 

Fig. 7. Building block used in DenseNet. 
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Fig. 8. Building block used in Xception. 

of features, and a reduction of the number of parameters with re- 

spect to ResNet. 

DenseNet has also been applied in melanoma diagnosis, for ex- 

ample Zeng and Zheng (2018) proposed a model named multi-scale 

fully convolutional DenseNet which can perform semantic segmen- 

tation of a dermoscopic image with arbitrary size. They proved the 

model in the dataset released in ISIC-2017 challenge, and obtained 

promising results. 

Xception architecture 

Extreme inception (Xception) ( Chollet, 2017 ) is inspired in the 

popular Inception architecture, but it uses depthwise separable 

convolution layers, reducing the computational cost. Commonly, 

this type of layer first performs a depthwise convolution (i.e. var- 

ious filters performing over each channel of the input indepen- 

dently), and then a pointwise convolution is conducted to get an 

output with the desired depth. However, Xception proposed to in- 

vert the operations, as can be seen in Fig. 8 , hypothesizing that 

the mapping of cross-channels correlations and spatial correlations 

in the feature maps can be entirely decoupled. Chollet (2017) ob- 

served that Xception had a similar predictive performance to In- 

ceptionV3 on ImageNet dataset, although the results showed the 

former can overcame the later in other datasets. 

Few studies have applied this type of model to melanoma di- 

agnosis problem. To the best of our knowledge, the first was 

Zhao et al. (2019) that proposed a Xception model as a risk degree 

classifier, allowing to identify patients who are at risk and alert 

them to go to hospital for further examination. The authors com- 

pared the model with 20 professional dermatologists, concluding 

the proposed classifier outperformed consulted experts. 

MobileNet architecture 

MobileNet ( Howard et al., 2017 ) was designed to be used in 

mobiles and applications of embedded vision. This architecture is 

mainly characterized by an extensive use of depthwise separable 

convolutions, thus significantly reducing the model size and com- 

plexity for training. MobileNet also introduces two hyperparame- 

ters that balance the latency and accuracy of the model, namely 

width and resolution multipliers; width multiplier controls the input 

width of a layer, whereas resolution multiplier controls the input 

image resolution of the network. 

As for diagnosing melanoma, Sahu et al. (2018) built an effec- 

tive hand-held assistant based on smart-phone and Raspberry-Pi 

that can classify with a good accuracy level skin lesion images. To 

improve the accuracy of classification, the authors proposed a hy- 

Fig. 9. Building block used in NASNet. 

brid approach that used a pre-trained MobileNet combined with 

domain-specific features that dermatologists commonly use for in- 

spection purpose, such as the texture of the lesion boundary, the 

symmetry of the mole, and the boundary characteristics of the re- 

gion of interest. 

NASNet architecture 

Neural Architecture Search (NASNet) ( Zoph et al., 2018 ) is a 

modern CNN architecture proposed by GoogleBrain that searches 

an effective building block on a small dataset using a reinforce- 

ment learning search method, and transfers the block to a larger 

dataset, allowing to achieve state-of-the-art results with smaller 

model size and lower complexity; NASNet applies the block found 

in the small dataset to the larger dataset by stacking together 

more copies of this. Instead of designing the building block using 

hand-crafted decisions, as the aforementioned CNN architectures 

do, NASNet tries to find cells that can form a block with the best 

performance, and the internal structure of these cells are deter- 

mined through a Recurrent Neural Network. Specifically, two types 

of cells are constructed, namely Normal and Reduction cells (see 

Fig. 9 ), and then the building block is repeated n times; this last 

parameter is automatically determined. Normal cells are comprised 

by convolutional layers that return a feature map of the same di- 

mension as the input, whereas Reduction cells encompass convo- 

lutional layers returning a feature map reduced by a factor of two. 

Despite the proved effectiveness of NASNet in solving complex 

problems ( Kim et al., 2019 ), to the best of our knowledge, this CNN 

architecture has not previously been applied to melanoma diagno- 

sis. 

3. Techniques to improve convolutional neural networks for 

melanoma diagnosis 

In the last few years, there has been an increasing tendency 

not only in developing and using modern CNN architectures to 

solve real-world complex problems, but also in applying advanced 

techniques for achieving a better training of these models, such 

as transfer learning techniques ( Khan et al., 2019 ), data augmen- 

tation methods ( Perez et al., 2018 ), and the development of en- 

sembles of CNNs ( Matsunaga et al., 2017 ) and multi-task models 

( Twinanda et al., 2017 ). 

Transfer learning is a technique widely used in image classi- 

fication tasks ( Schwarz et al., 2015; Sa et al., 2016; Shin et al., 

2016 ), where CNNs commonly requires a large collection of data 

in order to build an accurate model. As its name suggests, this 

type of method tries to transfer and reuse a knowledge that was 

extracted from a source task, where a lot of data is commonly 

available, on a target task. Several authors have shown the use- 

fulness of transfer learning in melanoma diagnosis. For exam- 

ple, Khan et al. (2019) employed transfer learning with ResNet50 

and ResNet101, and extracted the best learned features that were 
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subsequently used to build a Support Vector Machine (SVM) 

model. Thao and Quang (2017) used a VGG16 model pre-trained 

on the well-known ImageNet dataset to perform two different 

tasks, namely lesion segmentation and classification of skin tumors 

from dermoscopic images, and they obtained promising results. 

Huang et al. (2019) also applied a pre-trained VGG16 for skin le- 

sion segmentation, obtaining results that were competitive against 

several segmentation algorithms. Esteva et al. (2017) employed a 

pre-trained InceptionV3 and they obtained a performance on par 

the tested experts, proving the capability of CNNs to help derma- 

tologists. Finally, Yoon et al. (2019) focused on training generaliz- 

able data-driven models for skin lesion applications using seven 

domains and seven datasets, showing that it is better to use data 

from very similar domains in order to increase the chances of find- 

ing generalizable features. 

Handling imbalance datasets is another problem that needs to 

be addressed when training machine learning models, and deep 

learning ones are not exception. In the melanoma diagnosis task, 

it is very common to have an uneven distribution of samples 

per class, where the number of normal samples is several times 

higher than the number of tumor ones. Weight balancing, data 

augmentation ( Goodfellow et al., 2016 ) and recently Generative 

Adversarial Networks (GANs) ( Goodfellow et al., 2014 ) are three 

useful techniques that can cope with this issue. The former is a 

cost-sensitive learning method that balances data by altering the 

weight that the samples carries when computing the loss, e.g. 

melanoma images could have a weight (importance) more times 

higher than normal images while training a deep model ( Ling and 

Sheng, 2010 ). Data augmentation, on the other hand, tries to aug- 

ment a dataset by applying random transformations on the original 

images; also, it is noteworthy data augmentation can be applied to 

improve the generalization capacity of deep models and as regu- 

larization method to prevent overfitting ( Ciresan et al., 2010 ). For 

example, Perez et al. (2018) demonstrated the positive impact of 

doing several transformations over the original images for a bet- 

ter melanoma diagnosis, such as color, geometric and elastic trans- 

formations, and random erasing. Also, Esteva et al. (2017) aug- 

mented a dataset 720 times by means of rotating, cropping, and 

flipping the original images, achieving better prediction levels. Fi- 

nally, GANs can augment a dataset by training simultaneously two 

models: a generative model that captures the data distribution, and 

a discriminative model that predicts whether a sample is a fake or 

not. For example, Baur et al. (2018) applied GANs to generate real- 

istically looking high resolution images of skin lesions. The authors 

proposed a new GAN model based on two classical GANs architec- 

tures, namely Deep Convolutional GANs ( Radford et al., 2015 ) and 

Laplacian Pyramid of Adversarial Networks ( Denton et al., 2015 ), 

and they showed that this type of method are able to mimic the 

data distribution with diverse and realistic samples, even when the 

training dataset is very small. 

Ensemble learning is another paradigm that has shown to be 

very effective for improving the effectiveness of the CNN mod- 

els in melanoma diagnosis; ensemble methods try to combine the 

outputs of several weaker classifiers in order to obtain superior 

results ( Dietterich, 20 0 0 ). For example, Harangi et al. (2018) pro- 

posed an ensemble composed by AlexNet, VGG and Incep- 

tionV1, and they evaluated their proposal on the IEEE Interna- 

tional Symposium on Biomedical Imaging (ISBI) 2017 challenge. 

Mahbod et al. (2019) performed skin lesion classification com- 

bining several CNNs of different architectures, and the sets of 

partial predictions were aggregated to obtain the final ones. 

Liberman et al. (2018) also proposed an ensemble composed by 

three classifiers, a pre-trained VGG16 model and two SVMs that 

used as input the features extracted by the former. 

Finally, multi-task learning (MTL) ( Caruana, 1997 ) is an ap- 

proach to inductive transfer that improves generalization by learn- 

ing tasks in parallel while using a shared representation; what is 

learned for each task can help in solving the other tasks ( Reyes and 

Ventura, 2019a ). As for using MTL paradigm in melanoma diagno- 

sis, Kawahara et al. (2019) proposed a multi-task deep CNN that 

was not only trained with melanoma images, but also with patient 

meta-data. A pre-trained InceptionV3 was used as base model and 

the training images were also real-time augmented using flips, ro- 

tations, zooms, and shifts. The model was trained using five loss 

functions, where each loss considered different combinations of 

the input modalities. 

Despite the advantages that some techniques offer for a bet- 

ter training of CNN models, such as GANs, ensemble and multi- 

task learning methods, it should be stressed that important limita- 

tions arise when they are applied. For example, GAN-based models 

require a complex training process where a balance between the 

generative and discriminative models needs to be found. Therefore, 

GANs frequently fail to converge ( Berthelot et al., 2017 ), where gra- 

dients can result in random oscillations. Also, setting up a GAN- 

based model involves a very costly tuning process, which can quite 

limit its correct application in some real-world problems. As for 

ensemble models, the training of this type of model commonly re- 

quires the assessment of a high number of possibilities that ham- 

per the process, such as the number and type of CNN models to 

combine, and the way to combine the learned representations and 

partial predictions yielded by each member of an ensemble. Fi- 

nally, regarding multi-task learning, the main limitation when ap- 

plying this paradigm is the lack of public datasets that contain het- 

erogeneous information for each sample (e.g. dermoscopic images 

with their associated metadata and clinic data), thus limiting quite 

a lot the development of accurate multi-task models for melanoma 

diagnosing. 

Considering the above, and that the main objective of this work 

is to assess the suitability of the CNN models in melanoma diag- 

nosis, the experimental study conducted only covers the analysis 

of the CNN architectures described in Section 2 (as baseline mod- 

els). How much to improve the predictive performance of the base- 

line models by means of applying some classical methods was also 

studied, such as weight balancing, data augmentation and transfer 

learning. 

4. Image datasets for melanoma diagnosis 

Due to the incidence of melanoma is continuing to increase 

worldwide, in the last few years several private and public datasets 

have been published, thus allowing a better study of this illness 

and, therefore, the design of better approaches for its automatic di- 

agnosis. The most popular private data collections of dermoscopic 

images are the Interactive Atlas of Dermoscopy ( Argenziano et al., 

2004 ), Dermofit Image Library ( Ballerini et al., 2013 ), and the 

dataset presented by Esteva et al. (2017) which conducted a com- 

parison with 21 dermatologists using 129,450 clinical images; to 

the best of our knowledge this last dataset is the largest one re- 

ported in the literature. 

Regarding public datasets for studying melanoma, the biggest 

collection of datasets can be found in ISIC repository 1 which com- 

prises images labeled by expert dermatologists. In this reposi- 

tory we can found the HAM10 0 0 0, MSK and UDA datasets which 

appeared in ( Tschandl et al., 2018 ), ( Codella et al., 2018 ), and 

( Gutman et al., 2016 ), respectively. Furthermore, this repository 

provides the different datasets presented in the annual ISIC chal- 

lenges (ISIC-2016, ISIC-2017, etc), which are also commonly used 

as benchmarks by the researchers. Mendonca et al. (2013) , on the 

other hand, created the PH2 dataset 2 that comprises 200 high- 

1 https://isic-archive.com 

2 https://www.fc.up.pt/addi/ph2%20database.html 
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Fig. 10. Visualization of the selected datasets by using t-SNE. Black and red dots represent normal and melanoma samples, respectively. (For interpretation of the references 

to colour in this figure legend, the reader is referred to the web version of this article.) 

Table 1 

Summary of the benchmark datasets. Img.: total number of images; ImbR.: imbalance ratio between the benign and malignant 

classes; IntraC.: average distance between samples of the same class; InterC.: average distance between samples of different 

classes; DistR.: ratio between IntraC. and InterC.; Silhouette: silhouette score. 

Dataset Source # Img. ImbR IntraC InterC DistR Silhouette 

HAM10000 ( Tschandl et al., 2018 ) 7818 6.024 8705 9770 0.891 0.213 

ISBI2016 ( Gutman et al., 2016 ) 1,273 4.092 10,553 10,992 0.960 0.101 

ISBI2017 ( Codella et al., 2018 ) 2745 4.259 9280 9674 0.959 0.089 

MED-NODE ( Giotis et al., 2015 ) 170 1.429 9029 9513 0.949 0.068 

MSK-1 ( Codella et al., 2018 ) 1088 2.615 11,753 14,068 0.835 0.173 

MSK-2 ( Codella et al., 2018 ) 1522 3.299 9288 9418 0.986 0.062 

MSK-3 ( Codella et al., 2018 ) 225 10.842 8075 8074 1.000 0.112 

MSK-4 ( Codella et al., 2018 ) 943 3.366 6930 7162 0.968 0.065 

PH2 ( Mendonca et al., 2013 ) 200 4.000 12,688 14,928 0.850 0.210 

UDA-1 ( Gutman et al., 2016 ) 557 2.503 11,730 12,243 0.958 0.083 

UDA-2 ( Gutman et al., 2016 ) 60 1.609 11,297 11,601 0.974 0.020 

Average - 4.003 9939 10,677 0.939 0.109 

quality dermoscopic images. Finally, Giotis et al. (2015) presented 

the MED-NODE dataset 3 that collects 170 non-dermoscopic im- 

ages shot with common digital cameras; it is noteworthy that this 

source of data is very important nowadays due to the use of tech- 

nological devices (e.g. smartphones and tablets) is constantly grow- 

ing. 

In this work, eleven public datasets were studied. Nine datasets 

from ISIC archive, the PH2 and MED-NODE datasets were consid- 

ered in the study, finally processing a total of 16,601 images; each 

RGB image i had a resolution ( h, w, c ), being h = 224 , w = 224 , and 

c = 3 the height, width, and number of channels of i , respectively. All 

the datasets encompass binary classification problems, where each 

image was labeled as benign or malignant sample. Table 1 shows 

a summary of the characteristics of the studied datasets, where it 

can be observed that they vary in sizes and complexity; the met- 

rics show the complexity of the underlying classification problem 

of each dataset. It can be observed that some datasets present a 

moderate imbalance ratio, indicating that the number of benign 

samples is several orders of magnitude higher than the number 

of malignant samples. Also, the existing intra-class and inter-class 

distances in each dataset were computed using the Euclidean func- 

tion distance, where each image i was represented as a vector X i 

of length l = h × w × c. The results showed high values in both intra- 

class and inter-class distances, indicating that the average distances 

between images belonging to different classes, as well as between 

3 http://www.cs.rug.nl/imaging/databases/melanoma _ naevi/ 

images belonging to the same class, are quite large. Also, the ratio 

between the intra-class and inter-class distances showed that both 

distances are similar, and this value commonly indicates a high de- 

gree of overlapping between the different class spaces. Finally, the 

silhouette score ( Rousseeuw, 1987 ) was also measured, which rep- 

resents how similar an image is to its own cluster compared to 

other clusters. The low values of Silhouette score indicated that the 

images were not well matched to their own cluster, and even sam- 

ples belonging to different clusters are close in the feature space. 

Finally, all the selected datasets were visualized by using the 

well-known t-distributed Stochastic Neighbor Embedding (t-SNE) 

( Laurens van der Maaten and Hinton, 2008 ), which is a well- 

suited method for visualizing high-dimensional data; the vectors 

of RGB values representing each image were projected into a two- 

dimensional space. Fig. 10 shows that there was a high overlap- 

ping level between images belonging to different classes in the 

projected space (excepting the case of PH2 dataset where a more 

clear separation was observed), thus indicating the high variability 

presents in melanoma images and, therefore, confirming the high 

complexity of the melanoma diagnosis problem. 

5. Analysis of the effectiveness of convolutional models for 

melanoma diagnosis 

This section summarizes the extensive experimental study con- 

ducted, aiming to analyze the effectiveness of CNN models for 

melanoma diagnosis. First, the experimental protocol and settings 

used throughout the study are described. Then, the experimen- 
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Fig. 11. Phases covered in the experimental study. 

tal results are analyzed, and finally some guidelines to perform 

melanoma diagnosis with CNN models are outlined. 

5.1. Experimental design 

The experimental study was divided into five phases, as shown 

in Fig. 11 4 , encompassing each phase a different aim. First, the per- 

formance of non-adaptive and adaptive optimization methods in 

training CNNs for melanoma diagnosis was studied. After deter- 

mining the best optimization algorithm, the second phase aimed 

to analyze the effectiveness of weight balancing technique for 

tackling the imbalance problem in melanoma datasets. Third, the 

power of transfer learning paradigm for diagnosing melanoma was 

studied. Fourth, image data augmentation techniques were applied 

to analyze if they can significantly improve the generalization ca- 

pacity of CNNs. Finally, the last phase of the experimental study 

focused on determining how effective is the combination of trans- 

fer learning and data augmentation techniques in melanoma diag- 

nosis. 

In this work, twelve CNNs models (a description of each one 

of these models was previously provided in Section 2 ) were as- 

sessed on the eleven melanoma datasets previously described 

in Section 4 . The selected models were the following: three 

implementations of DenseNet architecture, namely DenseNet121, 

DenseNet169, and DenseNet201, where the number in the name 

specifies the depth of the model; two versions of Inception archi- 

tecture, InceptionV3 and InceptionV4; the versions ResNet50 and 

InceptionResNetV2 of ResNet architecture; the Xception model; 

two implementations of VGG architecture, namely VGG16 and 

VGG19; and finally, two lightweight models were selected, Mo- 

bileNet, and NASNetMobile as the mobile version of NASNet archi- 

tecture. This selection aimed to analyze a heterogeneous collection 

of CNN models presenting different features, such as different ar- 

chitectures (e.g. VGG, Inception, and MobileNet), different depths 

(e.g. different versions of DenseNet and VGG); and different com- 

plexities (in term of number of parameters to learn) ranging from 

big models (e.g. VGG19) to light-weight ones (e.g. MobileNet). 

Experimental settings 

In the first phase of the experimental study, three well-known 

optimization algorithms were used for training all CNN models, the 

well-known Stochastic Gradient Descend (SGD) ( Goodfellow et al., 

4 The process chart was developed using a free template from https://www. 

presentationgo.com/ . 

2016 ), Root Mean Square Propagation (RMSprop) ( Hinton et al., 

2012 ) and Adaptive Moment Estimation (ADAM) ( Kingma and 

Ba, 2014 ). These three optimization algorithms has been demon- 

strated to work well across a wide range of deep learning archi- 

tectures, serving as the basis for several others optimization meth- 

ods ( Goodfellow et al., 2016 ). SGD is a non-adaptive method that 

uses a common learning rate for all parameters, whereas RMSProp 

and ADAM are adaptive gradient descent algorithms that intend to 

solve the problems with sparse gradients and non-stationary set- 

tings by means of maintaining exponential moving averages of the 

gradient and its square. These three gradient descent algorithms 

iteratively compute on a small subset of training samples, named 

mini-batch set, instead of performing computations on the whole 

dataset; an epoch of the training process is completed when the 

entire training set is passed forward and backward through the 

neural network. Also, as all the studied datasets encompassed bi- 

nary classification problems, the algorithms optimized a cost func- 

tion that averaged a binary cross entropy along all training sam- 

ples. 

As for the tuning of the hyper-parameters controlling the be- 

havior of SGD, RMSProp, and ADAM, it is noteworthy that finding 

the optimal set of the hyper-parameter values is a task that com- 

monly requires expensive and arduous work due to the many pos- 

sible combinations ( Bergstra and Bengio, 2012 ). In this work, a tun- 

ing process of the hyper-parameters that regulate the behavior of 

these three algorithms was not carried out so the obtained results 

could not be conferred to an over-adjustment issue. Consequently, 

the basic configuration listed in Table 2 was used to train all the 

models for any of the experiments. It should be noted that there 

is no general rule-of-thumb for selecting the value of each hyper- 

parameter listed in Table 2 and, therefore, the choice was some- 

Table 2 

Configuration used in the experimental study. 

Parameter Value 

Number of epochs 150 

Mini-batch size 8 

Learning rate ( α) ADAM= { 0 . 001 , 0 . 01 } , 
RMSprop= { 0 . 001 , 0 . 01 } , 
SGD= 0 . 01 

Decay rate first moment 

average ( β1 ) 

ADAM= 0 . 9 , RMSprop= 0 . 9 

Decay rate second 

moment average ( β2 ) 

ADAM= 0 . 999 
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thing between experience and practice. The hyper-parameters α, 

β1 , β2 were set to the default values recommended in the original 

papers. Also, considering that the used datasets are either small or 

not extremely large, the batch size was set to eight samples, thus 

avoiding to reach local minima in early epochs, as well as avoid- 

ing frequent updates of the models’ parameters that may result in 

noisy gradient signals and, therefore, a higher variance over train- 

ing epochs. The weights of the CNNs were initialized by means of 

the so-called Xavier method ( Glorot and Bengio, 2010 ), since it can 

achieve quicker convergence and higher accuracy on image classi- 

fication tasks. Finally, to avoid the early convergence of SGD, the 

learning rate was reduced by a factor of 0.2 if an improvement in 

predictive performance was not observed during 10 epochs. 

Regarding the rest of phases conducted in the experimental 

study, in the second phase the CNN models were forced to pay 

more attention to melanoma class by means of assigning weights 

inversely proportional to the class frequencies; therefore, although 

the melanoma class still has fewer observations, both classes will 

have the same importance in the cost function. In the third phase, 

transfer learning was applied by means of using pre-trained mod- 

els previously built on ImageNet dataset, which contains more than 

1 million of images. These models had weights that were previ- 

ously learned from a different task and, it should be noted that the 

pre-trained models by default can predict 10 0 0 different classes, 

whereas the studied problem only comprises two classes. There- 

fore, given a pre-trained model, the following steps were applied 

in order to transfer the model to melanoma diagnosis task: 

• The last block of a model (block that yields the predictions, 

commonly composed by dense and 1D convolutional layers) 

was substituted by a new one with random weights. 
• All the computational blocks of the model were “frozen”, ex- 

cepting the last block. 
• The model was trained during 50 epochs (in this case, the last 

block was the only trainable component). 
• All the blocks were defrosted and trained along the remaining 

100 epochs. 

In the fourth part of the study, data augmentation technique 

was mainly applied to tackle the imbalance problem in melanoma 

diagnosis by applying and combining random rotation-based, flip- 

based and crop-based transformations over the original images. 

Two types of data augmentation process were assessed, (I) per- 

forming data augmentation only in training data, and (II) perform- 

ing data augmentation in both training and test data. After split- 

ting a dataset in training and test sets, training data were balanced 

by creating new images until the number of melanoma images was 

equal to normal ones, and the generated training images were con- 

sidered as independent from the original ones. On the other hand, 

test data were expanded by randomly augmenting each test image 

at least 10 times, but the generated images remained related to 

the original ones; i.e. images generated from a test image are not 

considered independent. Consequently, given an original test im- 

age X , the classes’ probabilities for X and its related set of images 

S X were averaged to yield the final prediction for X ; so any CNN 

model would perform like an ensemble one, where the final proba- 

bilities for a test image was computed using a soft-voting strategy. 

Finally, in the fifth part of the study, the data augmentation and 

transfer learning techniques were combined to analyze the suit- 

ability by combining these two methods in diagnosing melanoma. 

Evaluation process 

Regarding the evaluation of the models, a 3-times 10-fold cross 

validation process was conducted on each original dataset, where 

the results were averaged across all fold executions. Bearing in 

mind the experimental design described throughout this section, 

a total of 39,600 CNNs were trained in this work, which can be 

considered as a tough and costly task. 

In each fold execution, Matthews Correlation Coefficient (MCC) 

was used to measure the predictive performance of the models. 

MCC is widely used in Bioinformatics as a performance metric 

( Boughorbel et al., 2017 ), and it is specially designed to analyze the 

predictive performance on unbalanced data, even if the classes are 

of very different sizes. MCC gives a good summary of a confusion 

matrix, and it is computed as 

MCC = 

t p × t n − f p × f n √ 

(t p + f p )(t p + f n )(t n + f p )(t n + f n ) 
, (1) 

where t p , t n , f p , and f n are the number of true positives, true 

negative, false positives, and false negatives, respectively. MCC is 

in range [ −1 , 1] , where 1 represents a perfect prediction, 0 indi- 

cates the model is performing similarly to random prediction, and 

-1 an inverse prediction. On the other hand, in those phases of 

the experimental study where different techniques were analyzed 

(phases P2-P5), the fold changes in predictive performance were 

assessed. Fold change (FC) describes how much the predictive per- 

formance changed after applying a different technique. It is calcu- 

lated as the ratio between the predictive performance of the model 

applying the selected technique (e.g. transfer learning) and the per- 

formance of the baseline model (i.e. the model that did not use 

transfer learning). A fold change greater than 1 represents an im- 

provement on performance, whereas a value less than 1 means the 

opposite case. 

Non-parametric statistical tests were conducted to detect 

whether there were any significant difference in predictive perfor- 

mance. Friedman’s test ( Friedman, 1940 ) was conducted in cases 

where a multiple comparison was carried out (i.e. more than 

two models are compared), and afterward, Shaffer post-hoc test 

( Shaffer, 1986 ) was employed to perform all pairwise comparisons. 

On the other hand, Wilcoxon Signed-Rank test ( Wilcoxon, 1945 ) 

was performed in those cases where only two individual models 

are compared. All hypothesis testing were conducted at 95% confi- 

dence. 

Software and hardware 

The experimental study was executed in two Desktop PC with 

Ubuntu 18.04, Intel Core i7-8700K Processor, 64 GB DDR4 RAM, 

and two GPUs NVIDIA Geforce GTX 1080-Ti with 11 GB DDR5 

each one. All the experiments were implemented in Python v3.6, 

and the CNN models were developed by using Keras framework 

v2.2.4 ( Chollet et al., 2015 ) as high level API, and TensorFlow v1.12 

( Abadi and et al., 2015 ) as backend. The source code and the mod- 

els trained are available at GitHub 5 and Kaggle 6 , respectively. 

5.2. Results 

This section describes and analyzes the results obtained from 

the experimental study carried out. Results are summarized 

through boxplots, where the mean is represented by a cross and 

the median by a horizontal line inside the box. Due to the great 

amount of results collected and in order to make the paper more 

readable, only figures summarizing the obtained results are de- 

scribed 

7 

P1. Optimization algorithms for training CNNs 

Fig. 12 summarizes the results obtained after training the 

twelve CNN models with the three selected optimization algo- 

5 https://github.com/kdis- lab/Review- CNN- Melanoma 
6 https://bit.ly/33U2bvA 
7 All the results of the experimental study can be consulted at http://www.uco. 

es/kdis/cnn- melanoma- review . 
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Fig. 12. Average MCC values on test sets by using the three optimization algorithms with the learning rates recommended by their authors. Each sub-figure summarizes the 

results of the Friedman’s test and Shaffer’s post-hoc test. Significant differences detected in pairwise comparisons are shown on top of the boxs. 

rithms (SGD, ADAM and RMSprop) using the learning rates recom- 

mended by their authors. To be fair, Fig. 13 also shows the results 

obtained by using for ADAM and RMSprop the same learning rate 

of SGD. In most cases, it was observed a high variability in the re- 

sults across the optimizers, and this is mainly due to the diversity 

and different complexities of the datasets. For example, indepen- 

dently of the optimizer used, most of the models achieved an ac- 

ceptable predictive performance on PH2 dataset, whereas poor re- 

sults were obtained on ISBI2016, ISBI2017, MSK-2, MSK-3 and MSK- 

4. These results matched with the previous analysis conducted on 

Section 4 , where a more clear separation between classes was ob- 

served in PH2 dataset, whereas in ISBI and MSK datasets were ob- 

served the highest ratios between the intra-class and inter-class 

distances. Also, MSK-3 was the most challenge dataset, since it not 

only has the highest ration between intra-class and inter-class dis- 

tances, but also the highest imbalance ratio, thus hampering the 

performance of all CNN models. 

In average, SGD optimizer obtained the best average results 

across the models, except Xception which slightly better per- 

formed when using RMSprop (see Fig. 12 ). Fig. 12 shows that 

SGD significantly outperformed ADAM and RMSprop in three mod- 

els (DenseNet201, InceptionV3, and NasNetMobile), and it also ob- 

tained better results than RMSprop in four models (DenseNet121, 

DenseNet169, InceptionResNetV2, and InceptionV4). Furthermore, 

Fig. 13 shows that SGD significantly outperformed ADAM and 

RMSprop in five models (DenseNet201, InceptionResNetV2, Incep- 

tionV4, NasNetMobile and ResNet50), and it also obtained bet- 

ter results than ADAM in InceptionV3. The least sensitive mod- 

els regarding the optimizer and the learning rate used were Mo- 

bileNet, Xception, VGG16, and VGG19, where no significant dif- 

ferences were detected between the three optimizers. Despite the 

proved effectiveness of the adaptive optimization methods in many 

other scenarios ( Goodfellow et al., 2016 ), the overall results indi- 

cated that they generalize worse (often significantly worse) than 

SGD in training the CNN models for solving the tough melanoma 

diagnosis task. Adaptive methods had a faster initial progress on 

the training set, but their performance plateaued on the test set 

at later epochs. This result demonstrated that not always superior 

results can be achieved by using adaptive methods, as was previ- 

ously pointed out in ( Wilson et al., 2017; Keskar and Socher, 2017 ). 

Considering SGD as the optimizer to train all the models 

(henceforth, the rest of the experimental study was executed us- 

ing SGD optimizer), the models that achieved the best results in 

each dataset were the following: DenseNet121 and DenseNet169 

10 
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Fig. 13. Average MCC values on test sets by using the three optimization algorithms; ADAM and RMSprop used the same learning rate as SGD optimizer. Each sub-figure 

summarizes the results of the Friedman’s test and Shaffer’s post-hoc test. Significant differences detected in pairwise comparisons are shown on top of the boxs. 

were the best in MSK-4 and MED-NODE datasets, respectively; 

DenseNet201 performed the best in HAM10 0 0 0 and UDA-2; Xcep- 

tion obtained the best results in PH2; InceptionResNetV2 per- 

formed the best in ISBI2016, ISBI2017, MSK-1, MSK-2 and UDA-1; 

and finally, MobileNet was the best in MSK-3. Fig. 14 graphically 

represents the ranking computed by Friedman’s test and the re- 

sults of the multiple comparisons conducted between all the mod- 

els. As can be seen, the different versions of DenseNet and Incep- 

tionResNet architectures dominated the ranking, indicating the ad- 

vantages of these CNN models which are based on the addition of 

residual connections for each computational block, or the combina- 

tion of Inception modules and residual connections. It was also ob- 

served that acceptable results can be attained by using CNN mod- 

els based on depthwise separable convolution layers, like Xcep- 

tion and MobileNet. Furthermore, it is worth noting that light- 

weight models, like MobileNet and NasNetMobile, can obtain bet- 

ter results than InceptionV4 and Resnet50, demonstrating that not 

always better results are attained by using more complex mod- 

els; this same conclusion can be apply for InceptionV3 and In- 

ceptionV4, where the last one had a worse performance. Finally, 

the two versions of VGG obtained the worst results, showing that 

simply stacking convolutional and pooling layers is not enough for 

solving the melanoma diagnosis problem. 

Fig. 14. All pairwise comparisons between the models; in this case, all the models 

used SGD optimizer. Friedman’s test rejected the null hypothesis with a p -value 

equal to 5.944E-11. The models are ordered from left to right according to the 

ranking computed by Friedman’s test (secondary x-axis located on the top of the 

graphic). The lines located above the boxes summarizes the significant differences 

encountered by the Shaffer’s post-hoc test, in such a way that groups of models 

that are not significantly different (at α= 0.05) are connected by a line. 
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Fig. 15. Average MCC values on test sets by using weight balancing; “WC” represents the CNN model applied weight balancing, “-” otherwise. Significant differences detected 

by Wilcoxon’s test are shown on top of the boxs. 

P2. Weight balancing 

Fig. 15 summarizes the results obtained after training the 

twelve CNN models but considering the weight balancing ap- 

proach. The best results were obtained in PH2 and ISBI2017 

datasets, where eleven and eight CNN models, respectively, im- 

proved their predictive performance regarding the baseline mod- 

els; i.e. the models that did not use weight balancing. MobileNet 

model was the only one that, in average, significantly improved its 

performance by using weight balancing with respect to its base- 

line accuracy (see Fig. 15 .h). Also, InceptionV4 and VGG16 im- 

proved their performance on eight datasets and six datasets, re- 

spectively, but no significant differences were encountered regard- 

ing their baseline performance; VGG16 obtained a performance 

two and three times higher than its baseline model in ISBI2016 

and MSK-4, respectively. On the other hand, Xception significantly 

deteriorated its performance when using this approach. 

Fig. 16 shows the average fold change in predictive performance 

for each model. The results indicated that MobileNet, InceptionV4 

and VGG16 obtained the three best average fold changes, although 

it should be noted that the last one is characterized by the pres- 

ence of extreme values. Generally speaking, the results showed 

that weight balancing technique did not significantly improve the 

performance of the CNN models, where worse average results were 

observed in some cases (fold changes < 1), e.g. the three versions 

Fig. 16. Average fold changes in predictive performance by applying the weight bal- 

ancing technique. Friedman’s test rejected the null hypothesis with a p -value equal 

to 1.76E-2. Figure summarizes the results of the Friedman’s test and Shaffer’s post- 

hoc test. 

of DenseNet and Xception. These results indicated that, except for 

MobileNet and other isolated cases that gained in predictive per- 

formance, this cost-sensitive learning method was not an effective 

technique for handling the imbalance problem in melanoma diag- 

nosis. 
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Fig. 17. Average MCC values on test sets by using transfer learning; “T” represents the model applying transfer learning; “-” otherwise. Significant differences detected by 

Wilcoxon’s test are shown on top of the boxs. 

P3. Transfer learning 

Fig. 17 shows the results of each model after applying trans- 

fer learning. It can be observed that eleven models significantly 

outperformed their baseline performance. On the other hand, 

ResNet50 obtained in average a better performance by using trans- 

fer learning, but no significant differences were detected with re- 

spect to its baseline performance (see Fig. 17 .i); ResNet50 was 

surpassed by its baseline model in four datasets. MobileNet was 

the only model that improved its performance in all the datasets, 

whereas VGG16, the three versions of DenseNet, and the two ver- 

sions of Inception obtained better results in ten datasets. VGG16 

decreased its performance by 14% in MSK-1, and DenseNet and 

Inception-based models had in median 19% lower performance 

in UDA-2. This last dataset was the most challenge, where eight 

model deteriorated their performance by 17% approximately; UDA- 

2 has the lowest Silhouette value, indicating a high overlapping 

level between classes. On the contrary, the easiest datasets were 

MSK-2, MSK-4, ISBI2016 and MED-NODE, where all the models 

in average increased their performance by 35% approximately. 

ISBI2017 was another dataset where a considerable improvement 

was observed by using transfer learning, e.g. DenseNet121 and In- 

ceptionV4 raised their performance from 0.17 to 0.44, and from 

0.08 to 0.44 of MCC value, respectively. Summarizing, the models 

that achieved the best percents of improvement in each dataset 

by applying transfer learning were the following: InceptionV4 was 

the best in HAM10 0 0 0 (improved its performance by 47%), MSK- 

1 (70%), MSK-2 (78%), MSK-3 (236%), and UDA-1 (64%) datasets; 

VGG16 performed the best in MED-NODE (495%), MSK-4 (344%), 

UDA-2 (485%) and ISBI2016 (341%) datasets; VGG19 highlighted in 

PH2 (76%); and finally, ResNet50 obtained the best improvement in 

ISBI2017 (255%). 

Fig. 18 shows the average fold change in predictive perfor- 

mance for each model. InceptionV4, MobileNet, Xception, VGG16, 

and VGG19 were those most benefited from using transfer learn- 

ing, where they increased in median their performance by 65%, 

42%, 41%, 42%, and 56%, respectively; it should noted that the two 

versions of VGG architecture presented some extreme values. The 

results indicated that the models using depthwise separable con- 

volution layers (MobileNet and Xception) can largely be benefited 

by using transfer learning. Furthermore, it is worth noting how 

models without a sophisticated design (the two versions of VGG) 

can attain better results. On the other hand, the models less bene- 

fited from using transfer learning were those based on architec- 

tures that use residual connections (models based on DenseNet 

and ResNet architectures). In short, despite the pre-trained mod- 

els were previously built on the well-known ImageNet, which is 

a dataset not related with melanoma diagnosis task, the evidence 

showed that CNN models can outperform their baseline perfor- 

mance. Such an improvement in performance denoted that the ‘ex- 

perience” learned from ImageNet can effectively be transferred to 
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Fig. 18. Average fold changes in predictive performance by applying transfer learn- 

ing. Friedman’s test rejected the null hypothesis with a p -value equal to 3.863 E-4. 

Figure summarizes the results of the Friedman’s test and Shaffer’s post-hoc test. 

melanoma diagnosis task by just readjusting the weights of the 

CNNs. 

P4. Data augmentation 

Fig. 19 summarizes the results attained by applying the data 

augmentation approach in each model (details regarding how the 

data augmentation process was conducted can be consulted on 

Section 5.1 ). It was observed that the models using data augmenta- 

tion on both training and test sets presented a lower variability in 

the results, indicating a better overall improvement. Shaffer’s post- 

hoc test confirmed that all the models significantly improved their 

performance when data augmentation was applied both in training 

and test sets. On the other hand, VGG19 model was the only one 

that outperformed its baseline performance by only applying data 

augmentation in the training set. 

MSK-3 was the dataset where all the models attained a higher 

percent of improvement regarding their baseline performance; the 

models improved in median by 244%. This result is very promis- 

ing because MSK-3 is the dataset with highest imbalance ratio, 

thus demonstrating the effectiveness of data augmentation tech- 

nique for tackling the imbalance issue in melanoma datasets. Fur- 

thermore, the models in average improved their performance by 

Fig. 19. Average MCC values on test sets by using data augmentation; “-” represents the baseline model; “D-Tr” represents the results applying data augmentation only in 

training set; “D-Tr-Ts” represents the results applying data augmentation in both training and test sets. Each sub-figure summarizes the results of the Friedman’s test and 

Shaffer’s post-hoc test. 
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Fig. 20. Average fold changes in predictive performance by applying data augmen- 

tation. Friedman’s test rejected the null hypothesis with a p -value equal to 4.698E- 

07. Figure summarizes the results of the Friedman’s test and Shaffer’s post-hoc test. 

48%, 159%, and 83% in HAM10 0 0 0, ISBI2017, and ISBI2016, respec- 

tively, which are the three other datasets with highest imbalance 

ratio. On the other hand, as expected the lowest improvement 

in performance was observed in MED-NODE, since it is a small 

dataset and has the lowest imbalance ratio and, therefore, the ap- 

plication of data augmentation approach was not so effective in 

this case. All in all, the models that achieved the best percents of 

improvement in each dataset by applying data augmentation on 

training and test sets were the following: Xception was the best in 

HAM10 0 0 0 (increase its baseline performance by 76%) and MSK- 

2 (157%) datasets; InceptionV4 obtained the best results in MSK- 

2 (71%); InceptionResNetV2 performed the best in MSK-3 (371%); 

VGG16 was the best in MED-NODE (579%), MSK-4 (583%), and 

UDA-2 (450%) datasets; VGG19 highlighted in PH2 (126%), UDA-1 

(74%), and ISBI2016 (511%) datasets; and finally, MobileNet was the 

best in ISBI2017 (333%). 

Fig. 20 shows the average fold change in predictive performance 

for each model by applying data augmentation both on training 

and test sets. It can be observed that Xception was the model most 

benefited by using this technique (increased in median its perfor- 

mance by 76%), followed by VGG19 (135%) and VGG16 (147%); it 

should noted that the high values observed on the two versions of 

VGG architecture are due to some extreme values. Also, the least 

benefited models from using data augmentation were those based 

on architectures that use residual connections (models based on 

DenseNet and ResNet architectures); these results are similar to 

the ones obtained in the phase applying transfer learning. In short, 

the results indicated that data augmentation is an effective ap- 

proach to tackle the imbalance issue in melanoma diagnosis task, 

and also that an alluring performance can be achieve by not only 

augmenting data on the training sets but also on the test sets. Per- 

forming data augmentation technique on test sets provokes that 

CNN models performed similar to ensemble models, obtaining a 

final prediction by aggregating the partial predictions yielded from 

an original image and all its random transformations and, there- 

fore, providing a higher robustness to the inter- and intra-class 

variability present in melanoma images. 

P5. Combining transfer learning and data augmentation 

Fig. 21 shows the results of combining transfer learning and 

data augmentation. Similar to the results pointed out in the pre- 

vious section, all the models applying data augmentation both on 

training and test sets significantly outperformed their baseline per- 

formance. However, in this case, it was also observed that there 

were two models where no significant differences were encoun- 

tered when applying data augmentation only on training set or 

on both sets (DenseNet201 and InceptionV4). Also, three models 

showed a significant improvement regarding their baseline ver- 

sions by only performing data augmentation on training sets (Nas- 

NetMobile, MobileNet and VGG16). 

MSK-3 was the dataset where all the models in average ob- 

tained the highest improvement by applying transfer learning and 

data augmentation both on training and test sets (424%), followed 

by ISBI2017 (303%), MSK-2 (232%), ISBI2016 (227%), MSK-4 (219%) 

and UDA-1 (78%). All these datasets have the highest imbalance ra- 

tios, thus indicating that the combination of these two technique 

is very suitable for tackling the imbalance problem in melanoma 

diagnosis. On the other hand, the lowest improvement was ob- 

served in UDA-2 (only by 2%), and this result was expected because 

this dataset is the smallest one and does not have a moderate im- 

balance problem. In short, the models that achieved the best per- 

cents of improvement in each dataset by applying transfer learning 

and data augmentation on training and test sets were the follow- 

ing: VGG19 was the best in MSK-3 (increased its performance by 

911%), PH2 (236%), UDA-2 (477%) and ISBI2016 (625%) datasets; In- 

ceptionV4 obtained the best results in MSK-1 (91%), MSK-2 (176%) 

and UDA-1 (43%) datasets; VGG16 was the best in MED-NODE 

(611%) and MSK-4 (906%) datasets; and finally, ResNet50 obtained 

the highest improvement in HAM10 0 0 0 (90%) and ISBI2017 (414%) 

datasets (See Fig. 22 ). 

Fig. 22 shows the average fold change in predictive performance 

for each model. It can observed that the most benefited models 

were the two versions of VGG (in average, approximately increased 

their performance by 220%), and MobileNet (91%); it should noted 

that the two versions of VGG architecture presented some extreme 

values. It is worth noting how models without a sophisticated de- 

sign (the two versions of VGG) can attain better results. Also, the 

least benefited models from combining the two techniques were 

those based on architectures that use residual connections (mod- 

els based on DenseNet and ResNet architectures); these results are 

similar to the ones obtained in the phases where transfer learning 

and data augmentation were applied individually. 

5.3. Summary and suggestions 

Fig. 23 shows the average performance attained by the mod- 

els on dermoscopic and non-dermoscopic datasets. Ten datasets 

comprise dermoscopic images and, therefore, the results obtained 

on these datasets were averaged, whereas only MED-NODE dataset 

comprises non-dermoscopic images. In the three first phases of the 

experimental study, it was observed that the overall performance 

of the CNNs was higher on non-dermoscopic images, except for 

ResNet50, VGG16 and VGG19. It was also observed the applica- 

tion of transfer learning was very helpful to edge up the predic- 

tion level of the models on non-dermoscopic images, indicating 

that the patterns previously learned on ImageNet had a very pos- 

itive impact; ImageNet and MED-NODE datasets are composed by 

images shot with common digital cameras. However, the perfor- 

mance attained was inferior when data augmentation was applied 

on non-dermoscopic images. This revealed that if only a data aug- 

mentation was performed over non-dermoscopic melanoma im- 

ages, a significant improvement in the CNNs’ performance could 

not be attained, and this is due to the quality of the images shot 

with common cameras, which may have several issues, such as 

poor lighting, grainy, blurry, pixelated or not centered images. Fi- 

nally, the performance over non-dermoscopic images again edged 

up when transfer learning and data augmentation were applied to- 

gether. As for the results on dermoscopic images, data augmen- 

tation process showed to be a very effective method to improve 

the prediction levels. Finally, the results showed the combination 

of transfer learning and data augmentation can be very benefi- 
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Fig. 21. Average MCC values on test sets by using transfer learning and data augmentation; “-” represents the baseline model; “D-Tr” represents the results applying transfer 

learning and data augmentation only in training set; “D-Tr-Ts” represents the results applying transfer learning and data augmentation in both training and test sets. Each 

sub-figure summarizes the results of the Friedman’s test and Shaffer’s post-hoc test. 

cial for building better models either on dermoscopic and non- 

demorscopic images. 

Fig. 24 shows a summary of the performance attained by the 

models when applying each one of the techniques considered in 

the experimental study. According to the twelve Friedman’s rank- 

ings (one Friedman’s ranking for each model), it was confirmed 

that all the models attained the best performance when combin- 

ing transfer learning with data augmentation. Also, data augmen- 

tation and transfer learning (applied individually), were the sec- 

ond and third best techniques, respectively; except in DenseNet201, 

that slightly deteriorated its performance when applying data aug- 

mentation on HAM10 0 0 0, PH2 and UDA-2 datasets. In average, 

the models applying transfer learning or data augmentation, or 

the combination of these two, obtained a better predictive perfor- 

mance than when using weight balancing and their baseline ver- 

sions. Weight balancing, on the other hand, did not demonstrate 

to improve significantly the learning of CNNs models in melanoma 

diagnosis. ResNet50 was the model less benefited from applying 

the four techniques studied. 

Fig. 25 shows a comparison between all the models when ap- 

plying transfer learning and data augmentation at a time. Although 

Shaffer’s test did not detected significant differences in several 

cases, it is very impressive to see MobileNet located at the first 

position of the Friedman’s ranking, showing the effectiveness of 

this light-weight model for diagnosing melanoma. DenseNet-based 

models and InceptionResnetV2 also obtained very good results, 

showing the benefits of using either residual connections or the 

combination of this type of connection with Inception modules. It 

was also interesting to see the light-weight NASNetMobile reached 

better results than other models more complex such as Inception- 

based models, Xception and ResNet50. 

All in all, the CNN models improved their performance com- 

pared to their baseline versions (i.e. those models that did not ap- 

plied any extra method for learning) in tough datasets by means 

of applying techniques such as transfer learning and data aug- 

mentation. For example, it was observed that the best improve- 

ment by far was attained in MSK-3 and ISBI-2017 datasets. In av- 

erage, the models applying transfer learning increased their base- 

line performance about 237% and 231% in ISBI-2017 and MSK- 

3, respectively. The improvement was even higher when applying 

data augmentation, with nearly 589% and 414% of improvement in 

MSK-3 and ISBI-2017, respectively. Moreover, the best results were 

achieved when both techniques were applied simultaneously, ob- 

taining 907% and 484% of improvement in MSK-3 and ISBI-2017, 
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Fig. 22. Average fold changes in predictive performance by applying transfer learn- 

ing and data augmentation techniques. Friedman’s test rejected the null hypothesis 

with a p -value equal to 3.551E-4. Figure summarizes the results of the Friedman’s 

test and Shaffer’s post-hoc test. 

respectively. It should be noted that MSK-3 was the dataset with 

the highest imbalance factor (approximately 11x) and, therefore, 

more images were generated to balance the data, so demonstrating 

the suitability of the data augmentation process for balancing data 

and improving the CNN models. Regarding ISBI-2017 dataset, it is 

the third most unbalanced dataset and one of the datasets with 

lowest Silhouette score. Accordingly, the results showed that tech- 

niques such as data augmentation and transfer learning can signif- 

icantly improve the CNN models’ performance in datasets with a 

moderate or high imbalance problem and a high overlapping level 

between classes. On the other hand, in average the lowest im- 

provement was attained in UDA-2 and MED-NODE datasets. Trans- 

fer learning outperformed the baseline performance by only 86% 

and 132% in UDA-2 and MED-NODE, respectively, whereas data 

augmentation improved about 104% and 107% the baseline perfor- 

mance. Moreover, when transfer learning and data augmentation 

techniques were applied together an improvement of only 98% and 

136% in UDA-2 and MED-NODE, respectively, were achieved. These 

results are related with the fact that UDA-2 and MED-NODE were 

the smallest and more balanced datasets used in the study, and it 

is well known that the larger datasets the better the performance 

that may achieved by deep learning models. 

In addition, the required training time (during 150 epochs) and 

used GPU memory were analyzed to measure the computational 

complexity of each CNN model. Fig. 26 shows the average training 

time for each CNN model on the eleven datasets. As expected, Mo- 

bileNet was the fastest CNN model, with an average training time 

of approximately 26 minutes. However, unexpectedly NASNetMo- 

bile obtained the second highest training time, indicating that al- 

though it is a lightweight model the internal reinforcement learn- 

ing method used to search an effective building block is compu- 

Fig. 23. Average MCC values on test sets considering datasets of dermoscopic (orange bars) and non-dermoscopic (green bars) images; “B” represents the baseline model; 

“W” represents the results applying weight balancing; “TL” represents the results applying transfer learning; “DA” represents the results performing data augmentation on 

training and test phases; “TL+DA” shows the results combining transfer learning and data augmentation. Each sub-figure summarizes the results of each CNN model along 

the five phases studied in the experimental study. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

17 



E. Pérez, O. Reyes and S. Ventura Medical Image Analysis 67 (2021) 101858 

Fig. 24. Average MCC values on test sets. “B” means a baseline performance (i.e. none technique was applied). “W”, “TL”, “DA” and “TL+DA” represent the model applying 

weight balancing, transfer learning, data augmentation, and combining transfer learning and data augmentation, respectively; data augmentation was applied both in training 

and test sets. Each sub-figure summarizes the results of the Friedman’s test and Shaffer’s post-hoc test. 

Fig. 25. Average MCC values of each model by combining transfer learning and data 

augmentation. Friedman’s test rejected the null hypothesis with a p -value equal to 

1.751E-12. Figure summarizes the results of the Friedman’s test and Shaffer’s post- 

hoc test. 

tationally complex. On the other hand, InceptionResNetV2 had the 

worst training time, with an average time of about 137 minutes 

and being five times slower compared to MobileNet. It was inter- 

esting to see that MobileNet and VGG16 were significantly faster 

compared to InceptionV4, NASNetMobile, InceptionResNetV2 and 

Fig. 26. Average run time (in hours) for training (during 150 epochs) each CNN 

model. Each box-plot summarizes the average training times in the eleven datasets. 

Friedman’s test rejected the null hypothesis with a p -value less than < 2.2E-16. 

Figure summarizes the results of the Friedman’s test and Shaffer’s post-hoc test. 

all versions of DenseNet. Furthermore, the results indicated that 

the larger the datasets the more training time required to train 

the models with more complex architectures; e.g. InceptionRestNet 

model. On the other hand, Table 3 shows the minimum amount 
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Table 3 

GPU memory used by the CNN models. The models are arranged in increasing 

order by GPU memory usage. 

CNN Parameters (millions) GPU memory (megabytes) 

MobileNet 4 671 

NASNetMobile 5 703 

ResNet50 25 873 

DenseNet121 8 933 

DenseNet169 14 1015 

DenseNet201 20 1043 

InceptionV3 23 1085 

InceptionV4 41 1241 

Xception 22 1271 

InceptionResNetV2 55 1437 

VGG16 138 2051 

VGG19 143 2099 

of GPU memory required by each CNN model. As expected, Mo- 

bileNet and NASNetMobile were the light-weight models which 

required the least amount of GPU memory, whereas VGG-based 

models consumed the highest amount of GPU memory. Bear in 

mind that the amount of GPU memory needed is directly related 

with the number of trainable parameters. However, despite some 

CNN models required several gigabytes of GPU memory (e.g. Incep- 

tion and DenseNet based architectures), it should be noted that the 

memory used was much lower than the available resources that 

can be encountered in modern and powerful GPU cards. 

The above results showed that several CNN models are suit- 

able for melanoma diagnosis. However, an important task still 

remains for the correct application and deployment of CNNs in 

real-world environments, that is the explanation of the individ- 

ual predictions made by the models. This task is crucial for as- 

sessing trust on the predictions yielded and, therefore, for an ef- 

fective interaction of the biomedical experts with machine learn- 

ing systems. In this regard, several methods can be used to ex- 

plain the predictions of black-box models ( Guidotti et al., 2019 ), 

e.g. by using Accumulated Local Effects ( Apley, 2016 ), Feature In- 

teraction ( Greenwell et al., 2018 ), Permutation Feature Importance 

( Fisher et al., 2018 ), Local Surrogate Models ( Ribeiro et al., 2016 ), 

Counterfactual Explanations ( Wachter et al., 2017 ), Individual Con- 

ditional Expectation ( Goldstein et al., 2015 ), Influential Instances 

( Koh and Liang, 2017 ), and Shapley Additive Explanations (SHAP) 

( Lundberg and Lee, 2017 ). For example, Fig. 27 shows how five 

models learned the features (pixels or regions of the images) that 

allow to correctly predict whether a sample is melanoma or not. 

The models adjusted their weights along the training epochs, and 

finally they focused on the most important features to give a pre- 

diction with a high confidence level. Now, the experts not only can 

analyze the probability that a test sample is melanoma or not, but 

also assess the rationale followed by the model to give such a con- 

clusion. In this case, it was observed that in the first four images 

the models focused on the lesion areas, whereas in the last input 

image the model payed more attention on the non-lesion area; red 

pixels increase the probability that a sample is melanoma, whereas 

the blue pixels the opposite. 

To sum up, throughout the extensive experimental study con- 

ducted in this work it was demonstrated the automatic diagnosis 

of melanoma is a tough task. However, it was shown that such a 

difficulty can be reduced by applying different techniques when 

training the CNN models. Accordingly, the following suggestions 

can be drawn from this study: 

• We encourage the use of evaluation metrics that are able to 

capture the real performance of classifiers when solving the 

melanoma diagnosis problem, avoiding as possible the bias in- 

duced by majority classes. In this work, MCC was used as evalu- 

ation metric since it can effectively analyze the predictive per- 

formance on unbalanced data, even if the classes are of very 

different sizes. However, MCC and the well-known Area Un- 

der the Receiver Operating Characteristics (AUC) consider all 

classes equally important. In this regard, some other interest- 

ing measures can also be used such Cohen’s kappa rate ( Ben- 

David, 2008 ) or balanced accuracy ( Brodersen et al., 2010 ) to 

take into account the imbalance issue. Finally, precision and re- 

call measures can be used to pay more attention to a specific 

class. 
• Some CNN models demonstrated to be less sensitive to the se- 

lection of the optimization algorithm used for learning their 

weights; e.g. MobileNet, ResNet, Xception and VGG. However, 

the overall results indicated that better performance were at- 

tained in average when using SGD optimizer. Therefore, we rec- 

ommend to first consider non-adaptive optimization methods 

for training CNN models, but always reducing the learning rate 

to avoid an early convergence. 
• Weight balancing technique should be used with caution, be- 

cause there is not evidence that this cost-sensitive method can 

induce a better melanoma diagnosis; even in some cases, the 

performance could be affected. 
• Transfer learning and data augmentation are very effective 

technique to improve the melanoma diagnosis, allowing the 

construction of more robust CNN models. Performing data aug- 

mentation technique on both training and test sets can pro- 

vide a higher robustness to the inter- and intra-class variabil- 

ity present in melanoma images, and also it is an excellent ap- 

proach to cope with the imbalance issue. On the other hand, 

transfer learning allows to use powerful patterns (weights) and 

subsequently readjust them to construct more discriminative 

ones, thus reducing the cost of constructing accurate classifiers. 

Finally, we recommend the combination of these two technique 

as a powerful tool for a better melanoma diagnosis. 
• HAM10 0 0 0 and PH2 datasets can serve to extract useful pat- 

terns (weights) that can subsequently be transferred for tack- 

ling more challenging datasets such as those belonging to MSK 

and UDA collections. The former two datasets have the two 

highest Silhouette scores and, therefore, more discriminative 

patterns can be extracted from them. 
• We recommend the use of CNN architectures based on resid- 

ual connections for a better melanoma diagnosis, yet specifi- 

cally those ones based on InceptionResNet or DenseNet. The re- 

sults showed the effectiveness that can be attained when com- 

bining residual connections with Inception modules (Inception- 

ResNet architecture), or when each building block receives ad- 

ditional inputs form all preceding blocks (DenseNet architec- 

ture). Inception architecture enables the extraction of different 

features by using different kernels at the same time, whereas 

the residual connections allow deeper blocks can work with 

non-preprocessed information, which can lead to a mitigation 

of the vanishing-gradient problem, a propagation and reuse of 

features, and a reduction of the number of parameters. 
• The use of MobileNet architecture for melanoma diagnosis is 

strongly encouraged; this model achieved a good performance 

throughout the conducted study. Depthwise separable convolu- 

tions enable the reduction of the model size and the complexity 

for training. By this way, effective light-weight models embed- 

ded into mobile devices could be developed. 
• Finally, four interesting research lines on which the researchers 

should pay more attention for a better training of CNN models 

are ensemble learning, multi-view learning, generative adver- 

sarial networks, and multi-task learning. Also, the development 

of agnostic tools for explaining the final predictions yielded by 

CNNs is another field of study of extreme importance in or- 

der to attain a better application, exploitation and acceptance 

of this type of machine learning model in biomedicine. 
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Fig. 27. Example that shows how the models learned the most important features along the training epochs until they made a final prediction. The five input images were 

selected from PH2 dataset, and the models correctly predicted their true labels (melanoma, melanoma, normal nevus, normal nevus and normal nevus). In this case, SHAP 

method was used to visualize and explain the predictions given by the models. SHAP is a model-agnostic interpretation tool that computes Shapley values ( Shapley, 1953 ), 

thus having a solid theoretical foundation in game theory, and can be applied to any supervised machine learning model. A shapley value denotes how much a feature 

value contributed to the prediction of an example compared to the average prediction for the dataset. More details about SHAP method can be consulted in ( Lundberg and 

Lee, 2017 ). 

Based on the above suggestions, it is recommended to design 

novel CNN architectures for diagnosing melanoma by means of 

combining the following advanced techniques: multi-view learn- 

ing, ensemble learning, data augmentation and transfer learning. 

It would be interesting to see a CNN model that generates mul- 

tiple views from each original image by means of applying inde- 

pendent and specialized transformations, and its main goal would 

be to learn one function that models each view and jointly opti- 

mize all the functions to improve the generalization performance. 

For constructing the different views of an image, the model could 

internally apply a data augmentation process guided by a heuristic 

search method (e.g. a genetic algorithm) that would allow to find 

and learn the best sets of specific transformations to be applied on 

each original image. Accordingly, each generated view would rep- 

resent a different feature space, thus reducing the large number of 

representations that would be generated if all possible transforma- 

tions were simultaneously applied over the original images, and 

making the model more transformation-invariant. Furthermore, it 

is important that the CNN model would implicitly follow an en- 

semble approach by means of learning several auxiliary classifiers 

(weak classifiers) over each generated view. Consequently, the final 

prediction for each original image could be yielded by aggregating 

information that comes from each auxiliary classifier, thus allowing 

to attain a more stable learning and better convergence, as well as 

a better regularization effect. Finally, it would be important to ap- 

ply transfer learning by means of extracting computational blocks 

(i.e. a serie of convolutional layers) from CNN models that were 

pretrained on different lar ge scale datasets. Hence, heterogeneous 

pretrained computational blocks (e.g. computational blocks based 

on depthwise separable convolutions, residual connections and in- 

ception modules) would be used to build the auxiliary classifiers 

which learn over the generated views. 

6. Conclusions 

In this work, an extensive experimental review was carried out, 

aiming at assessing the suitability of CNN models in melanoma di- 

agnosis. The experimental study assessed twelve CNN models on 

eleven public image datasets. First, several features were measured 

on the collection of datasets, and they confirmed the high com- 

plexity of the melanoma diagnosis task, showing that the underly- 

ing classification problems are commonly characterized by a high 

inter- and intra-class variability. Second, the sensitivity of CNN 

models regarding the optimization method was analyzed, demon- 

strating that not always superior performance can be achieved by 

using adaptive methods. Third, several techniques were assessed 

to determine the impact on the performance of CNN models, and 

the results showed that a great improvement can be attained when 

transfer learning and data augmentation techniques are applied to- 

gether. 

Consequently, through this experimental review, it has been 

confirmed the usefulness, effectiveness and robustness of differ- 

ent CNN architectures in solving melanoma diagnosis problem. 

CNN models can automatically extract high-level features from raw 

images, overcoming handcrafted features-based methods, and en- 

abling the learning of data-driven features for specific tasks. This 

type of model can significantly ease decision making process for 

dermatologists. They can also boost the development of modern 

tools for a cheaper and better melanoma diagnosis, e.g. by con- 

structing embedded applications in mobile devices that allow an 

20 



E. Pérez, O. Reyes and S. Ventura Medical Image Analysis 67 (2021) 101858 

early diagnostic and, therefore, the reduction of invasive treat- 

ments and economical resources. 
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Abstract
Melanoma is one of the main causes of cancer-related deaths. The development of new computational methods as an

important tool for assisting doctors can lead to early diagnosis and effectively reduce mortality. In this work, we propose a

convolutional neural network architecture for melanoma diagnosis inspired by ensemble learning and genetic algorithms.

The architecture is designed by a genetic algorithm that finds optimal members of the ensemble. Additionally, the abstract

features of all models are merged and, as a result, additional prediction capabilities are obtained. The diagnosis is achieved

by combining all individual predictions. In this manner, the training process is implicitly regularized, showing better

convergence, mitigating the overfitting of the model, and improving the generalization performance. The aim is to find the

models that best contribute to the ensemble. The proposed approach also leverages data augmentation, transfer learning,

and a segmentation algorithm. The segmentation can be performed without training and with a central processing unit, thus

avoiding a significant amount of computational power, while maintaining its competitive performance. To evaluate the

proposal, an extensive experimental study was conducted on sixteen skin image datasets, where state-of-the-art models

were significantly outperformed. This study corroborated that genetic algorithms can be employed to effectively find

suitable architectures for the diagnosis of melanoma, achieving in overall 11% and 13% better prediction performances

compared to the closest model in dermoscopic and non-dermoscopic images, respectively. Finally, the proposal was

implemented in a web application in order to assist dermatologists and it can be consulted at http://skinensemble.com.

Keywords Convolutional neural networks � Melanoma diagnosis � Ensemble learning � Genetic algorithm �
Lesion segmentation

1 Introduction

Melanoma is the most serious form of skin cancer that

begins in cells known as melanocytes. Melanoma has an

increasing incidence, where just in Europe were estimated

144,200 cases and 20,000 deaths in 2018 [1], whereas in

USA, 106,110 new cases of invasive melanoma will be

diagnosed (62,260 in men and 43,850 in women) and 7180

deaths are expected in 2021 (4600 men and 2580 women)

[2]. The lesion is first diagnosed through an initial clinical

screening, and then potentially through a dermoscopic

analysis, biopsy and histopathological examination [3].

Despite the expertise of dermatologists, early diagnosis of

melanoma remains a challenging task since it is presented

in many different shapes, sizes and colors even between

samples in the same category [4]. Providing a compre-

hensive set of tools is necessary for simplifying diagnosis

and assisting dermatologists in their decision-making

processes [3].

Several automated computer image analysis strategies

have been used as tools for medical practitioners to provide

accurate lesion diagnostics, including descriptor-based

methods [5, 6] and convolutional neural networks (CNNs)

[3, 7, 8]. Descriptor-based methods require the previous

& Sebastián Ventura

sventura@uco.es

1 Andalusian Research Institute in Data Science and

Computacional Intelligence, DaSCI, University of Córdoba,
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extraction of handcrafted features [9], which rely on the

expertise of dermatologists and introduce a margin of error.

By contrast, CNN models can automatically learn high-

level features from raw images [3], thus allowing for the

development of applications in a shorter timeframe. Fur-

thermore, Nasr-Esfahani et al. [10] showed that CNN

models can overcome handcrafted features-based methods.

The authors obtained 7% and 19% better sensitivity per-

formance compared to color-based descriptor and texture-

based descriptor, respectively. Recently, Brinker et al. [11]

demonstrated that CNN models can match the prediction

performance of 145 dermatologists.

CNN models have shown to be effective in solving

several complex problems [12, 13]. However, they still

present several issues which hamper their accuracy in

diagnosing skin conditions. CNN models can learn from a

wide variety of nonlinear data points. As such, they are

prone to overfitting on datasets with small numbers of

samples per category, thus attaining a poor generalization

capacity. It is noteworthy that so far, most of the existing

public skin datasets only encompass a few hundreds or

thousands of images. This can limit the learning capacity of

CNN models. On the other hand, CNN models are sensitive

to some characteristics in data, such as large inter-class

similarities and intra-class variances, variations in view-

points, changes in lighting conditions, occlusions, and

background clutter [14]. These days, the majority of skin

datasets are made up of dermoscopic images reviewed by

expert dermatologists. However, bear in mind that there is

an increased tendency to collect images taken by common

digital cameras [15]. The above can reduce invasive

treatments and their associated expenses in addition to

augmenting the development of modern tools for cheaper

and better melanoma diagnoses. Finally, CNN models are

approximately invariant with regard to small translations to

the input, but they are not rotation, color or lighting-in-

variant [16, 17]. Invariance is an important concept in the

area of image recognition. It means that if you take the

input and transform it, the representation you get is the

same as the representation of the original. Due to the vast

variability in the morphology of moles, this is an important

issue to resolve in order to attain a more effective mela-

noma diagnosis, thus allowing a model to detect rotations

or changes to proportion and adapt itself in a way that the

learned representation is the same.

Several techniques can be applied to overcome some of

these issues, but the most proven include data augmenta-

tion [18], transfer learning [3], ensemble learning [19] and,

more recently, generative adversarial networks [20] and

multi-task learning [21]. However, in most cases,

researchers rely on their expertise to select which tech-

niques to apply, and there is no specific pattern to follow

that will definitively produce a model with a high level of

reliability. Furthermore, most research does not follow a

standard experimental study and only includes a limited

number of datasets.

As a consequence of the above, in this work, a novel

approach for diagnosing melanoma via the use of images is

proposed. First, the proposal is inspired by ensemble

learning and is built via a genetic algorithm. The genetic

algorithm is designed to find the optimal members of such

ensembles while considering the entire training phase of

the possible members. In addition, the abstract features of

all models in the ensemble are merged, resulting in an

additional prediction. Next, these individual predictions are

combined and a final diagnosis is made. This approach can

be seen as a double ensemble, in which all predictive

components are double related. The aim is to find the

models that best contribute to the ensemble, rather than the

individual level. As a result, the state of each CNN model

that best trains, generalizes and suits with the other CNN

models is selected [22]. In this manner, the training process

is implicitly regularized, which has shown better conver-

gence, mitigates the overfitting of the model and improves

the generalization performance [19, 23]. To the best of our

knowledge, this is the first attempt at intelligently con-

structing ensembles of CNN models by following a genetic

algorithm to better solve the challenge of diagnosing

melanoma through the use of images. Second, a novel

lesion segmentation method, which is capable of efficiently

obtaining reliable segmentation masks without prior

information through the use of just a CPU, is applied. Bear

in mind that state-of-the-art biomedical segmentation

methods commonly require a prior training stage and the

use of GPUs. In addition, common techniques such as

transfer learning and data augmentation have been applied

to further improve performance. To evaluate the suitability

of this proposal, an extensive experimental study was

conducted on sixteen melanoma-image datasets, enabling a

better analysis of the effectiveness of the model. The

results showed that the proposed approach achieved

promising results and was competitive compared to six

state-of-the-art CNN models which have previously been

used for diagnosing melanoma [3, 10, 24–26]. These works

were summarized in Pérez et al. [8], and the most relevant

are explained in the next section. To perform a fair com-

parison, the above architectures were assessed in Sect. 5.5

by using the same large number of datasets and a quan-

tification of the results was included. Finally, a web

application was developed in order to support dermatolo-

gists in decision making.

The rest of this work is organized as follows: Sect. 2

briefly presents the state of the art in solving melanoma

diagnosis problems mainly by using CNN models; Sect. 3

describes the proposed ensemble convolutional architec-

ture; Sect. 4 describes the genetic algorithm application;

Neural Computing and Applications

123



the analysis and discussion of the results are portrayed in

Sect. 5; and finally, Sect. 6 outlines conclusions and future

works.

2 Related works

The popularity of CNN models increased when AlexNet

[27] won the well-known ImageNet Large Scale Visual

Recognition Challenge (ILSVRC) in 2012, reducing the

top-5 labels error rate from 26.1% to 15.3%. Since then,

CNN models are widely applied in image classification

tasks [28–30]. However, most authors apply other sophis-

ticated techniques over CNN models to achieve a better

performance in melanoma diagnosis, such as segmentation

[31], data augmentation [18], transfer learning techniques

[3], and CNN-based ensembles [19].

Data augmentation is employed to add new data to the

input space, which helps reducing overfitting [32] and

obtaining transformation-invariant models [17]. This

technique is usually performed by means of random

transformations [33]. Also, most of the datasets available

for melanoma diagnosis lack of balance between the cat-

egories, so data augmentation can help to tackle the

imbalance issue [34]. For example, Esteva et al. [3] showed

the suitability of CNN models as a powerful tool for

melanoma diagnosis. The authors augmented the images by

a factor of 720� using basic transformations, such as

rotation, flips and crops. Also, they compared the perfor-

mance of one CNN model to 21 board-certified dermatol-

ogists on biopsy-proven clinical images. The results

showed that the CNN model achieved a performance on

par with experts. Pérez et al. [8] showed that 12 CNN

models achieve better performance when applying data

augmentation. For example, Xception [35] increased its

average performance by 76%.

Transfer learning has been successfully applied in image

classification tasks [3, 30, 36, 37]. For example, Shin et al.

[30] applied it specifically in thoraco abdominal lymph

node detection and interstitial lung disease classification, in

both cases the weights obtained after training with Ima-

geNet were beneficial. Esteva et al. [3] used Google’s

InceptionV3 [38] architecture pretrained on ImageNet. The

authors removed the final classification layer and then they

re-trained with 129,450 skin lesions images. Pérez et al. [8]

studied the impact of applying transfer learning in skin

images, where MobileNet [39] increased its average per-

formance by 42%.

On the other hand, ensemble learning [40] has also

shown to be effective in solving complex problems

[41, 42]. The combination of several classifiers built from

different hypothesis spaces can reach better results than a

single classifier [43]. For example, Mahbod et al. [19]

proposed an ensemble-based approach where two different

CNN architectures were trained with skin lesion images.

The results showed to be competitive compared to the

state-of-the-art methods for melanoma diagnosis. Harangi

et al. [23] proposed an ensemble composed by the well-

known CNN architectures AlexNet [27], VGG and Incep-

tionV1 [44]. The ensemble was assessed on the Interna-

tional Symposium on Biomedical Imaging (ISBI) 2017

challenge and obtained very competitive results. However,

the ensemble models are usually built trusting in prior

knowledge.

In order to achieve better performance, not only new

strategies to train the models have been developed, but also

efforts have been made to improve the input data. Skin

lesion segmentation plays an important role in melanoma

diagnosis. It isolates the region of interest and significantly

improves the performance of the model. This is a highly

complex task, and it is important because some areas not

related to the lesion can lead CNN models to misclassify

samples. However, some authors decided not to use some

of these preprocessing techniques. Mahbod et al. [19]

ignored complex preprocessing steps, as well segmentation

methods, but applied basic data augmentation techniques to

prevent overfitting. Nevertheless, if irrelevant information

is removed from the image, the models could be able to

achieve better performance. Since 2016, The International

Skin Imaging Collaboration1 (ISIC) project annually

organizes a challenge in which more than 180 teams have

already participated. From 2016 to 2018, there was a spe-

cial task about lesion segmentation. In ISIC-2016, con-

sidering the top performances, the use of segmentation

obtained 8% better sensitivity compared to its non-use.

Several segmentation methods can be found. For example,

Ronneberger et al. [45] designed a CNN model (U-Net) for

biomedical image segmentation. The model relies on data

augmentation to use the available labeled images more

efficiently. The U-Net architecture achieved high perfor-

mance on different biomedical segmentation applications,

such as neuronal structures in electron microscopic

recordings and skin lesion segmentation [46, 47]. However,

U-Net requires a costly training process using GPU and

more important, a prior knowledge from data already

segmented by expert dermatologists. Furthermore, Alom

et al. [48] proposed a recurrent residual U-Net model

(R2U-Net). The model was tested on blood vessel seg-

mentation in retinal images, skin cancer segmentation, and

lung lesion segmentation. The results showed better per-

formance compared to the U-Net model. Huang et al. [31]

proposed a new segmentation method based on end-to-end

object scale-oriented fully convolutional networks. The

authors achieved 92.5% of sensitivity and outperformed all

1 https://www.isic-archive.com.
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CNN models in their study, which was 1.4% better com-

pared to the winner in ISIC-2016.

Considering the above, it would be interesting to design

a deep learning model that combines features from differ-

ent approaches such as segmentation, data augmentation,

transfer learning and ensemble learning. We hypothesized

that evolutionary optimization methods could be an

effective approach to find the optimal combination of CNN

models [49, 50], considering all states from all the models.

Evolutionary methods have proven to be useful in solving

many complex problems, finding and optimizing architec-

tures of neural networks [51], and mining imbalanced data

[52]. Regarding segmentation methods, in this work it is

applied an extension of the Chan-Vese segmentation

algorithm [53] and it is evaluated using specialized data-

sets. To augment data, it is important to perform a data

augmentation both on training and test phases [18], which

can increase the performance significantly.

3 Ensemble-based convolutional
architecture

First of all, the source datasets were preprocessed follow-

ing an extension of the Chan-Vese segmentation algorithm,

as shown in Fig. 1. This algorithm is designed to segment

objects without clearly defined boundaries and is based on

techniques of curve evolution, Mumford-Shah [54] func-

tional for segmentation and level sets. Chan-Vese has been

previously applied in skin image segmentation [55], being

an effective starting point to accurately segment skin

images. First, Chan-Vese is applied on each input image

and as a result, a mask with positive and negative values is

obtained. After that, the positive pixels within 40% of the

center are selected (cluster of pixels P). After using several

recognized skin lesion detection applications such as

SkinVision2, we realized that most of them demand that

images must be centered in the lesion in order to perform

an accurate diagnosis3 [56]. In addition, after reviewing a

large number of skin image datasets, it was noticed that

most images are centered in the lesion, which is an

advantage when applying segmentation. Third, all positive

clusters (Q) that intersect P are merged, obtaining a new

segmentation mask M,

M ¼ Q1 [ Q2 [ ... [ Qn;P \ Qi 6¼ ;. Finally, the seg-

mented image is obtained after applying the mask M on the

original image. In Sect. 5, the proposed segmentation

method is compared to other state-of-the-art biomedical

segmentation methods to corroborate its effectiveness.

Next, the segmented images are used as input to the

architecture described below.

Let us say U is a model with m independent CNN

models, which learn the representations from the same

feature space, and an extra prediction block (stacking of

dense layers) that yields an extra prediction. The prediction

block is obtained by first concatenating all the representa-

tions learned by the individual CNN models. Figure 2

shows a specific example of the proposal. An image i is

passed as input to the jth CNN model of U, and a chro-

mosome indicates which tuples of CNN models and their

weights determine the ensemble’s architecture. Each CNN

outputs the learned representation (r ji ) and a partial pre-

diction ô j
i for the label of this sample by considering the

weights required in the chromosome, e.g., the weights from

DenseNet trained until epoch 33 (g1 ¼ 33). Thereafter, the

representations r ji learned by each CNN model are flat-

tened, then concatenated and then passed to the prediction

block of the model. A late fusion approach is used to

concatenate all the representations learned by the CNN

models (Fig. 2c), which has proven to obtain better per-

formance compared to merely combining the individual

predictions [57]. Nevertheless, in Sect. 5.5 the prediction

block is assessed versus its non-use. Thereafter, we freeze

the weights from the individual CNN models and only the

prediction block is trained during 20 epochs, providing an

additional prediction (ômþ1
i ) for the label of the sample. In

this work, the prediction block is composed of Dense(512

ReLUs) ! Dense(256 ReLUs) ! Dense(128 ReLUs) !
Dense(1 unit - sigmoid). Then, U predicts the label of an

image by using a soft-voting procedure based on the

individual predictions. Regarding efficiency, each CNN

model was trained just once and its weights along every

epoch of interest were stored in a hard drive.

Once the prediction for a given training sample is

computed, the losses produced by each CNN model and the

prediction block of U are calculated. The loss produced by

the jth CNN model of U on the ith training image (denoted

as L jðiÞ) is computed by means of a binary cross-entropy.

The goal is to iteratively minimize the prediction errors on

the training samples. Mini-batch Gradient Descent (MGD)

[58] can be applied to solve this optimization problem,

since the first derivative of the loss function is well-defined.

This algorithm consists in randomly splitting the training

set in small batches in order to calculate the model error.

The above method has several advantages, such as the

model update frequency is higher than batch gradient

descent which allows for a more robust convergence,

avoiding local minima; batch-based updates provide a

computationally more efficient process than stochastic

gradient descent and the split in small batches allows the

efficiency of not having all training data in memory.

2 https://www.skinvision.com/.
3 https://www.firstderm.com/ai-dermatology/.
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4 Ensemble model via genetic algorithm

In this work, a genetic algorithm (GA) was designed to find

the optimal members of an ensemble model. Next, the

different components and steps of the proposed method are

explained in detail.

4.1 Individuals and chromosome codification

Let say that the population of the GA has q individuals

fI1; I2; . . .; Iqg, where the j-th individual (Ij) has a chro-

mosome encoded as a list of integer values (from 0 to 150),

as shown in Fig. 2a. A chromosome is composed of K

genes, where gjk represents the k-th gene of the individual

Ij. Each gene index k is independent of the others and is

related to a specific CNN model. Its value means the epoch

of the CNN model to be considered as part of the ensemble;

if gjk [ 0, the CNN model is selected; otherwise, it is not

selected. Consequently, using this encoding, each individ-

ual of the population represents a full solution to the

problem.

4.2 Fitness function

The fitness function used to evaluate the individual Ij can

be calculated as

fj ¼
1

n� p

Xn

i¼1

L j
mþ1ðiÞ þ

Xm

k¼1

L j
kðiÞ

" #
if gjk [ 0; ð1Þ

where L j
kðiÞ calculates the loss values for the ith image in

the CNN model with index k, and L j
mþ1ðiÞ means the loss

value of the prediction block; p means the number of times

that gjk [ 0 is fulfilled; m represents the total number of

CNN models encoded in the chromosome; and n is the total

number of images. In summary, for each individual, the

fitness function calculates the average loss value between

the chosen CNN models and the prediction block; lower

average means a more desirable individual.

4.3 Creation of the initial population

Maintaining a diverse population, especially in the early

iterations of the algorithm, is crucial to ensure a good

exploration of the search space. The training epochs (e) and

the CNN models (m) determine the total number of pos-

sible combinations in the search space. To guarantee the

diversity, the chromosome of each individual Ij of the

population is randomly created, but repeated individuals

are not allowed. In this manner, it is possible to avoid the

early convergence of the method to local minima. In this

work, we have considered an individual as repeated when

all genes gjk in the chromosome are identical. For example,

let us say gAk and gBk are genes from chromosomes A and B,

Fig. 1 Preprocessing steps applied before training. U-Net score is the average between Dice coefficient and Jaccard similarity, which have been

used before as evaluation metrics in the segmentation task of the ISIC-2018 contest. Input image taken from the DERM-LIB dataset

(a) (b)

Fig. 2 Example architecture of the proposed ensemble model.

Figure shows how a new ensemble is obtained by selecting those

CNN models represented by gjk [ 0. In (a) the chromosome contains

the CNN models and their respective epochs; b the ensemble is

composed of DenseNet (epoch 33), NASNet (epoch 32) and Xception

(epoch 11); c a late fusion approach is used to merge all the

representations
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respectively; k means the index related to a CNN model

(e.g., DenseNet, InceptionV3 and Xception) and m means

the maximum number of CNN models in each ensemble. A

and B are identical if for every k ¼ 1; 2; :::;m, gA1 ¼ gB1 ,

gA2 ¼ gB2 , gAk ¼ gBk ,..., gAm ¼ gBm. Having said the above, the

individuals are repeated if they use a different CNN in any

of their genes, i.e., two models are considered different if

they have different architectures or the same architecture

but with different weights.

4.4 Parent selection

The parents are selected by a tournament selection proce-

dure to create the intermediate population [59]. A tourna-

ment size equal 2 was used in this work; the smaller the

tournament size, the lower the selection pressure and the

search space can be widely considered. To achieve this,

two individuals are randomly selected. Then, the individ-

uals are compared and the best individual is selected with

replacement, i.e., this individual could be selected in fur-

ther rounds. This process is repeated until the number of

individuals is completed. As the generations increase, the

algorithm can focus more on promising regions of the

search space.

4.5 Genetic operators

Figure 3 shows the genetic operators applied. First, a

custom Flat crossover [60, 61] was performed with a

crossover rate pc, where its general mechanism is adapted

for an integer representation scheme. Flat crossover is

applied in each pair of genes that are located in the same

locus and represents the same CNN model. As a result, a

random integer value is chosen from the interval ½g1
k ; g

2
k �.

Once the new offspring is generated, an one-point mutator

operator is applied with a probability pm. The mutation

operator randomly selects a gene, then, the value of epoch

is changed by a new value selected from a range of possible

epochs, e.g., [0; 150]. Finally, the offspring was generated.

It is noteworthy that valid individuals are always obtained

after performing these operators.

4.6 Population update

In this work, a generational elitist algorithm [62] was used

to update the population passed from one generation to the

next one. As a result, the best individual in the last gen-

eration is the best individual of the evolution. To achieve

this, the population in each generation keeps all new

individuals, as long as the best parent is not better than all

the children. In such cases, the best parent replaces the

worst child. The worst child is determined by sorting the

individuals of the new population according to the fitness

value. After replacing the worst child, the new population

replaces the previous one. At the end of the algorithm, the

best individual in the last generation will be the best

ensemble. In this work, the number of individuals gener-

ated in each generation is 100 and the population size is

kept constant in order to alleviate the computational cost of

CNN. However, these values could be tuned depending on

the context, including the possibility of increasing/de-

creasing them. Regarding efficiency, a map with each

explored individual and its corresponding fitness value is

cached.

Fig. 3 Example of the genetic operators applied in the genetic

algorithm Fig. 4 Integration of the genetic algorithm in the training phase
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4.7 Integration of the genetic algorithm
in the training phase

Figure 4 shows how the training phase was conducted.

First, the source images are preprocessed by using the

method explained above. Second, given a set of CNN

models the initial population of the GA is created. For

example, if we have an individual with gj1 ¼ 50 and

another one is gjþz
1 ¼ 51 (z[ 0), the last one is obtained

after training gj1 for one more epoch. In general, each CNN

model was trained just one time when needed and its

weights along every demanded epoch were stored in a hard

drive. In the worst case, we train each CNN model 150

epochs once. Third, each ensemble represented by a

chromosome is trained for n epochs, bearing in mind that

only the prediction block is updated. Then, the fitness of

each individual of the current population is calculated by

considering the loss obtained in the training images by the

members of the ensemble. Four, the parents are selected,

then, a crossover and a mutation are performed, and after

that a new population is created. Five, the population of the

GA is updated. Steps from three to five are repeated until

one of the stopping criteria is satisfied. In this work, we

have applied the most frequently used stopping criterion

which is a specified maximum number of generations. In

addition, we stopped the search when an individual had

achieved the top performance. Finally, the ensemble model

U is obtained.

5 Experimental study

This section describes the experimental study carried out in

this work. First, the datasets and the experimental protocol

are portrayed, and then, the experimental results and a

discussion of them are presented.

5.1 Datasets

Table 1 shows a summary of the benchmark datasets. UDA

[66], MSK [67], HAM10000 [65] and BCN20000 [63]

datasets are included in the ISIC repository. The images are

composed strictly of melanocytic lesions that are biopsy-

proven and annotated as malignant or benign. Also, images

from BCN20000 would be considered hard-to-diagnose

and had to be excised and histopathologically diagnosed.

PH24 [69] comprises dermoscopic images, clinical diag-

nosis and the identification of several dermoscopic struc-

tures. The Dermofit Image Library5 [64] gathers 1,300

focal high-quality skin lesion images under standardised

conditions. Each image has a diagnosis based on expert

opinion and like PH2, it includes a binary segmentation

mask that denotes the lesion area. MED-NODE6 [68] col-

lects 170 non-dermoscopic images from common digital

cameras; this type of image is very important to prove the

models with data from affordable devices. SDC-1987 [70]

contains 6,584 real-world images from 198 categories to

encourage further research and its application in real-life

scenarios. Finally, DERM7PT8 [21] is a benchmark dataset

composed of clinical and dermoscopic images, allowing to

assess how different it is to use dermoscopic images versus

images taken with digital cameras.

Only the images labeled as melanoma and nevus were

considered, being in total 36,703 images. Most datasets

present a high imbalance ratio (ImbR), up to ten times in

the case of MSK-3, commonly hampering the learning

process. The intra-class (IntraC) and inter-class (InterC)

metrics show the average distances between images

belonging to different classes, as well as between images

belonging to the same class. Both metrics were computed

using the Euclidean distance; each image i was represented

as a vector. Then, the ratio (DistR) between these metrics

showed that both distances are similar, which commonly

indicates a high degree of overlapping between classes.

Finally, the silhouette score (Silho) [71] was calculated,

representing how similar an image is to its own cluster

compared to other clusters. The results indicated that

images were not well matched to their own cluster, and

even samples belonging to different clusters are close in the

feature space.

5.2 Experimental settings

Firstly, the proposed segmentation algorithm was applied

over PH2 and DERM-LIB, where both datasets were

manually segmented by expert dermatologists and they are

commonly used as benchmarks due its quality [64, 69]. The

aim was to find how much the method is close to expert

segmentation. Also, we compared the segmentation algo-

rithm to U-Net and R2U-Net, which are CNN architectures

designed for biomedical image segmentation. Bear in mind

that the above CNN architectures need prior training. In

order to obtain the segmentation mask of an image X, the

CNN architectures were trained during 150 epochs with

10% of images as validation set and the rest as training set.

The best model obtained during validation was applied on

the image X and a segmentation mask was obtained. The

4 https://www.fc.up.pt/addi/ph2%20database.html.
5 https://bit.ly/3gi6rKR.

6 http://www.cs.rug.nl/imaging/databases/melanoma_naevi/.
7 https://bit.ly/2TdZWQ6.
8 http://derm.cs.sfu.ca.
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above procedure was applied in both PH2 and DERM-LIB

datasets.

The second phase aimed at analyzing the GA’s hyper-

parameters on the model’s performance. The model was

dubbed as Genetic Algorithm Programming-based

Ensemble CNN model (GAPE-CNN). It should be noted

that the main aim of this work was to perform a preliminary

study to assess the effectiveness that can be attained by

using the proposed architecture in melanoma diagnosis.

Consequently, only the hyperparameter values listed in

Table 2 values were considered, because including more

settings requires high computational resources during

training CNN models. Three different number of genera-

tions were evaluated, where larger values can lead to a

larger number of possible ensembles, but increasing the

training cost. Three crossover probabilities were tested,

where higher values increase the probability that the

genetic information of parents can be combined to generate

new individuals. Three mutation probabilities were also

evaluated, where higher values allow to escape from local

minima and add more exploration of the search space.

In the third phase, the proposal was compared to the

following state-of-the-art CNN models that have previ-

ously been used in melanoma diagnosis: InceptionV3 [3],

DenseNet [25], VGG16 [10], MobileNet [24], Xception

[26] and NASNetMobile [72, 73]. Table 2 shows the

configuration used to train all the models: the learning rate

ðaÞ was equal to 0.01 and it was reduced by a factor of 0.2

if an improvement in predictive performance was not

observed during 10 epochs; the weights of the networks

were initialized using Xavier method [74] in those cases

where transfer learning was not present, e.g., the prediction

block and baseline CNN models; a batch of size 8 was used

due the medium size of the used datasets and the models

were trained along 150 epochs. Mini-batch gradient des-

cent was used for training the models, which is one of the

most used optimizers for training CNNs. Despite its sim-

plicity, it performs well across a variety of applications

[75] and has been successfully applied for training net-

works in melanoma diagnosis [7, 18, 76]. In this work, a

tuning process was not carried out and so the results could

not be conferred to an over-adjustment. The datasets uti-

lized in this work correspond to binary classification

problems, so the cost function used for training the models

was defined as the average of the binary cross-entropy

along all training samples.

Data augmentation technique was mainly applied to

tackle the imbalance problem in melanoma diagnosis by

applying and combining random rotation-based, flip-based

and crop-based transformations over the original images.

Bear in mind that color-based transformations were not

considered in order not to alter the color space, which is

important for the diagnosis of melanoma [77]. As a result,

the changes performed during data augmentation do not

change the labels of the samples. The data augmentation

process was assessed in both training and test data, which

can increase the performance significantly [18]. After

splitting a dataset into training and test sets, training data

Table 1 Summary of the benchmark datasets

Dataset Source Img ImbR IntraC InterC DistR Silho

BCN20000 [63] 17,393 2.848 9014 10,107 0.892 0.153

DERM-LIB [64] 407 4.355 7171 9163 0.783 0.270

DERM7PT-C [21] 827 2.282 15,442 16,318 0.946 0.086

DERM7PT-D [21] 827 2.282 15,971 16,866 0.947 0.087

HAM10000 [65] 7818 6.024 8705 9770 0.891 0.213

ISBI2016 [66] 1273 4.092 10,553 10,992 0.960 0.101

ISBI2017 [67] 2745 4.259 9280 9674 0.959 0.089

MED-NODE [68] 170 1.429 9029 9513 0.949 0.068

MSK-1 [67] 1088 2.615 11,753 14,068 0.835 0.173

MSK-2 [67] 1522 3.299 9288 9418 0.986 0.062

MSK-3 [67] 225 10.842 8075 8074 1.000 0.112

MSK-4 [67] 943 3.366 6930 7162 0.968 0.065

PH2 [69] 200 4.000 12,688 14,928 0.850 0.210

SDC-198 [70] 648 4.735 14,054 14,840 0.947 0.116

UDA-1 [66] 557 2.503 11,730 12,243 0.958 0.083

UDA-2 [66] 60 1.609 11,297 11,601 0.974 0.020
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were balanced by creating new images until the number of

melanoma images was equal to the normal ones, and the

generated training images were considered as independent

from the original ones. On the other hand, test data were

expanded by randomly augmenting each test image at least

ten times, but the generated images remained related to the

original ones. Consequently, given an original test image X,

the classes’ probabilities for X and its related set of images

SX were averaged to yield the final prediction; so any CNN

model performs like an ensemble one, where the final

probabilities for a test image was computed using a soft-

voting strategy.

5.3 Evaluation process

In order to evaluate quantitatively the segmentation

method, several performance metrics are considered,

including accuracy (ACC), F1-score, Dice coefficient

(DC), Jaccard similarity (JS), and the U-Net score (UNS),

which is the average between DC and JS. Accuracy and F1-

score are calculated using Eqs. 2, 3 and Dice coefficient

and Jaccard similarity are calculated using Eqs. 4 and 5.

ACC ¼ TPþ TN

TPþ TN þ FPþ FN
; ð2Þ

F1 ¼ TP

TPþ 1
2
ðFPþ FNÞ ; ð3Þ

DC ¼ 2
jGT \ SRj
jGT j þ jSRj ; ð4Þ

JS ¼ jGT \ SRj
jGT [ SRj ; ð5Þ

UN ¼ DC þ JS

2
; ð6Þ

where TP, FP, TN and FN represent well-selected pixels,

mis-selected pixels, well-discarded pixels and mis-dis-

carded pixels, respectively; GT and SR mean the ground

truth pixels and the segmentation result, respectively. The

comparison between the segmentation methods is per-

formed using UNS, summarizing DC and JS. The above

metrics have been used before in the segmentation task of

the ISIC-2018 contest.

Regarding the evaluation process of the CNN models, a

3-times 10-fold cross validation process was performed on

the datasets, and the results were averaged across all fold

executions. In each fold, Matthews Correlation Coefficient

(MCC) was used to measure the predictive performance of

the models. MCC is widely used in Bioinformatics as a

performance metric [78], and it is specially designed to

analyze the predictive performance on unbalanced data.

MCC is computed as:

MCC ¼ tp � tn � fp � fnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðtp þ fpÞðtp þ fnÞðtn þ fpÞðtn þ fnÞ

p ; ð7Þ

where tp, tn, fp, and fn are the number of true positives, true

negative, false positives, and false negatives, respectively.

MCC value is always in the range ½�1; 1�, where 1 repre-

sents a perfect prediction, 0 indicates a performance similar

to a random prediction, and -1 an inverse prediction.

Finally, non-parametric statistical tests were used to

detect whether there was any significant difference in

predictive performance. Friedman’s test [79] was con-

ducted in cases where a multiple comparison was carried

out, Hommel’s post hoc test [80] was employed to perform

a multiple comparison with a control method, Shaffer post

hoc test [81] was employed to perform pairwise compar-

isons, and finally Wilcoxon Signed-Rank test [82] was

performed in those cases where only two individual

methods were compared. All hypothesis testing was con-

ducted at 95% confidence.

5.4 Software and hardware

The experimental study (training and test) was executed

with Ubuntu 18.04, four GPUs NVIDIA Geforce RTX

2080-Ti with 11 GB DDR6 each one and four GPUs

NVIDIA Geforce RTX 1080-Ti with 11 GB DDR5X each

one. All the experiments were implemented in Python v3.6,

and the CNN models were developed by using Keras

Table 2 Basic configuration used

Parameter Value

Segmentation Threshold 40%

# epochs (U-Net) 150

Data augmentation Rotations [1�,270�]

Flip vert. and hori.

Translations in X, Y [-30%, 30%]

Crop [10%, 30%]

Learning algorithm # epochs (e) 150

Mini-batch size 8

Learning rate (a) MGD = 0.01

Momentum (c) 0.9

Genetic algorithm Ensemble size (m) 6

Population size (p) 100

Top performance (Mm) 1.0

# generations (Mg) {100, 250, 400}

Crossover rate (pc) {70%, 80%, 90%}

Mutation rate (pm) {10%, 20%, 30%}
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framework v2.2.4 [83] as high level API, and TensorFlow

v1.12 [84] as backend. In addition, the proposals were

implemented in a web-based application in order to assist

dermatologists in decision making. Amazon web services9

were used in deployment time as platform, providing

secure and resizable compute capacity in the cloud.

Regarding efficiency, we converted all tensorflow models

to Tensorflow Lite models. Tensorflow Lite is a lightweight

library for deploying models using a minimum of compu-

tational resources. Table 3 shows the minimum amount of

hard drive space, RAM and inference time required by

each CNN model. The time was measured when processing

one sample. Bear in mind that these values were analyzed

in deployment time by using CPU and not GPU. As

expected, MobileNet was the lightest-weight model which

required the least amount of resources. In addition, the

highest difference between using or not Tensorflow Lite is

regarding RAM—this technology saves more than ten

times compared to default deployment. As a result the

models only needed 510 MB of RAM and one CPU core to

perform inference. In this work was selected basic Amazon

EC2 t2.micro, with one GB of RAM and one CPU core

($5:26/month), saving $36:72=month compared to Amazon

EC2 t2.large ($41:98/month), which is the closest archi-

tecture capable of supporting more than five GB of RAM.

5.5 Results and discussion

In this section, the main results are presented. Additional

material for supporting this work can be found at the

available web page10.

5.5.1 Segmentation methods

Table 4 shows the segmentation performance obtained

from a small sample (594 images in total). Both datasets

contain high-quality images and manual segmentation

performed by expert dermatologists. Each image was

evaluated applying UNS and other metrics. The proposed

segmentation method obtained the best average perfor-

mance in both datasets with 81% and 80% UNS in PH2 and

DERM-LIB, respectively. In addition, Fig. 5 shows

Friedman’s test ranking, where the proposed method out-

performed both U-Net and R2U-Net. Then, Friedman’s test

rejected the null hypothesis with a p-value \ 2.2E-16 in

DERM-LIB dataset. The proposal was ranked first, and

afterward, the Shaffer’s post hoc test was conducted, where

the proposal achieved significantly better performance

compared to U-Net and R2U-Net. In addition, U-Net sig-

nificantly outperformed R2U-Net. On the other hand, in

PH2 no significant differences were encountered between

the three methods, the Friedman’s test did not reject the

null hypothesis with a p-value equal to 6.476E-1. (The test

was conducted with two degrees of freedom, and the

Friedman’s statistic was equal to 86.898E-2.) However, the

proposal was ranked first and it attained 111% and 74%

less variance compared to U-Net and R2U-Net, respec-

tively. In this way, the CNN models can focus on relevant

pixels, so easing the learning of better abstract and dis-

criminative features for melanoma diagnosis. Also, the

proposal did not require prior training, which is a clear

advantage compared to those based on CNN models. In

addition, the proposed segmentation method can be used

with only a CPU, avoiding a significant amount of com-

putational power for training like those using GPU. Finally,

R2U-Net obtained a better performance compared to U-Net

in PH2, but the opposite occurred in DERMLIB. A larger

number of datasets are needed to validate the differences

between both methods regarding skin lesion diagnosis.

In addition, we corroborated that the CNN models

trained with segmented data were able to achieve better

performance. All models achieved the best performance

using segmented data, and on average the best ones were

MobileNet, DenseNet, and InceptionV3, in that order.

Despite MobileNet was designed with efficiency in mind, it

managed to overcome more complex CNN models. Nev-

ertheless, DenseNet and InceptionV3 surpassed MobileNet

in BCN20000, which is the largest and one of the more

complex datasets. Skin image datasets are commonly

small, which is where MobileNet usually achieved its best

performance [85, 86]. Although these results could be also

caused by the use of default hyperparameters, all CNN

models shared the same condition in order to avoid

advantages between them. On the other hand, the number

of epochs could be another cause. This is traditionally large

Table 3 Summary of the computational resources in deployment

time; ‘‘D’’ and ‘‘L’’ mean using default tensorflow-cpu and tensor-

flow-lite; HDD includes both architecture and weights

CNN HDD (MB) RAM (MB) Time (ms)

D L D L D L

DenseNet201 141 69 1434 99 255 154

InceptionV3 167 83 974 109 92 111

MobileNet 25 12 337 40 70 47

NASNetMobile 36 16 1126 40 156 85

Xception 160 79 778 118 146 200

VGG16 538 537 1229 104 161 398

Total 1,067 796 5878 510 880 995

The best value for each column is highlighted in bold typeface, e.g.,

MobileNet is the one that consumes less RAM, less hard drive space,

and needs less inference time (the aim is to minimize all metrics)

9 https://aws.amazon.com/.
10 http://www.uco.es/kdis/ensemble-based-cnn-melanoma/..
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when training CNN models, often hundreds or thousands,

allowing the learning algorithm to run until the error from

the model has been sufficiently minimized. It is common to

find examples in the literature and in tutorials where the

number of epochs is set to 500, 1000, and larger. However,

in this work we used 150 epochs, mainly because of the

number of available images, and even then all models and

the proposal achieved competitive performances.

UDA-2 was the most challenging dataset. On average,

the models achieved only 44% MCC; UDA-2 has the

lowest Silhouette value (0.020), indicating a high over-

lapping level between classes and increasing the difficulty.

The overall best performance was achieved in DERM-LIB,

PH2 and HAM10000 datasets with a 90%, 85% and 79%

MCC, respectively. The above datasets have the three

highest Silhouette values, meaning that they have a low

overlapping level between images, which makes easier the

task. Table 5 and Fig. 6 summarize the results obtained

after training the six CNN models with the segmentation

method. The models in Fig. 6 are ordered from left to right

according to the ranking computed by Friedman’s test,

where the proposed segmentation method achieved the best

performance in all datasets, followed by TDA. Friedman’s

test rejected the null hypothesis on all CNN models. It was

observed that overall all CNN models using the segmented

data presented better results compared to its non-use,

proving to be suitable for melanoma diagnosis. Shaffer’s

post hoc test found that InceptionV3 and Xception signif-

icantly improved their performance when segmented data

was used compared to the baseline and transfer-learning

combined with data augmentation. All baseline CNN

models were significantly surpassed by the other tech-

niques. Results showed the proposed segmentation method

was able to improve the performance in all CNN models

considered in this work. In the following sections, all CNN

models are compared using segmented data, which already

proved to achieve the best performance.

5.5.2 Analyzing the impact of three main hyperparameters

First of all, the advantages of using the extra prediction

block were analyzed. The best epochs from each CNN

model were combined and all possible ensembles were

evaluated. In the end, 57 ensembles were obtained after

discarding the empty set and the one-element sets. Then,

the best one was selected as baseline (BL) and included in

the comparison. In addition, it was obtained another

baseline model applying the same above procedure by

simply combining the predictions of the CNN models

without using the prediction block (BLs). Table 6 shows

the average MCC values on test sets comparing BL versus

BLs. Results show that models using the extra prediction

block obtained the best performance in all datasets com-

pared to BLs. Finally, the Wilcoxon’s test rejected the null

hypothesis with a p-value equal to 2.189E-4, confirming

the benefit and effectiveness of using the prediction block

for combining the features from the individual CNN

models. Henceforth, the rest of the experimental study was

executed using the proposal architecture.

Table 7 shows the average MCC results attained by the

proposed genetic algorithm using different values of g, pc
and pm. For each dataset, the best MCC value is highlighted

in bold typeface. Overall, all models obtained a high per-

formance, being the lowest and the highest average per-

formance 96.9% and 97.8%, respectively. The models

attained their best performance in MSK-3, PH2, DERM-

LIB and SDC-198 datasets. Regarding the parameters that

Table 4 Preprocessing performance obtained in DERM-LIB dataset

Image id U-Net R2U-Net Proposed segmentation method

ACC F1 JS DC UN ACC F1 JS DC UN ACC F1 JS DC UN

P54 0.913 0.892 0.805 0.892 0.849 0.926 0.909 0.833 0.909 0.871 0.968 0.962 0.927 0.962 0.945

P55 0.881 0.725 0.569 0.725 0.647 0.852 0.686 0.522 0.686 0.604 0.895 0.810 0.680 0.810 0.745

P57 0.909 0.856 0.748 0.856 0.802 0.873 0.788 0.650 0.788 0.719 0.964 0.948 0.901 0.948 0.925

P63 0.906 0.857 0.749 0.857 0.803 0.895 0.836 0.718 0.836 0.777 0.950 0.928 0.865 0.928 0.896

P75a 0.791 0.610 0.439 0.610 0.525 0.781 0.680 0.516 0.680 0.598 0.918 0.879 0.784 0.879 0.831

. . . . . . . . . . . . . . . .

Average 0.909 0.821 0.726 0.821 0.773 0.885 0.770 0.659 0.770 0.715 0.915 0.844 0.761 0.844 0.803

1 2 3

Proposal
UNET

R2UNET

Fig. 5 All pairwise comparisons between the proposed method and

the state-of-the-art biomedical segmentation methods in DERM-LIB.

The null hypothesis was rejected with adjusted p-value\ 2.2E-16
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control the GA, the results showed the higher the number

of generations, the better was the predictive performance.

A higher number of generations could imply more explo-

ration and higher possibilities to create offspring with a

more accurate set of CNN models. Furthermore, the best

results peaked when using a high mutation probability,

denoting that a higher mutation probability could imply a

better exploration of good sets of epochs. Finally, it was

observed that 250 generations are good enough to obtain a

performance which is significantly similar to the top per-

formance obtained by using 400 generations.

The Rank column shows the average ranking computed

by Friedman’s test, and this ranking found that g ¼ 400,

pc ¼ 90% and pm ¼ 30% were the best settings for the GA,

obtaining on average the best predictive performance. The

Friedman’s test rejected the null hypothesis with a p-value

equal to 8.771E-15; Friedman’s statistic was equal to

124.28 with 26 degrees of freedom. Afterward, the Hom-

mel’s post hoc test was conducted by considering the GA

as the control method, which significantly outperformed

50% of all other considered configurations. Next, the best

GA is compared to several state-of-the-art CNN models

that have previously been used in melanoma diagnosis and

at the same time are the baseline to build the ensemble.

5.5.3 Comparing with state-of-the-art CNN models

Table 8 shows the fold changes between the proposed

model and each of the state-of-the-art CNN models. The

BL ensemble overcame all individual state-of-the-art

models, except in DERM-LIB, where DenseNet201 and

MobileNet surpassed it by a small margin. It should be

noticed that these models are the same considered by the

GA to build the ensemble, so this comparison plays another

role, which is to corroborate that ensemble learning is more

suitable for melanoma diagnosis tasks compared to indi-

vidual models. The results were very promising since the

proposal GAPE-CNN achieved the highest MCC values in

all datasets. It is noteworthy that the proposal achieved a

predictive performance 165% and 130% higher than

Xception and InceptionV3 on UDA-2 dataset, respectively.

Also, it achieved high performance in the two largest

(a) (b)

(c) (d)

(e) (f)

Fig. 6 Each sub-figure shows the methods ordered from left to right

according to the ranking computed by Friedman’s test; the proposed

segmentation method achieved the best performance in all CNN

models. The lines located summarizes the significant differences

encountered by the Shaffer’s post hoc test, in such a way that groups

of models that are not significantly different (at a = 0.05) are

connected by a line
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datasets. The best average predictive performance was

observed on DERM-LIB and PH2 datasets, where it was

obtained 98% and 96% MCC values, respectively. The

lowest overall predictive performance was observed on the

dataset UDA-2 with 56% of MCC. However, the proposal

was at least 62% and 21% better than all the individual

CNN models and the BL, respectively. Overall, the worst

performance was attained by VGG16.

Table 9 summarizes the average MCC values on test sets

comparing the baseline versus GAPE-CNN. The proposal

surpassed BL in all datasets, and finally, the Wilcoxon’s

test rejected the null hypothesis with a p-value equal to

2.189E-4, confirming the benefit and effectiveness of using

genetic algorithms for learning the set of CNN models to

build an ensemble. Each independent CNN model provides

a partial prediction, which is aggregated to yield a final

decision. The architecture follows an ensemble approach,

which has demonstrated to be an effective way to improve

the learning process in many real-world problems [87].

Furthermore, the proposed model applies transfer learning

and data augmentation techniques. Data are augmented not

only at training stage, but also at test stage, thus allowing to

attain a better predictive performance. The data augmen-

tation process on both phases has shown to be an effective

way to improve melanoma diagnosis [88], and also it is an

excellent approach to cope with the imbalance data issue,

and the high inter- and intra-class variability present in

most skin image datasets.

5.5.4 Dermoscopic versus non-dermoscopic images

Figure 7 shows the average performance attained by the

models by grouping the datasets in dermoscopic and non-

dermoscopic ones. The results showed that the proposed

architecture attained the best performance whatever the

type of image, denoting the effectiveness of the approach.

All CNN models attained their best performance using

dermoscopic images by a slight margin. NASNetMobile

was the architecture most benefited from using dermo-

scopic images, with an improvement of about 8%. The

biggest improvement was found comparing with VGG; the

proposal outperformed VGG considering dermoscopic and

non-dermoscopic images in 31% and 30%, respectively.

The second best performance behind the proposal was

achieved by the BL in both types of images; the proposal

surpassed it by 5% in both types of images. To sum up, the

results obtained through the experimental study revealed

that GAPE-CNN was effective for diagnosing melanoma,

attaining better predictive performance with respect to the

state-of-the-art models.

6 Conclusions

It is clear that automatic melanoma diagnosis via deep

learning models is a challenging task, mainly due to a lack

of data and differences even between samples from the

same category. We addressed these problems via a series of

contributions. First, to preprocess data, we validated and

applied an extension of the Chan-Vese algorithm. The

segmentation masks indicated that the proposal achieved a

better performance compared to state-of-the-art segmen-

tation methods. Also, the results showed that all CNN

models improved their performance by using segmented

data. Second, the training and testing data were enriched

using data augmentation, reducing overfitting and obtain-

ing transformation-invariant models. Third, we increased

the performance by applying transfer learning from the pre-

trained ImageNet. Also, transfer learning alleviated the

requirement for a large number of training data. Finally, to

further improve the discriminative power of CNN models,

we proposed a novel ensemble method based on a genetic

algorithm, which finds an optimal set of CNN models. An

extensive experimental study was conducted on sixteen

image datasets, demonstrating the utility and effectiveness

of the proposed approach, attaining a high predictive per-

formance even in datasets with complex properties. Results

also showed the proposed ensemble model is competitive

with regard to state-of-the-art computational methods.

Table 6 Average MCC values on test sets; BL represents the best

ensemble obtained by combining the individual best models from

each architecture and BLs represents the same as BL, but simply

merging the predictions without using the extra prediction block

Dataset BLs BL

BCN20000 0.934 0.949

DERM-LIB 0.982 0.990

DERM7PT-C 0.852 0.868

DERM7PT-D 0.916 0.929

HAM10000 0.963 0.970

ISBI2016 0.911 0.933

ISBI2017 0.919 0.963

MED-NODE 0.808 0.890

MSK-1 0.943 0.953

MSK-2 0.902 0.925

MSK-3 0.960 0.970

MSK-4 0.938 0.961

PH2 0.960 0.980

SDC-198 0.955 0.995

UDA-1 0.822 0.890

UDA-2 0.657 0.776

The best MCC values are highlighted in bold typeface. Wilcoxon’s

test rejected the null hypothesis with a p-value equal to 2.189E-4
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Future works will conduct more extensive experiments

to validate the full potential of the proposed architecture,

for example by considering a wide set of hyperparameters

to be tuned as well as a larger number of datasets. Finally,

it is noteworthy that our approach benefits from combining

different CNN models—abstract features are combined in

the extra prediction block, and individual predictions from

the ensemble and the mentioned block are combined to

obtain a diagnosis. This approach is not restricted to mel-

anoma diagnosis problems and could be applied on other

real-world problems in the future.
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Simple Summary: The early treatment of skin cancer can effectively reduce mortality rates. Recently,
automatic melanoma diagnosis from skin images has gained attention, which was mainly encouraged
by the well-known challenge developed by the International Skin Imaging Collaboration project. The
majority of contestant submitted Convolutional Neural Network based solutions. However, this type
of model presents disadvantages. As a consequence, Dynamic Routing between Capsules has been
proposed to overcome such limitations. The aim of our proposal was to assess the advantages of
combining both architectures. An extensive experimental study showed the proposal significantly
outperformed state-of-the-art models, achieving 166% higher predictive performance compared to
ResNet in non-dermoscopic images. In addition, the pixels activated during prediction were shown,
which allows to assess the rationale to give such a conclusion. Finally, more research should be
conducted in order to demonstrate the potential of this neural network architecture in other areas.

Abstract: Skin cancer is one of the most common types of cancers in the world, with melanoma
being the most lethal form. Automatic melanoma diagnosis from skin images has recently gained
attention within the machine learning community, due to the complexity involved. In the past few
years, convolutional neural network models have been commonly used to approach this issue. This
type of model, however, presents disadvantages that sometimes hamper its application in real-world
situations, e.g., the construction of transformation-invariant models and their inability to consider
spatial hierarchies between entities within an image. Recently, Dynamic Routing between Capsules
architecture (CapsNet) has been proposed to overcome such limitations. This work is aimed at
proposing a new architecture which combines convolutional blocks with a customized CapsNet
architecture, allowing for the extraction of richer abstract features. This architecture uses high-quality
299× 299× 3 skin lesion images, and a hyper-tuning of the main parameters is performed in order
to ensure effective learning under limited training data. An extensive experimental study on eleven
image datasets was conducted where the proposal significantly outperformed several state-of-the-art
models. Finally, predictions made by the model were validated through the application of two
modern model-agnostic interpretation tools.

Keywords: melanoma diagnosis; CapsNet; convolutional neural network; interpretation tool

1. Introduction

Cutaneous malignant melanoma is on the rise and has the highest mortality rate
among the various types of skin cancer [1]. For example, in 2021, it is estimated that
106,110 new cases of melanoma will be diagnosed in the United States, resulting in
7180 deaths (https://www.cancer.org, accessed on 1 June 2021). Surgery is the primary
treatment for this type of cancer, but in its more advanced stages, treatment can also
include immunotherapy, targeted therapy drugs and radiation to extend survival. Accord-
ingly, the development of modern tools is critical for diagnosing melanoma at an earlier
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stage, thus easing the decision-making process for dermatologists and reducing invasive
treatments for patients, in addition to associated costs. The diagnosis of melanoma is,
however, a complex task even for expert dermatologists, mainly because of the complexity,
variability and ambiguity of symptoms [2]. Additionally, an extensive variety of morpholo-
gies exist even between samples from the same category, which greatly hampers diagnosis.
Several studies have shown that the early diagnosis of melanoma can greatly benefit from
computational methods [3], demonstrating that such techniques may even outperform
dermatologists in terms of diagnosis [4], due to various machine learning techniques and
learning of data-driven features for specific tasks [5]. The early proposed methods required
the previous extraction of handcrafted features, thus relying on the level of dermatologists’
expertise to extract high quality descriptors. This extraction process of informative and
discriminative sets of high-level features, however, remains as a complex and costly task
that is usually problem dependent [6], and it is noteworthy that sometime is impossible to
derive invariant features which are independent of the differences in the input images [7].
On the other hand, there is another type of computational method which can automatically
extract and learn high-level features [8], providing a higher robustness to the inter- and
intra-class variability present in melanoma images [8,9].

Deep learning models, specifically Convolutional Neural Network (CNN) models,
have the capacity of automatically learning high-level features from raw images [8,10,11].
The ImageNet Challenge (ILSVRC) takes place every year since 2010. In 2012 a CNN won
the contest for the first time, which increased the popularity of such models for image
processing [12]. CNN models learn automatically abstract features and enable the learning
for several tasks. For example, Pérez et al. [13] summarized the most popular techniques
used in CNN models for diagnosing skin images. Furthermore, this type of deep model
can extract sets of patterns ranging from single edges and curves to more complex patterns
such as a human face. On the other hand, the main downside of CNN models is that
the information regarding spatial relationships between extracted features is lost. For
example, CNN models could consider two images to be similar if they share the same
objects, even if the location within the image is relevant. However, convolution operation
is not translation-invariant.

To overcome the above main limitation of CNN models, a new type of deep learning
model, named Dynamic Routing Between Capsules (well-know as CapsNet), was pro-
posed in [14], where the authors designed a method closer to how human vision works.
The neurons in this architecture can represent properties of a object such as position, size
and texture. Moreover, CapsNet is able to preserve hierarchical spatial relationships, and in
theory it could be as effective as any CNN but using fewer samples for training [14].
Niyaz et al. [15] reviewed several deep learning methods for the prediction of different
types of cancer. In that time the authors did not find evidence of the application of CapsNet
in cancer diagnosis. However, the authors acknowledged CapsNet as a promising model
for diagnosing cancer and encouraged its application. Accordingly, CapsNet has been
applied in medical image analysis, demonstrating to be really effective for lung cancer
screening [16], blood cell image classification [17], and cervical image classification [18],
to list a few applications. Finally, CapsNet have been recently applied in skin cancer
classification. Cruz et al. [19] used CapsNet to classify skin lesions using images and
evaluated their proposal in only one recognized dataset, HAM10000 [20]. However, to our
understanding, the proposal has several issues. Firstly, although skin images are usually
high-quality (600× 450× 3 in HAM10000), the authors resized images to 28× 28× 1, losing
a considerable amount of pixels and even ignoring colors in the images, which is important
for the diagnosis of melanoma [21]. Secondly, the authors highlighted their performance
relying mainly on overall precision. However, it is well-known that skin images datasets
are unbalanced. Looking closely, the authors achieved only a precision of 28% and 41%
in melanoma and basal cell carcinoma categories, respectively, leaving open a big margin
of improvement.
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Consequently, this work focuses on assessing the effectiveness of a new architecture
for the diagnosis of melanoma. The architecture uses high-quality 299× 299× 3 skin lesion
images and achieves an acceptable performance in both normal and malignant categories.
The proposed architecture combines features from convolutional blocks and CapsNet. First,
we selected a more sophisticated convolutional computational block, allowing for the
extraction of more useful initial features. Second, we replaced the first convolutional block
from CapsNet with the above computational block. As a result, we are able to extract more
significant features from earlier stages. Next, primary caps extract geometric and color
properties present in the images, such as asymmetry, border irregularity, color variegation
and the positions of various zones. These have all proven to be very useful attributes to
consider when diagnosing melanoma [21]. In this manner, we can maintain the hierarchical
spatial relationships of patterns which yields great benefit. To take full advantage of
the architecture, we proposes a hyper-tuning of the main parameters to ensure effective
training and learning under limited training data. In addition, the architecture applies data
augmentation to enhance the diagnosis of melanoma, significantly increasing the validity of
the proposal. The new architecture enables the construction of a transformation-invariant
model and the detection of spatial hierarchies between entities within an image. As such, it
is more suitable for solving certain real-world situations than convolutional models. To
evaluate the suitability of the proposal, an extensive experimental study was conducted on
eleven public skin image datasets, allowing for a better analysis of the model’s effectiveness.
The results showed that the proposed approach achieved very promising results and was
competitive with respect to state-of-the-art CNN models which have previously been
used in the diagnosis of melanoma. Finally, Shapley Additive Explanations method
(SHAP (https://github.com/slundberg/shap, accessed on 1 September 2019)) [22] and
Local Interpretable Model-agnostic Explanations (LIME) [23] were used to show the most
important features and give a prediction with a high confidence level. This work, to the
best of our knowledge, is the first attempt to thoroughly assess a new architecture based on
convolutional blocks and CapsNet for the automatic recognition of melanoma. The hyper-
parameters were specifically tuned for the selected task, achieving significantly better
performance compared to the state-of-the-art models.

The rest of this work is arranged as follows: Section 2 briefly presents the state-of-the-
art in solving the melanoma diagnosis problem mainly by using CNN models; Section 3
presents the proposed architecture; Section 4 presents the experimental study carried
out, showing the results and a discussion of them; finally, some concluding remarks are
presented in Section 5.

2. Related Works

CNN models have proven to be a powerful classification method for melanoma diag-
nosis [8]. This type of models presents a higher suitability compared to classic methods
which depend on hand-crafted features. In addition, sophisticated techniques can be ap-
plied to even improve the performance of CNN models in the task of melanoma diagnosis,
e.g., by applying data augmentation [24] and transfer learning techniques [8].

Data augmentation is a common technique applied to reduce overfitting on CNN
models [25]. It is commonly performed by means of applying random transformations
on the source images [26]. In addition, this technique can be used to tackle imbalance
problems [27,28]. For example, Hossain and Muhammad [29] proposed an emotion recog-
nition system using a CNN approach from emotional Big Data. The models trained with
augmented data obtained better performance compared to its non-use. In addition, Es-
teva et al. [8] applied extensive data augmentation techniques during training; the authors
increased the number of images by a factor of 720. Each image was randomly rotated,
flipped and cropped. The results achieved a performance comparable to a committee of
21 dermatologists. On the other hand, more advanced techniques such as GANs are being
applied to augment data [30]. GANs can augment a dataset by training simultaneously
two models, a generator that creates new samples by randomly selecting points from the
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latent space, and a discriminator that determines whether a sample is a fake or not. Frid-
Adar et al. [31] proposed methods based on GANs for generating synthetic medical images;
their proposal was evaluated on a limited dataset of high quality liver lesion computed
tomography. The results showed that the model increased both sensitivity and specificity
by using augmented data.

Transfer learning is a technique widely used to increase performance when the number
of training examples is limited [32,33]. This method transfers and reuses knowledge that
was learned from a source task, where a lot of data is commonly available, e.g., the
ImageNet dataset with more than one million of images. For instance, Esteva et al. [8]
transferred the knowledge learned by InceptionV3 on ImageNet and applied it to melanoma
diagnosis. Moreover, Nasr-Esfahani et al. [34] applied a pre-trained CNN to distinguishes
between melanoma and nevus cases. The results showed that the proposed method is
superior in terms of diagnostic accuracy in comparison with the state-of-the-art methods.
Finally, Saba et al. [35] proposed an automated approach for skin lesion detection and
recognition using Laplacian filtering, lesion boundary extraction and CNN. The results
outperformed several existing methods and attained a high accuracy value.

On the other hand, CapsNet represents a completely novel type of deep learning
architectures which attempt to overcome the limits and drawbacks of CNN models.
Since CapsNet was recently proposed, only a few studies have explored its applications.
Zhang et al. [18] applied CapsNet to classify the images of cervical lesions. The results
showed better performance compared to other classification methods. Mobiny et al. [16]
proposed an improvement on CapsNet that speedup the results compared to the original
architecture. After evaluating the performance on computed tomography chest scans,
the results showed that CapsNet is a promising alternative to CNN. Zhang et al. [36]
combined CapsNet and fully CNN models in image scene classification, such as VGG16
and InceptionV3. The authors achieved better output compared to state-of-the-art meth-
ods. However, it is said that the use of a full CNN model could hamper the main aim
behind CapsNet, which is the extraction of spatial hierarchies between entities. In addition,
the number of trainable parameters significantly increases by combining such architectures.
By demonstrating the benefits of CapsNet in medical imaging in this work, we may be
encouraging its wider use. Considering the above, it would be interesting to design a deep
learning architecture that combines and leverages features from different approaches such
as data augmentation, transfer learning, convolutional blocks and CapsNet. After analyz-
ing CapsNet, we strongly believe that specific blocks could be improved while maintaining
their behavior. To augment data, it is important to perform a data augmentation both on
training and test phases [24]. Next, the proposal for melanoma diagnosis, which follows
the mentioned approximation, is described.

3. Materials and Methods

This section firstly describes the related works regarding the automatic diagnosis of
melanoma from image data and the well-known state-of-the-art techniques, and then it
presents the proposed architecture, which also uses the most proven techniques to date.

3.1. Proposed Architecture for the Diagnosis of Melanoma

Invariance and equivariance are two important concepts in image recognition area.
To make a CNN transformation-invariant, a data augmentation of training samples is
commonly performed. However, equivariance is a more general concept (invariance is a
special case of equivariance) that allows a model detect the rotation or proportion change
and adapt itself in a way that the spatial positioning inside an image is not lost [14]. This
last requirement motivated the apparition of CapsNet networks.

CapsNet introduced the concept of capsule, where a capsule is a group of neurons
or nested set of neural layers, and the state of the neurons inside a capsule can capture
the properties of one entity inside an image. A capsule outputs a vector representing the
instantiation parameters of a specific type of entity such as an object or a part of a object.
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In the other words, the output vector represents the probability of existence. Consequently,
similar to the human vision process, these capsules are specialized at handling different
types of stimulus and encoding things such as position, size, orientation, deformation, hue,
texture, and other spatial information. The output vector can be calculated as

vj =
||sj||2

1 + ||sj||2
sj

||sj||
, (1)

where vj and sj are the vector output of capsule j and its total output, respectively. The input
to a capsule sj is a weighted sum over the vectors ûj|i in the layer below and is obtained as

sj = ∑
i

cijûj|i, û = Wijui (2)

where Wij is a weight matrix and cij are coefficients between capsule i and the rest of
capsules in the layer above. The coefficients can be calculated as

cij =
exp(bij)

∑k exp(bik)
, (3)

where bij are the log probabilities that capsule i should engage capsule j. Finally, CapsNet
uses a separate margin loss, which can be calculated as

Lk = Tk max(0, m+ − ||vk||)2 + λ(1− Tk) max(0, ||vk|| −m−)2, (4)

where Tk = 1 iff a sample of class k is present and m+ = 0.9 and m− = 0.1. The total loss is
the sum of the losses of nevus and melanoma capsules.

The baseline CapsNet architecture is composed by a simplistic Conv2D (256 filters,
kernel 9× 9, stride 1, ReLU activation function [37]), located at the beginning of the network,
for extracting primary features which are subsequently passed to Primary and Class
Caps layers. However, we hypothesized that CapsNet would attain a better performance
if the first convolutional layer is replaced by a more sophisticated convolution-based
computational block that was able to extract higher-level features before passing them to
capsule layers. By this way, we leverage the benefits from both CNN and CapsNet for a
better melanoma diagnosis.

Figure 1 shows the proposed architecture for the diagnosis of melanoma dubbed as
MEL-CAP. The proposal was composed as follows: Input (299× 299× 3)→ Customized
convolutional block → Primary Caps (9× 9, channels 32, capsule 16D) → Class Caps
(2 capsules 64D, routing iteration 1). In addition, Table 1 shows a detailed description of
every layer. After several phases of an experimental study, the above configuration was
the most suitable for diagnosing melanoma. First, Inception architecture was considered
given the effectiveness already demonstrated in the diagnosis of melanoma. Inception
relies in independent convolutional blocks with filters that are powered the same input,
which enables the extraction of more information over the same space. This architecture
has been improved through the years, from V1 to V4 [38–40]. The latest updates showed
that high performance could be also achieved by using aggressive dimension reductions,
which allows to keep low hardware requirements.
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Figure 1. The proposed architecture was designed and hypertuned specifically for the diagnosis
of melanoma. Primary caps are able to identify features such as position, size, orientation and
deformation. Class caps represent the classes (nevus or melanoma) and resume the predictive
features in order to perform the final classification. It was found that each class capsule should select
64 features to perform an accurate prediction. The convolutional block used by the proposed model
is shown in the bottom.

Table 1. Proposed network architecture for the diagnosis of melanoma.

Name Layer Input Output

input_1 InputLayer - (None, 299, 299, 3)
conv2d_1 Conv2D (None, 299, 299, 3) (None, 149, 149, 32)
batch_normalization_1 BatchNormalization (None, 149, 149, 32) (None, 149, 149, 32)
activation_1 Activation (None, 149, 149, 32) (None, 149, 149, 32)
conv2d_2 Conv2D (None, 149, 149, 32) (None, 147, 147, 32)
batch_normalization_2 BatchNormalization (None, 147, 147, 32) (None, 147, 147, 32)
activation_2 Activation (None, 147, 147, 32) (None, 147, 147, 32)
conv2d_3 Conv2D (None, 147, 147, 32) (None, 147, 147, 64)
batch_normalization_3 BatchNormalization (None, 147, 147, 64) (None, 147, 147, 64)
activation_3 Activation (None, 147, 147, 64) (None, 147, 147, 64)
max_pooling2d_1 MaxPooling2D (None, 147, 147, 64) (None, 73, 73, 64)
conv2d_4 Conv2D (None, 73, 73, 64) (None, 73, 73, 80)
batch_normalization_4 BatchNormalization (None, 73, 73, 80) (None, 73, 73, 80)
activation_4 Activation (None, 73, 73, 80) (None, 73, 73, 80)
conv2d_5 Conv2D (None, 73, 73, 80) (None, 71, 71, 192)
batch_normalization_5 BatchNormalization (None, 71, 71, 192) (None, 71, 71, 192)
activation_5 Activation (None, 71, 71, 192) (None, 71, 71, 192)
max_pooling2d_2 MaxPooling2D (None, 71, 71, 192) (None, 35, 35, 192)
conv2d_6 Conv2D (None, 35, 35, 192) (None, 14, 14, 512)
primary_capsule_reshape Reshape (None, 14, 14, 512) (None, 6272, 16)
primary_capsule_squash Lambda (None, 6272, 16) (None, 6272, 16)
digit_capsule CapsuleLayer (None, 6272, 16) (None, 2, 64)
output_capsule LengthLayer (None, 2, 64) (None, 2)

By this way, we aimed a balance between the computational cost and the extraction of
more high-level features before passing them to the capsule layers. Accordingly, Figure 1
also shows the convolutional block that replaced the first convolutional layer of Cap-
sNet. The first block was composed as follows: Conv2D (32 filters, kernel 3× 3, stride 2)
→ Conv2D (32 filters, kernel 3× 3) → Conv2D (64 filters, kernel 3× 3) → MaxPool2D
(3× 3, stride 2)→ Conv2D (80 filters, kernel 1×1)→ Conv2D (192 filters, kernel 3×3)→
MaxPool2D (3× 3, stride 2). The use of a convolutional block will not only allow more
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reduction of the input space, but also focusing on more important features from early stages.
On the other hand, capsule layers, will not only learn richer patterns, but also paying more
attention on learning their corresponding properties, such as location and orientation.

These abstract features learned by the first block are then passed as input to a con-
volutional capsule layer, named as primary caps, which is composed by 32 channels of
convolutional 8D capsules with a 9 × 9 kernel and stride 2; i.e., in this case, each primary
capsule comprises 8 convolutional units. These 8D capsules can identify features such as
position, size, orientation, deformation, etc. The last layer, named as class caps, has two
capsules 16D that represent the classes (nevus or melanoma), and these capsules receive
input from all the capsules in the layer below. Moreover, as proposed in Sabour et al. [14],
CapsNet uses a decoder block that influences the learning process, where this decoder
intends to reconstruct an original image from the Class Caps layer representation. Finally,
it is worth noting that CapsNet implements the routing mechanism mentioned earlier
between two consecutive capsule layers (in our example between the layers primary caps
and class caps), and this dynamic process can be viewed as a parallel attention mechanism
that allows each capsule to attend to some active capsules at the level below and to ignore
others [14].

3.2. Datasets

Table 2 shows a summary of the characteristics of the eleven datasets considered in this
study, where all the images are labeled as nevus or melanoma. All the datasets were down-
loaded from The International Skin Imaging Collaboration (https://www.isic-archive.com,
accessed on 1 September 2019) (ISIC) repository, except PH2 (https://bit.ly/39YEdmN,
accessed on 1 September 2019) and MED-NODE (https://bit.ly/3DkCMvN, accessed
on 1 September 2019) datasets. The MED-NODE dataset contains low resolution non-
dermoscopic images taken with mobile phones. Nowadays, technological devices enables
the collection of an enormous amount of data, which is essential for training models. On
the other hand, PH2 dataset comprises high-quality dermoscopic images, where manual
segmentation, clinical diagnosis and the identification of several dermoscopic structures
were performed by expert dermatologists. The rest of datasets share the common char-
acteristics of dermoscopic images. HAM10000 is the largest dataset in this work, which
has been widely used in skin cancer diagnosis, e.g., Miglani and Bhatia [41] achieved 0.95
averaged AUC values for the overall classification. It can be observed that some datasets
present a moderate imbalance ratio (ImbR), indicating that the number of nevus samples is
several orders of magnitude higher than the number of melanoma samples, and this feature
can commonly hamper the learning process of the machine learning models, e.g., MSK-3
and HAM10000. All the 16,601 images were resized to a resolution of h = 299, w = 299,
and c = 3, where h is the height, w is the width, and c is the number of channels of
an image.

Table 2 also shows other insights about the data. For example, intra-class, inter-
class distances and their ratio (DistR) indicate an important degree of similarity between
categories. In addition, the silhouette score [42] indicated how much an image shares
the same characteristics of its class compared to other classes. The above corroborated
that even images from different classes are similar. Finally, in next Section the proposed
architecture is evaluated and compared to state-of-the-art CNN models.
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Table 2. Skin image datasets used in the experimental study; “ImbR”, “IntraC”, “InterC” and “DistR”
represent the imbalance ratio between the normal and melanoma classes, the average distance
between images of the same category, the average distance between images of different categories
and the ratio between the two previous metrics, respectively; “Silho” means the silhouette score.

Dataset Source # Img ImbR IntraC InterC DistR Silho

HAM10000 [20] 7818 6.024 8705 9770 0.891 0.213
ISBI2016 [43] 1273 4.092 10,553 10,992 0.960 0.101
ISBI2017 [44] 2745 4.259 9280 9674 0.959 0.089

MED-NODE [45] 170 1.429 9029 9513 0.949 0.068
MSK-1 [44] 1088 2.615 11,753 14,068 0.835 0.173
MSK-2 [44] 1522 3.299 9288 9418 0.986 0.062
MSK-3 [44] 225 10.842 8075 8074 1.000 0.112
MSK-4 [44] 943 3.366 6930 7162 0.968 0.065

PH2 [46] 200 4.000 12,688 14,928 0.850 0.210
UDA-1 [43] 557 2.503 11,730 12,243 0.958 0.083
UDA-2 [43] 60 1.609 11,297 11,601 0.974 0.020

4. Analysing the Effectiveness of the Proposal in Melanoma Diagnosis

This section summarizes the experimental study conducted, aiming to analyze the
effectiveness of the original CapsNet and our proposal in melanoma diagnosis. First, the ex-
perimental protocol and settings used throughout the analysis are described, and finally
the experimental results and a discussion of them are presented. Additional material can be
found at the available web page (https://www.uco.es/kdis/melanoma-capsnet/, accessed
on 25 September 2021).

4.1. Experimental Settings

To test our hypothesis, firstly, three optimization algorithms were used for training
the base line CapsNet model: Stochastic Gradient Descend (SGD) [27], Root Mean Square
Propagation (RMSProp) [47] and Adaptive Moment Estimation (ADAM) [48]. In this
manner, we analyzed what is more convenient for the model: Non-adaptive methods or
adaptive gradient descent algorithms. In addition, a binary cross entropy was applied,
since the data are comprised of two categories.

Secondly, a hyper-tuning of the two main components of base-line CapsNet was
conducted: The dimensions of the primary caps and the activity vector in the class caps.
Table 3 shows the hyper-tuning configuration, four dimensions for the primary caps and
class caps features were considered. In total 16 combinations were tested with a high
computational cost. The best setting obtained is the one that was used in the rest of
the experiments.

Table 3. Configuration used in the experimental study.

Parameter Value

Primary caps {8, 16, 24, 32}
Class caps features {16, 32, 48, 64}
Number of epochs 150

Mini-batch size 8
Learning rate (α) ADAM = 0.001, RMSprop = 0.001, SGD = 0.01

Decay rate first moment average (β1) ADAM = 0.9, RMSprop = 0.9
Decay rate second moment average (β2) ADAM = 0.999

Thirdly, a data augmentation process was performed both on training and testing
phases by means of applying and combining rotation-based, flip-based and crop-based
transformations over the original images. The datasets were balanced by creating new
images until the number of melanoma images was approximately equal to normal ones.
Perez et al. [24] previously demonstrated the benefit of data augmentation process on the



Cancers 2021, 13, 4974 9 of 19

melanoma diagnosis problem for constructing more robust CNN models. Consequently,
this part of the experimental study aimed at analyzing whether the architectures can be
benefited when applying data augmentation as occur with CNN models.

Finally, the performance of our proposal was compared against the following CNN
models that have previously been applied in melanoma diagnosis: InceptionV3 [39],
DenseNet [49], VGG [50], MobileNet [51], ResNet [52] and EfficientNet [41].

Table 3 shows the basic configuration used for training all the models along the
experiments; α, β1, β2 were set to the values recommended in the original papers; a batch
of size 8 was used due the medium size of the datasets; Xavier method [53] was used
to initiate the models; and for non-adaptive optimization methods the learning rate was
reduced by a factor of 0.2 when the performance reaches a plateau. Training data were
augmented by using random data augmentation techniques, such as rotation, flip and crop
transformations. In addition, test data were increased in a different manner. Each test
image is augmented 10 times, and the remaining image is linked to the original one. Then,
the final prediction is achieved by using a soft-voting strategy.

4.2. Evaluation Process

Regarding the evaluation metrics, Matthews Correlation Coefficient (MCC) and the
area under the curve (AUC) values for receiver operator characteristic (ROC) were used
to measure the predictive performance of the models, which are commonly applied in
Bioinformatics [54,55]. AUC has been recommended in preference to overall accuracy
for “single number” evaluation of machine learning algorithms [56]. In addition, MCC
and AUC are not biased against the minority class and are commonly used as evaluation
metrics to assess the average performance of classifiers on data with imbalanced class
distribution [57,58], such as those found in melanoma diagnosis. Both metrics summarize
the overall classification performance in a single value for each CNN model. MCC is in the
range [−1, 1], where 1 represents a perfect prediction, 0 indicates a performance similar
to a random prediction, and −1 an inverse prediction. On the other hand, AUC ranges
within [0, 1], where 1 represents a perfect model, 0 the opposite, and 0.5 indicates a random
prediction. Nevertheless, it is noteworthy that MCC was used as main metric to measure
the predictive performance of the models for melanoma diagnosis in this work, which has
been considered before in Alzahrani et al. [59] and Pérez et al. [13].

The results of performing a 3-times 10-fold cross validation were averaged. Finally,
significant differences were detected by conducting non-parametric statistical tests with
95% confidence. Friedman’s test [60–64] was carried out when a multiple comparison was
needed. After that, Hommel’s test [65] was applied to detect significant differences with a
control algorithm. On the other hand, Wilcoxon Signed-Rank [66] was performed when
only two methods were compared.

4.3. Software and Hardware

As for the baseline CapsNet, we used the source code by Xifeng Guo at GitHub
(https://bit.ly/3isOBYx, accessed on 1 September 2019). Moreover, the source code to re-
produce our work uses Keras v2.2 and TensorFlow v1.12 [67], and can be found at Github
(https://bit.ly/3iKOc47, accessed on 25 September 2021). The experimental study was per-
formed in four GPUs Geforce GTX 1080-Ti and four GPUs NVIDIA Geforce RTX 2080-Ti,
Intel Core i7-8700K Processor and 64 GB DDR4 RAM.

4.4. Experimental Results

In this section, the most remarkable results of the extensive experimental study are
shown; the rest of the experimental study can be consulted at the available web page.
Table 4 shows the performance regarding the three diferent optimization algorithms. Re-
sults indicated that no significant differences were encountered, showing that CapsNet is
not so sensitive regarding the optimization algorithm used; Friedman’s test was conducted
with two degree of freedom, resulting in a Friedman’s statistic equal to 4.136 and p-value
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equal to 0.126. However, it is worth noting that SGD optimizer occupied the first position of
the ranking computed by Friedman’s test, meaning that in average CapsNet attained better
results when using this optimizer. Consequently, SGD was used as the default optimizer in
the rest of experiments.

Table 4. Average MMC values obtained by base-line CapsNet and the three optimization algorithms.
The last row shows the average ranking computed by Friedman’s test. No significant differences
were encountered. The best MCC values and the best ranking were highlighted in bold typeface.

Dataset ADAM RMSPROP SGD

HAM10000 0.065 0.066 0.242
ISBI2016 0.000 0.000 0.000
ISBI2017 0.000 0.000 0.000

MED-NODE 0.142 0.182 0.308
MSK-1 0.015 0.016 0.026
MSK-2 0.072 0.024 0.029
MSK-3 0.000 0.000 0.000
MSK-4 0.014 0.014 0.017

PH2 0.116 0.159 0.458
UDA-1 0.042 0.089 0.214
UDA-2 0.132 0.148 0.123

Ranking 2.409 2.045 1.545

The second part of the experimental study aimed to found the best dimension to
primary caps and the number of features for class caps. Table 5 shows the hyper-tuning
process on CapsNet architecture. The settings with 16 units in primary caps and 64 features
in class caps obtained the first position 8 times, and its closest rival achieved it only 4 times.
However, the results indicated that no significant differences were encountered; Friedman’s
test was conducted with fifteen degree of freedom, resulting in a Friedman’s statistic equal
to 17.944 and p-value equal to 2.656 × 10−1. The average ranking showed that the best
performance was achieved with 16 units for primary caps and 64 features for each class
cap. Furthermore, in this work, the Borda’s method [68] was used to compute the average
rankings of the individual hyper-parameters. This method is the simplest ranking aggrega-
tion method that assigns a score to an element in correspondence to the position in which
this element appears in each ranking. Borda’s method obtained the ranking for primary
caps, being 16, 32, 24 and 8, with 16 as the best and 8 the worst; whereas for class caps was
64, 32, 48 and 16, being 64 the best and 16 the worst. Again, Borda’s method obtained that
16 units is the best value for primary caps and 64 for class caps, confirming that a large
number of features in class caps means a better predictive performance. Consequently,
the best configuration (16 units in primary Caps and 64 features for each class cap) were
applied in the rest of the experimental study.

The third part of the experimental study aimed to compare the best configuration for
CapsNet model with the proposal. Table 6 shows the average MCC values on test data by
using the two models. Firstly, it was observed that the proposed architecture outperformed
the base-line CapsNet in all datasets, except in UDA-1 and MSK-3 datasets. In some
datasets the differences in performances are remarkable, e.g., in MSK-1 the predictive
performance attained by our proposal was 995% higher than CapsNet, in MSK-4 and
MSK-2 our proposal was 511% and 485% higher than the base line CapsNet, respectively.
In UDA-1 was the only case where our proposal ended 17% behind the base line. In MSK-3
dataset, however, both models presented a performance similar to a classifier making
random predictions. In this first comparison, significant differences in performance were
encountered, indicating the superiority of our proposal; Wilcoxon’ test rejected the null
hypothesis with a p-value equal to 3.346 × 10−3. Secondly, CapsNet and the proposal
were also compared by conducting a data augmentation process both on training and test
data (as described in Section 4.1). In this case, the results showed that the proposed model
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outperformed CapsNet in all the datasets applying data augmentation. The differences
between our proposal and the base line model were smaller, but still significant; in MSK-3,
ISBI2016 and MSK-1 were about 49%, 48% and 39%, respectively. Our proposal achieved
7% better performance than the base line in UDA-1 by applying data augmentation, making
our proposal undoubtedly superior in the benchmarks employed. Furthermore, the new
architecture obtained a significantly better performance; Wilcoxon’s test rejected the null
hypothesis with a p-value equal to 1.673 × 10−3.

The four part of the experimental study focused on comparing the proposal with vari-
ous CNN models that have previously been used in melanoma diagnosis. We analyzed the
MCC and the AUC values in two scenarios: Applying data augmentation and combining
data augmentation and transfer learning. Firstly, we analyzed EfficientNet from B0 to B7
in order to select best version. The Friedman’s test did not reject the null hypothesis with
a p-value equal to 0.841; Friedman’s statistic was equal to 3.447 with seven degrees of
freedom. However, EfficientNet-B1 obtained the first position in the ranking, followed by
EfficientNet-B0. These results are showed at the available web page.

Table 7 shows the average MCC values on test data attained by each model; in this
case, a data augmentation process was conducted for all the models. It was observed
that the proposal attained the best resultsthe 73% of the time. In addition, the individual
percentage improvement of MEL-CAP compared to the state-of-the-arts CNN models are
shown. In MSK-3 our architecture achieve a performance 244% and 194% higher than
VGG19 and ResNet50, respectively. In UDA-2, the proposal’s performance was higher than
the rest of the models in at least 17%, and going up to 56% compared with EfficientNet-B1.
The biggest differences were located in ISBI2017 and MED-NODE, where our proposal
achieved 719% and 511% higher performance than ResNet50. The best performance in
the experimental study was achieved in PH2, where all the models obtained above 58.7%
of MCC, but even there our proposal was 55% higher than VGG19. The Friedman’s test
rejected the null hypothesis with a p-value equal to 6.461 × 10−6; Friedman’s statistic was
equal to 34.091 with six degrees of freedom. The ranking row of the table shows the average
ranking computed by Friedman’s test, and this ranking shows that the new model obtained
the first position, indicating that this model in average achieved a better performance than
the rest of models. Afterwards, the Hommel’s post-hoc test was conducted by considering
the proposal as the control method, and the results showed the proposal significantly
outperformed the rest of the state-of-the-art CNN models.

Table 8 shows the average AUC values on test data attained by each model. The
proposed architecture achieved the best average performance in all cases. In MSK-1 our
architecture achieve a performance 50% higher than EfficientNet-B1 and ResNet50. In
UDA-2, the proposal’s performance was higher than the rest of the models in at least 11%.
The biggest differences were located in ISBI2017, where our proposal achieved 93% higher
performance than ResNet50. The best performance in the experimental study was achieved
in PH2, where all the models obtained above 87% of AUC values. The Friedman’s test
rejected the null hypothesis with a p-value equal to 3.829 × 10−8; Friedman’s statistic was
equal to 45.438 with six degrees of freedom. The ranking row of the table shows the average
ranking computed by Friedman’s test, and this ranking shows that the new model obtained
the first position, indicating that this model in average achieved a better performance than
the rest of models. Afterwards, the Hommel’s post-hoc test was conducted by considering
the proposal as the control method, and the results showed the proposal significantly
outperformed the rest of the state-of-the-art CNN models.
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Table 5. Average MCC values on test data applying the hyper-tuning process on CapsNet architecture. The columns are named with two numbers: First the number of units in primary
caps and second the number of features in class caps. The last row shows the average ranking computed by Friedman’s test. The best MCC values and the best ranking were highlighted in
bold typeface. No significant differences were encountered.

Dataset 8-16 8-32 8-48 8-64 16-16 16-32 16-48 16-64 24-16 24-32 24-48 24-64 32-16 32-32 32-48 32-64

HAM10000 0.242 0.250 0.255 0.257 0.240 0.240 0.246 0.277 0.230 0.233 0.239 0.242 0.237 0.244 0.240 0.236
ISBI2016 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
ISBI2017 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

MED-NODE 0.308 0.322 0.376 0.336 0.313 0.342 0.336 0.412 0.344 0.361 0.369 0.355 0.346 0.346 0.347 0.347
MSK-1 0.026 0.036 0.030 0.045 0.032 0.042 0.054 0.045 0.046 0.046 0.050 0.029 0.051 0.035 0.031 0.028
MSK-2 0.029 0.027 0.029 0.054 0.029 0.029 0.037 0.047 0.036 0.036 0.050 0.027 0.050 0.036 0.017 0.026
MSK-3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
MSK-4 0.017 0.002 0.021 0.029 0.021 0.036 0.021 0.044 0.043 0.021 0.017 0.021 0.033 0.033 0.021 0.021

PH2 0.458 0.428 0.412 0.432 0.437 0.455 0.434 0.516 0.455 0.455 0.455 0.455 0.455 0.451 0.451 0.437
UDA-1 0.214 0.210 0.225 0.225 0.218 0.201 0.236 0.377 0.200 0.207 0.187 0.199 0.199 0.206 0.201 0.191
UDA-2 0.123 0.187 0.122 0.096 0.168 0.251 0.140 0.236 0.201 0.201 0.201 0.264 0.201 0.207 0.201 0.264

Ranking 10.182 10.455 8.955 7.909 10.045 7.909 7.909 4.091 8.227 7.955 8.182 8.727 7.545 7.727 9.818 10.364
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Table 6. Average MCC values on test data by using the hyper-tuned CapsNet architecture; CAP
represents the base-line CapsNet and MEL-CAP represents the proposal; the last three columns show
a comparison between the same architecture but only applying data augmentation both in train and
test data. Moreover, we showed the percent improvement of the proposal compared to base-line
CapsNet, e.g., MEL-CAP achieved 78% higher performance than CAP in HAM10000. The best MCC
values were highlighted in bold typeface. The labels “Inf” represent those cases where a base-line
model obtained an average MCC value equal to zero.

Dataset CAP MEL-CAP % CAP MEL-CAP %

HAM10000 0.277 0.493 78.0 0.698 0.896 28.4
ISBI2016 0.000 0.234 Inf 0.499 0.740 48.3
ISBI2017 0.000 0.184 Inf 0.640 0.819 28.0

MED-NODE 0.412 0.485 17.7 0.608 0.671 10.4
MSK-1 0.045 0.493 995.6 0.575 0.801 39.3
MSK-2 0.047 0.275 485.1 0.600 0.694 15.7
MSK-3 0.000 0.000 0.0 0.525 0.782 49.0
MSK-4 0.044 0.269 511.4 0.694 0.752 8.4

PH2 0.516 0.644 24.8 0.849 0.909 7.1
UDA-1 0.377 0.310 −17.8 0.503 0.542 7.8
UDA-2 0.236 0.559 136.9 0.531 0.601 13.2

p-value 3.346 × 10−3 1.673 × 10−3

Table 7. Average MCC values on test data obtained by the proposal and state-of-the-art CNN models when applying
data augmentation. The best MCC value attained in each dataset is highlighted in bold typeface. The percentage means
the difference between MEL-CAP versus the other CNN models, e.g., MEL-CAP attained 20% percent of improvement
compared to EfficientNet-B1 in HAM10000 dataset. In addition, it is shown the overall average and the ranking computed
by Friedman’s test. Last row shows multiple comparisons between the new architecture (control model) and state-of-the-art
CNN models through Hommel’s post-hoc test.

Dataset InceptionV3 DenseNet201 VGG19 MobileNet ResNet50 EfficientNet-B1 MEL-CAP

HAM10000 0.873 (+3%) 0.753 (+19%) 0.649 (+38%) 0.760 (+18%) 0.510 (76%) 0.746 (20%) 0.896
ISBI2016 0.655 (+13%) 0.656 (+13%) 0.511 (+45%) 0.575 (+29%) 0.403 (+84%) 0.798 (−7%) 0.740
ISBI2017 0.749 (+9%) 0.715 (+15%) 0.575 (+42%) 0.744 (+10%) 0.100 (+719%) 0.800 (2%) 0.819

MED-NODE 0.618 (+9%) 0.514 (+31%) 0.540 (+24%) 0.660 (+2%) 0.100 (+571%) 0.502 (34%) 0.671
MSK-1 0.754 (+6%) 0.792 (+1%) 0.610 (+31%) 0.785 (+2%) 0.466 (+72%) 0.481 (67%) 0.801
MSK-2 0.518 (+34%) 0.631 (+10%) 0.428 (+62%) 0.531 (+31%) 0.358 (+94%) 0.635 (9%) 0.694
MSK-3 0.565 (+38%) 0.588 (+33%) 0.227 (+244%) 0.532 (+47%) 0.266 (+194%) 0.903 (−13%) 0.782
MSK-4 0.693 (+9%) 0.696 (+8%) 0.467 (+61%) 0.596 (+26%) 0.370 (+103%) 0.573 (31%) 0.752

PH2 0.840 (+8%) 0.778 (+17%) 0.587 (+55%) 0.902 (+1%) 0.819 (+11%) 0.862 (5%) 0.909
UDA-1 0.489 (+11%) 0.501 (+8%) 0.555 (−2%) 0.535 (+1%) 0.430 (+26%) 0.430 (12%) 0.542
UDA-2 0.471 (+28%) 0.408 (+47%) 0.412 (+46%) 0.403 (+49%) 0.514 (+17%) 0.386 (56%) 0.601

Ranking 3.636 3.818 5.273 3.727 6.273 4.000 1.273

p-values 1.029 × 10−2 1.029 × 10−2 7.044 × 10−5 1.029 × 10−2 3.417 × 10−7 1.027 × 10−2 -
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Table 8. Average AUC values on test data obtained by the proposal and state-of-the-art CNN models when applying
data augmentation. The best AUC values and the best ranking were highlighted in bold typeface.

Dataset InceptionV3 DenseNet201 VGG19 MobileNet ResNet50 EfficientNet-B1 MEL-CAP

HAM10000 0.876 (+2%) 0.875 (+2%) 0.778 (+15%) 0.875 (+2%) 0.869 (+3%) 0.862 (+4%) 0.895
ISBI2016 0.849 (+6%) 0.842 (+6%) 0.771 (+16%) 0.855 (+5%) 0.646 (+39%) 0.878 (+2%) 0.896
ISBI2017 0.862 (+6%) 0.878 (+4%) 0.820 (+12%) 0.858 (+7%) 0.474 (+93%) 0.863 (+6%) 0.915

MED-NODE 0.767 (+7%) 0.780 (+5%) 0.652 (+26%) 0.765 (+7%) 0.420 (+96%) 0.678 (+21%) 0.822
MSK-1 0.821 (+8%) 0.862 (+3%) 0.776 (+14%) 0.844 (+5%) 0.590 (+50%) 0.591 (+50%) 0.886
MSK-2 0.831 (+5%) 0.841 (+3%) 0.727 (+20%) 0.829 (+5%) 0.582 (+49%) 0.703 (+24%) 0.869
MSK-3 0.921 (+3%) 0.920 (+3%) 0.896 (+6%) 0.880 (+8%) 0.758 (+25%) 0.927 (+2%) 0.946
MSK-4 0.845 (+10%) 0.886 (+5%) 0.842 (+10%) 0.882 (+5%) 0.687 (+35%) 0.764 (+21%) 0.926

PH2 0.882 (+6%) 0.909 (+3%) 0.905 (+3%) 0.922 (+2%) 0.871 (+7%) 0.880 (+6%) 0.936
UDA-1 0.770 (+6%) 0.780 (+4%) 0.723 (+13%) 0.809 (+1%) 0.649 (+25%) 0.673 (+21%) 0.814
UDA-2 0.638 (+18%) 0.630 (+20%) 0.650 (+16%) 0.678 (+12%) 0.637 (+19%) 0.679 (+11%) 0.756

Ranking 3.727 3.227 5.273 3.500 6.727 4.545 1.000

p-values 9.206 × 10−3 1.561 × 10−2 1.754 × 10−5 1.329 × 10−2 3.028 × 10−9 4.744 × 10−4 -

Table 9 shows the average MCC on test data attained by each model when applying
data augmentation and transfer learning. The proposed architecture achieved the best aver-
age performance in all cases, except in ISBI2016, ISBI2017 and PH2. The biggest differences
were located in MED-NODE, where our proposal achieved 166% higher performance than
ResNet50. In UDA-2, the proposal’s performance was higher than the rest of the models in
at least 15%. The best performance in the experimental study was achieved in PH2, where
all the models obtained above 84% of MCC values. The Friedman’s test rejected the null hy-
pothesis with a p-value equal to 3.189 × 10−8; Friedman’s statistic was equal to 45.838 with
six degrees of freedom. The ranking row of the table shows the average ranking computed
by Friedman’s test, and this ranking shows that the new model obtained the first position,
indicating that this model in average achieved a better performance than the rest of models.
Afterwards, the Hommel’s post-hoc test was conducted by considering the proposal as the
control method, and the results showed the proposal significantly outperformed the rest of
the state-of-the-art CNN models, except MobileNet and DenseNet.

Table 9. Average MCC values on test data obtained by the proposal and state-of-the-art CNN models when applying data
augmentation and transfer learning. The best MCC values and the best ranking were highlighted in bold typeface.

Dataset InceptionV3 DenseNet201 VGG19 MobileNet ResNet50 EfficientNet-B1 MEL-CAP

HAM10000 0.940 (+4%) 0.954 (+3%) 0.601 (+63%) 0.945 (+3%) 0.870 (+12%) 0.809 (+21%) 0.978
ISBI2016 0.802 (+10%) 0.850 (+3%) 0.625 (+41%) 0.850 (+3%) 0.385 (+128%) 0.945 (−7%) 0.879
ISBI2017 0.829 (+8%) 0.854 (+5%) 0.738 (+22%) 0.875 (+3%) 0.414 (+117%) 0.929 (−3%) 0.899

MED-NODE 0.732 (+5%) 0.698 (+10%) 0.486 (+58%) 0.741 (+4%) 0.289 (+166%) 0.568 (+35%) 0.768
MSK-1 0.868 (+3%) 0.880 (+1%) 0.708 (+26%) 0.886 (+0%) 0.350 (+154%) 0.598 (+49%) 0.890
MSK-2 0.805 (+9%) 0.830 (+5%) 0.561 (+56%) 0.860 (+2%) 0.350 (+150%) 0.738 (+18%) 0.874
MSK-3 0.959 (+4%) 1.000 0.911 (+10%) 1.000 0.606 (+65%) 1.000 1.000
MSK-4 0.844 (+8%) 0.864 (+5%) 0.825 (+10%) 0.890 (+2%) 0.482 (+89%) 0.710 (+28%) 0.910

PH2 0.963 (+3%) 0.960 (+3%) 0.923 (+8%) 0.963 (+3%) 0.836 (+19%) 1.000 (−1%) 0.993
UDA-1 0.720 (+13%) 0.764 (+7%) 0.585 (+40%) 0.781 (+5%) 0.463 (+76%) 0.632 (+29%) 0.817
UDA-2 0.413 (+60%) 0.522 (+27%) 0.477 (+39%) 0.577 (+15%) 0.485 (+36%) 0.452 (+46%) 0.661

Ranking 4.409 3.273 5.818 2.500 6.545 4.045 1.409

p-values 4.506 × 10−3 8.610 × 10−2 8.482 × 10−6 2.363 × 10−1 1.475 × 10−7 1.263 × 10−2 -

Table 10 shows the average AUC values on test data attained by each model when
applying data augmentation and transfer learning. The proposed architecture achieved
the best average performance in all cases, except in ISBI2016 and PH2. The biggest differ-
ences were located in MSK-1, where our proposal achieved 40% higher performance than
ResNet50. The best performance in the experimental study was achieved in PH2, where all
the models obtained above 93% of AUC. The Friedman’s test rejected the null hypothesis
with a p-value equal to 3.518 × 10−8; Friedman’s statistic was equal to 45.623 with six
degrees of freedom. The ranking row of the table shows the average ranking computed
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by Friedman’s test, and this ranking shows that the new model obtained the first position,
indicating that this model in average achieved a better performance than the rest of models.
Afterwards, the Hommel’s post-hoc test was conducted by considering the proposal as the
control method, and the results showed the proposal significantly outperformed the rest of
the state-of-the-art CNN models, except MobileNet and DenseNet.

Table 10. Average top AUC values on test data obtained by the proposal and state-of-the-art CNN models when applying
data augmentation and transfer learning. The best AUC values and the best ranking were highlighted in bold typeface.

Dataset InceptionV3 DenseNet201 VGG19 MobileNet ResNet50 EfficientNet-B1 MEL-CAP

HAM10000 0.990 (+0%) 0.993 (+0%) 0.841 (+18%) 0.992 (+0%) 0.960 (+4%) 0.913 (+9%) 0.994
ISBI2016 0.936 (+3%) 0.946 (+2%) 0.843 (+14%) 0.950 (+1%) 0.728 (+32%) 0.990 (−3%) 0.961
ISBI2017 0.957 (+2%) 0.962 (+2%) 0.916 (+7%) 0.963 (+1%) 0.748 (+31%) 0.960 (+2%) 0.977

MED-NODE 0.868 (+3%) 0.844 (+5%) 0.734 (+21%) 0.864 (+3%) 0.640 (+39%) 0.763 (+17%) 0.890
MSK-1 0.941 (+2%) 0.957 (+1%) 0.864 (+12%) 0.950 (+1%) 0.687 (+40%) 0.697 (+38%) 0.964
MSK-2 0.935 (+3%) 0.943 (+2%) 0.802 (+20%) 0.945 (+2%) 0.702 (+37%) 0.843 (+14%) 0.961
MSK-3 0.995 (+1%) 1.000 0.986 (+1%) 1.000 0.850 (+18%) 1.000 1.000
MSK-4 0.954 (+3%) 0.960 (+2%) 0.927 (+6%) 0.967 (+1%) 0.778 (+26%) 0.858 (+14%) 0.979

PH2 0.991 (+1%) 0.991 (+1%) 0.981 (+2%) 0.991 (+1%) 0.934 (+7%) 1.000 (0%) 0.998
UDA-1 0.875 (+4%) 0.891 (+2%) 0.808 (+13%) 0.899 (+1%) 0.743 (+23%) 0.811 (+12%) 0.912
UDA-2 0.700 (+21%) 0.738 (+15%) 0.738 (+15%) 0.779 (+9%) 0.742 (+14%) 0.739 (+15%) 0.847

Ranking 4.364 3.273 5.864 2.591 6.455 4.136 1.318

p-values 3.783 × 10−3 6.769 × 10−2 4.015 × 10−6 1.671 × 10−1 1.475 × 10−7 6.652 × 10−3 -

4.5. Explanation of the Predictions

The results showed that our proposal was effective for solving the melanoma diagnosis
problem. In addition, we encourage the explanations of the individual predictions and as a
result, in this work the areas where the proposal paid more attention were showed. To do
this, SHAP and LIME were applied. The first one determines how much a pixel contributes
to the diagnosis in comparison with the overall result. On the other hand, LIME consists
in identifying an interpretable model over the interpretable representation that is locally
faithful to the classifier. As a result, the super-pixels with positive weight towards the
predicted class were highlighted, as they give intuition as to why the model would think
that class should be selected. Figure 2 shows how cluster of pixels were activated in the
proposed architecture. The first image was classified as nevus, meanwhile the another one
was classified as melanoma. Red pixels represent positive Shapley values that increase
the probability of being melanoma, while blue pixels represent negative Shapley values
that increase the probability of being non-melanoma. On the other hand, the weight of
each superpixel is showed by LIME, where blue pixels mean those that most support the
prediction and red ones the lower support. Both analyses corroborated that the proposed
model focused in the lesion itself.
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(a) (b) (c)

(d) (e) (f)

Figure 2. Model-agnostic interpretation tools. (a) Nevus, (b) SHAP, (c) LIME, (d) Melanoma, (e) SHAP, (f) LIME.

5. Conclusions

In this work, a novel neural network architecture for diagnosing melanoma has been
proposed, allowing the early extraction of richer abstract features before passing them
to deeper layers. The use of CapsNet combined with convolutional blocks allowed a
better learning of the representations. By this way, better predictive features could be
extracted, thus facilitating the learning of better abstract and discriminative features for
melanoma diagnosis. The proposed architecture is flexible regarding the design of its blocks.
Consequently, custom networks could easily be designed, for example by employing
another convolutional block with a simpler or more complex internal structure. Moreover,
the predictive features from CapsNet could be used to feed other well-known models,
such as Support Vector Machine, which has proven to achieve high performance [69]. The
results corroborated that data augmentation and transfer learning are suitable techniques
to improve the proposal and all studied CNN models, overcoming common issues in
melanoma diagnosis, such as small datasets and imbalance data. Finally, the proposed
model significantly outperformed state-of-the-art CNN models that haven previously been
applied for solving melanoma diagnosis problem, confirming the potential that possess
this novel neural network architecture.

The research on CapsNet is still at early stage and, therefore, few application on
real-world problems can be found so far. Consequently, more research and extensive
experimental study should be conducted in order to demonstrate and confirm the full
potential of this neural network architecture. As future works, we will also design ensemble
learning techniques for a better application in small and medium problems. Finally, we
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encourage further development of the research line that combines the proposal and other
CNN models for a better melanoma diagnosis.
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posed.
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data.
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Networks models using 16 skin lesion datasets.



A framework to build accurate Convolutional Neural

Network models for melanoma diagnosis
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Abstract

In the past few years, Convolutional Neural Networks have achieved perfor-
mance levels similar to those achieved by dermatologists. However, the diag-
nosis of melanoma remains a challenging task, mainly due to the high levels
of inter and intra-class variability present in images of moles. Aimed at de-
veloping new methods for an effective melanoma diagnosis, a new framework
is proposed. The training process is expertly guided by an active learning
approach where the architectures implicitly learn about the complexity of
individual images through query strategies, which allows us to adjust the
training process and achieve better performance. In addition, we propose
a batch-based query strategy that enables a more stable and faster train-
ing process. Also, the framework leverages segmentation, data augmentation
and transfer learning to enhance melanoma diagnosis. The framework is
composed by several specialized blocks, which allow us to measure how the
diagnosis is improved after each step. In this sense, blocks could be cus-
tomized and do not depend on specific models. An extensive experimental
study was conducted on 16 skin image datasets, where five state-of-the-art
models were significantly outperformed. This study corroborated that new
active learning query strategies can be employed to effectively train neural
networks architectures for the diagnosis of melanoma, achieving 182% bet-
ter predictive performance in Xception, and an overall 11% and 20% better
predictive performance in dermoscopic and non-dermoscopic images, respec-
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tively. In addition, the informativeness value of each image is shown, which
leads to identify the hardest images for the predictive models. Finally, the
proposal required 2% of the total training time, and needed 61% less training
epochs.

Keywords: melanoma diagnosis, convolutional neural networks, active
learning, query strategy, data augmentation, transfer learning,
segmentation

1. Introduction1

Melanoma is the most dangerous type of skin cancer. It can appear2

anywhere, but it is most often found on areas of the body that are exposed3

to the sun. For example, in the United States, 106,110 new cases of invasive4

melanoma and 7,180 deaths are expected in 2021 [1]. This requires further5

research and the development of improved diagnostic methods. However,6

despite the progress made during recent years, the diagnosis of melanoma is7

still a challenge due to the uncertainty and complexity of its symptoms [2].8

In addition, differences between samples of the same illness can be found,9

making the diagnosis even more difficult. Several methods have been applied10

in the diagnosis of melanoma, including the clinical procedure known as11

Asymmetry, Border, Color, Diameter and Evolution (ABCDE) which helps12

dermatologists differentiate between skin lesions [3]. However, despite their13

experience, dermatologists rarely achieve test sensitivities greater than 80%14

[4]. If doubts remain, a biopsy is performed.15

On the other hand, computational methods such as Convolutional Neu-16

ral Network (CNN) has been demonstrated that may match or even surpass17

diagnoses made by dermatologists [5]. CNN models automatically learn high-18

level abstract features from raw images and do not need previously extracted19

characteristics [6]. CNN models began being used for image processing after20

AlexNet [7] won the well-known ImageNet Large Scale Visual Recognition21

Challenge (ILSVRC) in 2012. Since 2016, The International Skin Imaging22

Collaboration1 (ISIC) has hosted a challenge in which more than 180 teams23

have participated. Competitors solve challenges related to lesion segmen-24

tation, detection of clinical diagnostic patterns and lesion classification. In25

addition, several more advanced pipelines have been proposed. For example,26

1https://www.isic-archive.com

2



Kaur et al. [8] proposed a segmentation framework by using a custom ar-27

chitecture based on atrous/dilated convolutions, which enabled the proposal28

to extract lesions in less time. The authors claim higher performance than29

the best ones of the ISIC contests regarding segmentation. However, bear in30

mind that the previous proposal needs a training step, which is avoided in31

the current segmentation block that will be presented in the next steps of our32

proposal. Also, Basak et al. [9] researched on various scaled feature maps for33

computing the final segmentation mask. The authors built a custom network34

based on Res2Net [10], which achieved better performance than state-of-the-35

art methods in three well-known skin datasets. On the other hand, Lafraxo36

et al. [11] proposed a framework for detecting melanoma in dermoscopic im-37

ages. Different techniques were used in order to avoid over-fitting, such as38

dropout and data augmentation, which achieved an acceptable performance39

on three publicly available datasets. However, non-dermoscopic images were40

tested at discretion, with only one dataset evaluated. Nowadays, the number41

of non-dermoscopic images is increasing sharply, which is noteworthy.42

Most of the above solutions are based on CNN models. However, despite43

having proven to be successful in solving several complex problems [12], CNN44

models still present several issues that hamper their correct application in the45

diagnosis of melanoma. It is noteworthy that most of the existing public skin46

images datasets encompass only a few hundred or thousands of images, and47

at the same time CNN models fit a wide variety of non-linear data points.48

The above combination can lead to overfitting on datasets with small num-49

bers of training examples per class, therefore attaining a poor generalization50

capacity, e.g. as is the case in the UDA-2 dataset [13] with only 60 images. In51

addition, we analyzed a large number of datasets and found that they present52

large inter-class similarities and intra-class variances. CNN models are sensi-53

tive to the above characteristics and also to variations in viewpoints, changes54

in lighting conditions, occlusions and background clutter [14], which can be55

also found in skin cancer images. On top of that, although the majority of56

melanoma datasets consist of dermoscopic images verified and labeled by ex-57

pert dermatologists, there is a growing tendency to collect images taken with58

common digital cameras, which requires models to accurately predict both59

types of images. New capable models can boost the development of modern60

tools for a less expensive melanoma diagnosis, thus reducing invasive treat-61

ments and the required economical resources [15]. Finally, when taking a62

picture of the lesion, there is not a right position to do it. Bear in mind that63

CNN models are invariant to small transformations on the input, but not64
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invariant on rotation, color and lighting [16]; invariance to transformation65

is an important concept in image recognition and applies perfectly in skin66

images. If you take the input and transform it, the representation you end up67

with is the same as the representation of the original, which is what happens68

when you analyze skin images. Due to the large morphologic variation of69

moles, it is important to allow a model to detect the rotation or proportion70

changes and obtain the same abstract representation, thus attaining a more71

effective melanoma diagnosis.72

Taking into account the above limitations, the most proven and widely73

used techniques to improve the performance of CNN models for melanoma74

diagnosis are transfer learning and data augmentation [17]. For example, Es-75

teva et al. [5] applied a trained InceptionV3 model and augmented the dataset76

by a large factor of 720×. The authors achieved a performance on par with77

21 experts, proving the suitability of CNN models and these techniques for78

helping dermatologists to classify skin cancer. Although the above research79

is one of the most important for melanoma diagnosis, we believe that the80

computational resources to carry out their proposal are expensive. On the81

other hand, despite the advantages that other techniques offer for improving82

CNN models, such as ensemble learning, generative adversarial networks [18],83

multi-task learning methods [19, 20], and segmentation, it is worth highlight-84

ing some limitations in its application. Training ensemble models requires85

evaluating a high number of possibilities that increase the computational re-86

sources needed, such as the type of CNN models to combine, and how to87

combine the learned abstract features and individual predictions for each88

member. As for generative adversarial networks, these architectures require89

a complex training process where the generative and discriminative models90

need to be in balance, and commonly fail to converge [21]. As for multi-task91

learning, the lack of datasets that contain heterogeneous information is the92

main limitation when applying this paradigm for diagnosing melanoma, such93

as images and meta-data. Regarding segmentation methods, we believe one94

limitation is the lack of datasets with binary segmentation masks indicating95

the lesion areas, which are difficult, time-consuming and expensive to obtain96

[22]. Also, graphics processing unit (GPU) based segmentation methods are97

expensive to train, which is a handicap if we are already using GPU to train98

CNN models to make predictions, increasing the computational resources99

required.100

Finally, active learning has recently been applied to select a small subset101

of images from where the model learns [23]. However, CNN models usually102
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need tens of thousands to hundred thousands samples to achieve the best103

performance. For example, Shi et al. [24] used only a selection of the instances104

and did not achieve better performance in any evaluation metric compared105

to other proposals. However, the amount of available data in skin datasets106

is usually small, hampering the default application of the active learning107

approach in melanoma diagnosis. As a result, our proposal explores the entire108

pool of training data and organizes the mini-batches from where the CNN109

model learns. In this manner, after each epoch, the active learning query110

strategy extracts the informativeness value from each sample and decides111

when the CNN model analyzes that sample. We believe it is important to112

improve the training process itself, rather than incorporating more techniques113

disproportionately. In most cases, researchers rely on their expertise to select114

which techniques to apply, and there is no specific pattern that will produce115

a model with a high level of reliability. Furthermore, most studies do not116

follow a standard experimental study and only include a limited number of117

datasets.118

As a consequence of the above, in this work, a framework is presented,119

aiming to train CNN models and improve their performance in melanoma120

diagnosis. Commonly, a CNN model is trained following a mini-batch gradi-121

ent descent approach, which consists in randomly splitting the training set122

in small batches in order to calculate the model error. However, in this work123

a novel training process is proposed following an Active Learning (AL) ap-124

proach [25, 26], where AL determines which images go in every mini-batch.125

Nevertheless, the framework is not limited to melanoma diagnosis, and it126

could be applied to other real-world problems in the future. This is thanks127

to using query strategies, which calculate how informative each sample is128

for a CNN model. The aim is to prove that removing the randomness dur-129

ing training, and replacing it by a training process expertly guided by an AL130

approach, the architectures will implicitly learn about the complexity of indi-131

vidual images. Such complexities allow us to adjust the training process and132

achieve better performance in a lower number of iterations compared to ran-133

dom mini-batch sampling. In this manner it is possible to apply state-of-the-134

art AL query strategies or even implement new ones according to the context.135

In addition, we propose a new query strategy that samples both “easy” and136

“hard” instances, which guarantees a more balanced and controlled training137

process. Then, the models learn about the complexities of individual images138

and change its training sequence in the next epoch, achieving a high perfor-139

mance even with limited training data. In addition, the framework applies140
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an extension of the Chan-Vese segmentation algorithm for skin lesion images141

[27, 28], which do not need a training phase or previously segmented images,142

basic data augmentation techniques and transfer learning. It is well known143

that preprocessing the input data can improve the quality of any biomedical144

data analysis. In addition, data augmentation, which is performed to reduce145

overfitting and to obtain transformation-invariant models [29], and transfer146

learning from pre-trained ImageNet allow to alleviate the requirement for a147

large number of training data. These proposals allow us to train CNN mod-148

els in a more consistent way. Evaluation protocols and details are critical to149

support significant empirical findings.150

Experiments corroborated that all CNN models trained using the pro-151

posed framework significantly outperformed state-of-the-art methods. The152

segmentation block enabled a maximum gain of 11% in diagnostic perfor-153

mance when using NASNet as classifier. On the other hand, the proposed154

query strategy achieved 182% and 72% better predictive performance in155

Xception and Inception, respectively. Furthermore, we provided an anal-156

ysis focused on the AL component of the framework, understanding how the157

query strategies sample the instances and corroborating that query strate-158

gies are able to control the mini-batch training process. Finally, the best159

predictive performance is found in significantly fewer epochs.160

The rest of this work is organized as follows: Section 2 briefly presents161

the state-of-the-art in solving melanoma diagnosis problem mainly by using162

CNN models; Section 3 describes the proposed framework; the experimental163

design is shown in Section 4; the analysis and discussion of the results are164

portrayed in Section 5; finally, some highlights are presented in Section 6.165

2. Related works166

CNN models can automatically learn a set of abstract features from raw167

data and achieve a high performance without the need for extracting hand-168

crafted features [30]. However, there is a need to further improve performance169

to help dermatologists in decision making. Some authors have consistently170

achieved a significant high performance applying sophisticated techniques171

over CNN models to attain a better melanoma diagnosis, e.g. applying seg-172

mentation [31], basic data augmentation [17] and transfer learning [5], which173

we applied in our proposal and explained below.174

Skin lesion segmentation is a highly complex challenge for melanoma di-175

agnosis. For instance, from 2016 to 2018 there was a special task in ISIC176
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challenges related specifically to lesion segmentation. In ISIC-2016, consider-177

ing the top three average results, there was a slight improvement in the use of178

segmentation methods compared to its non-use, confirming its importance.179

Ronneberger et al. [32] designed a CNN model dubbed U-Net for biomedical180

image segmentation which relies on the use of data augmentation to use the181

available labeled images more efficiently. The U-Net architecture achieved182

an acceptable performance on different biomedical segmentation applications183

such as neuronal structures in electron microscopic recordings and skin lesion184

segmentation [33]. On the other hand, Alom et al. [34] proposed a recurrent185

residual U-Net model (dubbed R2U-Net). The model was tested on blood186

vessel segmentation in retinal images, skin cancer segmentation, and lung187

lesion segmentation. However, both U-Net and R2U-Net require a costly188

training process using GPU and more importantly, a prior knowledge from189

training data already segmented by expert dermatologists.190

Another widely used technique is data augmentation, which is commonly191

applied to build a low-variance model. It is performed applying random192

transformations on the original images. For example, Esteva et al. [5] applied193

data augmentation on the largest melanoma dataset reported to the date,194

each image was randomly rotated, cropped and flipped. On the other hand,195

Lenc and Vedaldi [16] evaluated CNN models by applying data augmentation196

and found that deeper models benefited the most when this technique was197

applied.198

In addition, transfer learning is a method which transfer and reuse a199

knowledge that was learned from a source task [35], where a lot of data is200

commonly available, e.g. the ImageNet dataset with more than one million201

of images. Several authors have shown the usefulness of transfer learning202

in melanoma diagnosis. Esteva et al. [5] used a pre-trained InceptionV3 on203

ImageNet and applied it in melanoma diagnosis. Khan et al. [36] applied204

pre-trained ResNet50 and ResNet101, extracting the best learned features205

that after were used to build a Support Vector Machine (SVM) model.206

Finally, AL is used in this work to lead the training process and avoid the207

randomness involved in the mini-batches. AL is a subfield of machine learn-208

ing and its hypothesis is that, “if a learning algorithm is allowed to select209

the data from which it learns, it can achieve a better performance with fewer210

labeled data”. AL has been applied in several computer-aided scenarios. For211

example, Zliobaite et al. [37] explored AL in data stream settings and pro-212

posed three AL strategies for streaming data that explicitly handle concept213

drift. The method focuses on selecting as few labeled instances as possible214
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for learning an accurate predictive model. On the other hand, Lin et al. [38]215

studied multiclass imbalance problems and proposed a sampling method for216

multilayer perceptrons. The method selected which data should be used to217

train the model. Furthermore, AL has been applied to improve the perfor-218

mance in CNN models. Sener and Savarese [23] applied AL to train CNN219

models more efficiently in the Canadian Institute For Advanced Research220

datasets, named CIFAR-10 and CIFAR-100 datasets. The authors selected a221

subset of images from which the model learned and the method significantly222

outperformed existing approaches by a large margin. However, the amount223

of available data in the 81% of skin datasets is 60× smaller compared to224

the above datasets and also the resolution in skin cancer images is greater,225

e.g. CIFAR-10 has 60,000 32x32 images compared to PH2 with 200 765x572226

images. This hampers the default application of the AL approach in the227

diagnosis of melanoma. Considering the above, we hypothesized that if CNN228

models were actively trained by smartly selecting which images go in each229

mini-batch, it could lead to achieve a better melanoma diagnosis. In essence,230

AL asks queries about the instances and these results are reflected in the231

next training epochs. The proposal explores the entire pool of training data232

and organizes the mini-batches from where the CNN model learns. In this233

manner, after each epoch the AL query strategy extracts the informative-234

ness value from each sample and decides when the CNN model analyzes that235

sample. The framework applies the most proven techniques, improving the236

performance of a CNN model after each step. Next, following the mentioned237

approximation, a new framework for melanoma diagnosis is described.238

3. A framework to build accurate Convolutional Neural Network239

models240

Let us say D = {(x1, y1), (x2, y2), . . . , (xn, yn)} is a dataset of n images,241

where xi represents an image and yi is the class. Let φ be a model that follows242

a CNN architecture, which learns the representations from the feature space243

and yields a prediction. Once the prediction for a given training image is244

computed, the loss obtained by applying φ on the ith training image (L(i))245

is computed by means of a binary cross entropy246

L(i) = −yi · log(ŷi)− (1− yi) · log(1− ŷi) (1)

where ŷi is the probability predicted by φ indicating that the ith training im-247

age is melanoma or nevus, and yi is the actual class of the image; in our case,248
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this probability can be computed by applying a sigmoid activation function249

on an output layer. Consequently, the goal is to find the set of parameters θ250

that controls φ such that the following empirical risk is minimized along the251

n training samples and φ,252

J(θ) =
1

n

n∑

i=1

L(i) (2)

To solve this optimization problem, any gradient descent algorithm that iter-253

atively minimizes the prediction errors on the training samples can be used,254

since the first derivative of the loss function used is well-defined. The deriva-255

tive of J(θ) with respect to the set of weight parameters of φ (θ) is computed256

as257

∂J

∂θ
=

1

n

n∑

i=1

∂L(i)
∂θ

(3)

where L(i) is the loss function of φ.258

There are three main ways of training a CNN model: stochastic, batch,259

and mini-batch. Stochastic gradient descent calculates the error and updates260

the model for each example in the training dataset. However, updating the261

model so frequently is more computationally expensive. On the other hand,262

batch gradient descent calculates the error for each example, but it only up-263

dates the model after all training examples have been evaluated. However,264

the more stable error gradient may result in premature convergence of the265

model to a less optimal set of parameters. Also, commonly, batch gradient266

descent implementations require the entire training dataset in memory and267

available to the algorithm, which is very computationally expensive. Finally,268

mini-batch gradient descent splits the training dataset into small batches269

that are used to calculate model error. The above method has several advan-270

tages, such as that the model update frequency is higher than batch gradient271

descent, which allows a more robust convergence, avoiding local minima;272

batch-based updates provide a computationally more efficient process than273

stochastic gradient descent; and the split in small batches allows the effi-274

ciency of not having all training data in memory. All images in the batch are275

processed in parallel using GPU memory, significantly increasing the training276

speed; also, small batches can serve as a regularizing effect [39]. Therefore, in277

this work the CNN models were trained using mini-batch gradient descent.278

Commonly, during each epoch each mini-batch is formed by images taken279

randomly from the training set. However, we propose a different approach.280
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Figure 1: Steps of the proposed Active Learning framework.

We hypothesize that if a CNN model is allowed to select in which order it281

trains over the images it can achieve a better performance in fewer iterations.282

We are aware that CNN models commonly require a large collection of data283

in order to build an accurate model. In this context AL is applied not in a284

traditional way, which is building φ with the minimum number of training285

samples. Instead of that, AL provides us the sequence of images from which286

the model trains.287

Figure 1 shows how the proposed framework is integrated within the288

training process of the model φ. Firstly, the images are segmented following289

our own extension of the Chan-Vese algorithm [27]. The above algorithm290

is designed to segment objects without clearly defined boundaries and is291

based on techniques of curve evolution, Mumford-Shah [40] functional for292

segmentation and level sets. The first step is to apply the above method293

on the input images in order to obtain a mask with positive and negative294

values. Then, our custom procedure was introduced, which experimentally295

showed to be effective for skin cancer image analysis. We select the pc of296

the positive pixels within the centre, which is motivated by Suzuki et al.297

[41], where the authors encouraged the use of images centered on the lesion298

in order to perform a more accurate analysis in medical imaging. Then,299

all positive clusters of pixels that intersect pc are merged, obtaining a new300

segmentation mask. Finally, the segmented image is obtained after applying301

the new mask on the original image. Bear in mind that pc could be tuned302

depending on the datasets.303

Secondly, data augmentation is applied in the segmented images, increas-304

ing the number of images, reducing overfitting and attaining a high general-305

ization capacity. Thirdly, the resulting images are sorted randomly. Fourthly,306
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φ is trained for N epochs using mini-batch gradient descent following the307

given order. Fifthly, φ computes ŷi and the query strategy (Q) calculates308

the informativeness values over all D following a pool-based active learning309

scenario [26]. Sixthly, D is sorted according the informativeness values and310

Q; the query strategy decides whether it is ascending or descending. Then,311

steps from IV to VI are repeated until a stop condition is satisfied. Finally,312

a model φ is returned. Next, it is explained in detail how to calculate the313

informativeness values by using AL in this particular scenario.314

Let us say Q and I = {I1, I2, . . . , In} are the query strategy and the set315

of values associated with dataset D, respectively, where Ii represents how316

informative the sample Xi is for φ. Generally speaking, every N epochs,317

Q analyzes D and updates I as follows: Ii = Q(Xi, φ). Then D is sorted318

according I. After that, each mini-batch is assembled considering the values319

of I. For instance, let us say that each mini-batch is composed by b sam-320

ples. The first mini-batch will be composed by the b most informative and321

the last mini-batch by the b least informative samples. Scenarios and query322

strategies are two main components of AL [26]. The scenario in AL controls323

how is the interaction between the oracle, the CNN model and the query324

strategy. There are two main scenarios, stream-based selective sampling and325

pool-based active learning. Stream-based selective sampling assumes that326

evaluating an image is free (or inexpensive), so it can first be sampled from327

the actual distribution, and then the CNN model can decide whether or not328

to request its evaluation, usually using a threshold. This scenario has the dis-329

advantage that by directly selecting an image it may be ignoring whether any330

of the following is more informative for the CNN model. On the other hand,331

pool-based active learning assumes that there is a pool of samples available.332

Images are greedily queried, according to an informativeness measure used333

to evaluate all images in the pool. This scenario has been applied before334

in other tasks such as text classification and image classification [42]. The335

above scenario is the one that best suited our problem, because we need to336

keep the entire training set sorted.337

The selected AL scenario requires evaluating the informativeness of the338

pool of samples. There have been many proposed query strategies. However,339

in this framework AL is used in a particular manner, so only the most feasible340

query strategies in providing a measure of uncertainty about each sample are341

considered. The simplest and most commonly used query strategy is Uncer-342

tainty Sampling (US), which also has few variants, such as Relevance Sam-343

pling (RS) and Least Confident Sampling (LC) [43, 44]. Nevertheless, other344
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more complex query strategies are compatible with the framework and could345

be applied, such as Query-by-committee (QBC) [45] and Density-Weighted346

methods (ID) [46].347

In LC, a CNN model queries the instances where there is less certainty348

about how to label them, and the opposite for RS. For our problem, the349

informativeness values can be calculated as350

x∗
LC = argminx ŷ∗i (4a)

351

x∗
RS = argmaxx ŷ∗i (4b)

where ŷ∗i means the probability of the most likely class labeling and x∗
LC352

and x∗
RS represent the most informative samples for each query strategy,353

respectively. For example, considering a binary classification scenario, x∗
LC354

will be the sample with ŷi closest to 0.5 and x∗
RS will be the one with highest355

ŷi. In other words, for LC query strategy the first images to train are those356

harder to predict for the CNN model. On the other hand, RS put first the357

images from those the model feels more positive about its prediction.358

In QBC, a committee C = φ1, φ2, ..., φn of models is considered, e.g.359

MobileNet, DenseNet and Xception. The models train on the same training360

set, but represent different hypotheses. Each member is allowed to vote on361

the query images. Commonly, the most informative image is considered to be362

the one which the committee members most disagree. The aim is to minimize363

the version space, which represents the set of hypotheses that are consistent364

with the training data. For measuring the level of disagreement, there are365

several approaches, two of them are vote entropy (VE) and Kullback-Leibler366

divergence (KL), and can be calculated as367

x∗
V E = argmaxx−

∑

i

V (yi)

C
log(

V (yi)

C
) (5)

368

x∗
KL = argmaxx

1

C

C∑

c=1

D(Pφj||PC) (6)

369

D(Pφj||PC) =
∑

i

P (yi|x;φj) log
P (yi|x;φj)

P (yi|x;C)
(7)

where yi is the predicted label, V (yi) is the number of votes for that label, φj370

represents the model j in the committee of models C, and finally P (yi|x;C) =371
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1
C

∑C
c=1 P (yi|x;φj) is the agreement probability that yi is the right label.372

However, the training of this type of model commonly requires the assessment373

of a high number of possibilities that hamper the process, such as the number374

and type of CNN models to combine. US and QBC are prone to querying375

outliers, which has been the motivation for creating other more advanced376

query strategies that also consider representativeness between samples. In377

ID, the aim is to find which sample is the most uncertainty for φ, but also is378

representative of the training set D; this query strategy can be calculated as379

x∗
ID = argmaxxωA(x)×

(
1

D

D∑

d=1

sim(x, xd)

)β

(8)

where ωA(x) means the informativeness value of x according to another base-380

line query strategy A, such as US and QBC. The second term calculates the381

average similarity of the current sample to all other instances in the training382

set.383

The idea of sampling both “easy” and “hard” samples has previously384

shown potential advantages compared to the baseline random method. Both385

approaches follow different paths when training, but reduce variance, achieve386

different local minima, and are better compared to random mini-batch sam-387

pling. In this work we also proposed a new query strategy named Uncertainty388

Mixed Sampling (UMix), combining the aforementioned strategies in a sim-389

ple manner. During odd epochs the strategy will behave as Eq. 4a, firstly390

analyzing complex samples for the model, which have previously achieved391

high performance in a faster way [47]. On the other hand, at even epochs392

the proposal will change to Eq. 4b, which is inspired by how children learn,393

from samples of increasing difficulty [48]. In this manner, the training pro-394

cess is implicitly balanced and controlled by the learning needs of φ. An395

analysis about how the query strategies and the models sample the instances396

is shown in Section 5. In this way, we are able to prove our initial hypothesis397

where the models learn about the complexities of individual instances and398

automatically change their behavior after each epoch.399

4. Experiments400

This section describes the experimental design carried out in this work.401

First, the datasets and the experimental protocol are portrayed, and then,402

the evaluation process and the software and hardware are presented.403
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4.1. Image datasets for melanoma diagnosis404

To test the proposal, dermoscopic and non-dermoscopic images were ob-405

tained from several reputable sources [6]. Table 1 shows a summary of the406

benchmark datasets. Only the images labeled as melanoma and nevus were407

considered, being in total 36,703 images. Most datasets present high imbal-408

ance ratio (ImbR), up to 10 in the case of MSK-3, commonly hampering the409

learning process. The intra-class (IntraC) and inter-class (InterC) metrics410

show the average distances between images belonging to different classes, as411

well as between images belonging to the same class. Both metrics were com-412

puted using the Euclidean function distance; each image i was represented413

as a vector. Then, the ratio (DistR) between these metrics showed that both414

distances are similar, which commonly indicates a high degree of overlapping415

between classes. Finally, the silhouette score (Silho) [49] was calculated,416

representing how similar an image is to its own cluster compared to other417

clusters. The results indicated that images were not well matched to their418

own cluster, and even samples belonging to different clusters are close in the419

feature space.420

4.2. Experimental settings421

In the first phase of the experimental study, the proposed segmentation422

algorithm was applied on PH2, DERM-LIB, ISIC-2016 and ISIC-2017, where423

these datasets were manually segmented by expert dermatologists and are424

commonly used as benchmarks due its high quality [50, 51]. The aim was425

to find how much the method is close to expert segmentation. Also, we426

compared the segmentation algorithm to U-Net and R2U-Net. Bear in mind427

that the above CNN architectures need prior training. In order to obtain428

the segmentation mask of an image X, the CNN architectures were trained429

during 150 epochs with 10% of images as validation set and the rest as430

training set. The best model obtained during validation was applied on the431

image X and a segmentation mask was obtained.432

In the second phase of the experimental study the framework was eval-433

uated with the following state-of-the-art CNN models that have previously434

been used in melanoma diagnosis [6]: InceptionV3, DenseNet, MobileNet,435

Xception and NASNetMobile. In this phase each model was compared itself436

as follows: (I) without any technique, (II) applying transfer learning and437

data augmentation in train and test, (III) the same as (II) but using the438

segmented images, and finally, (IV) the same as (III) but training with the439

proposed active learning mini-batch sampling method.440
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Table 1: Summary of the benchmark datasets. The datasets are grouped in dermoscopic
and non-dermoscopic.

Dataset Img ImbR IntraC InterC DistR Silho
BCN20000 17,393 2.848 9,014 10,107 0.892 0.153
DERM-LIB 407 4.355 7,171 9,163 0.783 0.270
DERM7PT-D 827 2.282 15,971 16,866 0.947 0.087
HAM10000 7,818 6.024 8,705 9,770 0.891 0.213
ISBI2016 1,273 4.092 10,553 10,992 0.960 0.101
ISBI2017 2,745 4.259 9,280 9,674 0.959 0.089
MSK-1 1,088 2.615 11,753 14,068 0.835 0.173
MSK-2 1,522 3.299 9,288 9,418 0.986 0.062
MSK-3 225 10.842 8,075 8,074 1.000 0.112
MSK-4 943 3.366 6,930 7,162 0.968 0.065
PH2 200 4.000 12,688 14,928 0.850 0.210

UDA-1 557 2.503 11,730 12,243 0.958 0.083
UDA-2 60 1.609 11,297 11,601 0.974 0.020

DERM7PT-C 827 2.282 15,442 16,318 0.946 0.086
MED-NODE 170 1.429 9,029 9,513 0.949 0.068
SDC-198 648 4.735 14,054 14,840 0.947 0.116

The configuration listed in Table 2 was used to train all the models for441

any of the experiments as following: the learning rate (α) was equal to 0.01442

and it was reduced by a factor of 0.2 if an improvement in predictive per-443

formance was not observed during 10 epochs; the weights of the networks444

were initialized using Xavier method [52]; a batch of size 8 was used due the445

medium size of the used datasets; and the models were trained along 150446

epochs. Stochastic Gradient Descent (SGD) [53] was used for training the447

models, SGD is one of the most used optimizers for training CNN models448

and despite its simplicity, it performs well across a variety of applications449

and has been successfully applied for training networks in melanoma diag-450

nosis [17, 6]. Training CNN models is an arduous task, therefore we selected451

Relevance Sampling, Least Confident Sampling and the proposal UMix as452

query strategies. The aim of this work is to corroborate that training CNN453

models powered by an AL approach can lead to better performance, rather454

than finding the best possible configuration. Regarding the tuning of the455

hyper-parameters of SGD, it is noteworthy that finding the optimal set of456

the hyper-parameter values is a task that commonly requires expensive and457
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Table 2: Basic configuration used.
Parameter Value

pc 40%
Rotations [1°,270°]

Flip vertical and horizontal
Translations in X and Y [-30%,30%]

Crop [10%,30%]
Number of epochs 150

Mini-batch size 8
Learning rate (α) SGD=0.01

Factor for decreasing α 0.2
Data augmentation factor on test 10×

Final prediction soft-voting strategy

Query strategies
Relevance sampling Eq. 4b,
Least confident Eq. 4a,

Uncertainty Mixed Sampling

arduous work due to the many possible combinations [54]. In this work, a458

tuning process was not carried out and so the results could not be conferred to459

an over-adjustment. The datasets utilized in this work correspond to binary460

classification problems, so the cost function used for training the models was461

defined as the average of the binary cross entropy along all training samples.462

Data augmentation technique was applied to tackle the imbalance problem463

by applying and combining basic transformations. After splitting a dataset464

in training and test sets, training data were balanced by creating new images465

until the number of melanoma images was equal to normal ones, and the466

generated training images were considered as independent from the original467

ones. On the other hand, test data were expanded by randomly augmenting468

each test image at least 10 times, but the generated images remained related469

to the original ones. As a result, the classes’ probabilities for any test image470

and its related set of images were averaged using a soft-voting strategy to471

yield a final prediction. Finally, we made available the source code2 in order472

to extend the present work.473

4.3. Evaluation process474

Regarding the evaluation process of the CNN models, a 3-times 10-fold475

cross validation process was conducted on each dataset and the results were476

2https://github.com/eperezp1990/melanoma-al
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averaged across all fold executions. As can be seen in Table 1, the imbalance477

ratio in skin image datasets is large (from 1.6× to 10.8×), e.g. in HAM10000478

there are 6× more normal samples compared to malignant. As a result, in479

each fold execution, Matthews Correlation Coefficient (MCC) was used to480

measure the predictive performance of the models. MCC is widely used in481

Bioinformatics as a performance metric [55, 56, 57, 6, 58], and it is specially482

designed to analyze the predictive performance on unbalanced data, even483

if the classes are of very different sizes. MCC gives a good summary of a484

confusion matrix, and it is computed as485

MCC =
tp × tn − fp × fn√

(tp + fp)(tp + fn)(tn + fp)(tn + fn)
(9)

where tp, tn, fp, and fn are the number of true positives, true negative, false486

positives, and false negatives, respectively. MCC is in range [−1, 1], where 1487

represents a perfect prediction, 0 indicates the model is performing similarly488

to random prediction, and -1 an inverse prediction. Non-parametric statis-489

tical tests were used to detect whether there was any significant difference490

in predictive performance. Friedman’s test was conducted in cases where a491

multiple comparison was carried out, and afterward, Hommel’s post-hoc test492

[59] was employed to perform a multiple comparison with a control algorithm.493

On the other hand, Wilcoxon Signed-Rank test [60] was performed in those494

cases where only two individual methods were compared. All hypothesis495

testing were conducted at 95% confidence.496

4.4. Software and hardware497

The experimental study was executed in Ubuntu 18.04, Intel Core i7-498

8700K Processor, 64 GB DDR4 RAM, four GPUs Geforce GTX 1080-Ti499

and four GPUs NVIDIA Geforce RTX 2080-Ti. All the experiments were500

implemented in Python v3.6, and the CNN models were developed by using501

Keras framework v2.2.4 as high level API, and TensorFlow v1.12 as backend.502

5. Results and discussion503

This section analyzes the performance of the proposed framework in each504

step. Histograms and barcharts summarized the results obtained by the AL505

component of the framework.506
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5.1. Baseline methods507

Firstly, the segmentation step was extensively evaluated by calculating508

the UN score of each image, and these results are available at the KDIS509

Research Group web page3. The applied segmentation method obtained510

the best average performance in the four datasets. Friedman’s test rejected511

the null hypothesis in DERM-LIB, ISIC-2016 and ISIC-2017 datasets. The512

proposal was ranking first and afterwards, the Hommer’s post-hoc test was513

conducted by considering our extension as the control method. The results514

showed the proposal significantly outperformed both U-Net and R2U-Net,515

except when comparing it to U-Net in ISIC-2017. In PH2 no significant516

differences were encountered between the three methods, the Friedman’s test517

did not rejected the null hypothesis. However, the proposal was ranking first.518

The extension does not required prior training and can be used with only a519

CPU, avoiding a significant amount of computational power for training like520

those using GPU.521

On the other hand, the selected CNN models were compared using and522

not the segmentation block in order to measure whether it is appropriate to523

use. DenseNet and MobileNet were the top average models, and achieved the524

best performance in 50% and 44% of the datasets, respectively. The 81% of525

the winners were the models that used the proposed segmentation method.526

NASNet reached 11% as maximum gain in MCC, as well as DenseNet, Xcep-527

tion, Inception, and MobileNet, with 7%, 6%, 6%, and 4%, respectively. In528

addition, we searched for significant differences between all the techniques529

grouped by CNN models. As a result, Friedman’s test rejected the null hy-530

pothesis with a p-value of 3.606E-08, 8.355E-08, 7.356E-10, 1.161E-08 and531

1.931E-06 in DenseNet, Inception, MobileNet, NASNet and Xception, re-532

spectively. The segmentation method was ranking first in all CNN models533

and afterwards, the Hommer’s post-hoc test was conducted by considering534

STD as the control method. Our method significantly outperformed all tech-535

niques in Inception. In the rest of the models STD significantly outperformed536

baseline and data augmentation. Full results can be found in the available537

web page.538

In summary, we corroborated that the segmentation method applied in539

this work was suitable to effectively improve the average prediction perfor-540

mance in all CNN models. In the following Sections we will compare the best541

3Results can be found at http://uco.es/kdis/framework-cnn-melanoma
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Table 3: Average MCC values obtained by using AL query strategies. The best MCC
values by dataset were highlighted in bold typeface. “R”, “L” and “M” mean Relevance
Sampling, Least Confident and the proposal, respectively. The last rows show the Fried-
man’s test rankings and the Hommel’s p-values, where strike values represent the ones do
not have significant differences compared to the best ranked.

Dataset
DenseNet InceptionV3 MobileNet NASNet Xception

R L M R L M R L M R L M R L M
BCN20000 0.967 0.972 0.991 0.952 0.984 0.984 0.956 0.969 0.988 0.955 0.961 0.970 0.937 0.939 0.978
DERM-LIB 1.000 1.000 1.000 0.992 0.992 1.000 0.984 0.989 1.000 0.967 0.979 1.000 0.984 0.976 1.000

DERM7PT-C 0.858 0.891 0.896 0.812 0.820 0.844 0.838 0.884 0.889 0.722 0.780 0.886 0.716 0.777 0.818
DERM7PT-D 0.892 0.927 0.936 0.865 0.913 0.916 0.877 0.898 0.909 0.767 0.768 0.899 0.815 0.859 0.857
HAM10000 0.990 1.000 1.000 0.995 0.958 1.000 0.991 0.995 1.000 0.994 0.995 1.000 0.946 0.980 1.000
ISBI2016 0.948 0.966 0.927 0.954 0.955 0.955 0.947 0.953 0.950 0.922 0.937 0.940 0.922 0.918 0.920
ISBI2017 0.969 0.964 0.988 0.956 0.946 0.965 0.933 0.959 1.000 0.942 0.956 0.976 0.944 0.943 0.964

MED-NODE 0.856 0.879 0.887 0.861 0.924 1.000 0.857 0.858 0.887 0.771 0.740 0.887 0.799 0.837 0.849
MSK-1 0.949 0.980 0.977 0.934 0.953 0.977 0.964 0.973 0.951 0.867 0.883 0.932 0.881 0.888 0.878
MSK-2 0.966 0.962 0.982 0.938 0.940 0.964 0.934 0.989 1.000 0.919 0.931 0.870 0.964 0.943 0.964
MSK-3 0.980 1.000 1.000 0.959 1.000 1.000 1.000 1.000 1.000 0.842 0.854 1.000 1.000 1.000 1.000
MSK-4 0.957 0.963 0.971 0.936 0.941 0.919 0.944 0.987 0.961 0.853 0.896 0.941 0.914 0.936 0.913
PH2 1.000 1.000 1.000 0.973 1.000 1.000 1.000 1.000 1.000 0.955 0.891 1.000 0.984 0.984 1.000

SDC-198 1.000 1.000 1.000 0.984 0.984 1.000 1.000 1.000 0.979 0.905 0.914 1.000 0.968 0.969 1.000
UDA-1 0.889 0.906 0.913 0.877 0.862 0.864 0.875 0.853 0.919 0.685 0.758 0.760 0.782 0.820 0.778
UDA-2 0.747 0.778 0.800 0.676 0.701 0.707 0.739 0.784 0.707 0.683 0.581 0.707 0.424 0.505 1.000

Friedman 2.625 1.938 1.438 2.625 2.063 1.313 2.594 1.781 1.625 2.750 2.125 1.125 2.375 2.031 1.594
p-values 1.6E-3 1.6E-1 - 4.1E-4 3.4E-2 - 1.2E-2 6.6E-1 - 8.6E-6 4.7E-3 - 8.6E-6 4.7E-3 -

baseline and the best AL query strategy.542

5.2. Comparison between AL query strategies543

Table 3 shows the average MCC values obtained by all the AL query544

strategies considered in the comparative study. The results show that the545

proposed query strategy UMix achieved the maximum MCC value in nine546

datasets, and it did not deteriorate its performance on datasets having an547

imbalanced number of samples per class (e.g. MSK-3, HAM10000, and SDC-548

198). Statistical analysis were carried out independently for every CNN549

model. Friedman’s test rejected the null hypothesis in all subsets of models550

and its rankings indicated the proposal obtained the first position always (see551

the penultimate row of the table). Afterwards, the Hommel’s post-hoc test552

was conducted by considering the proposal as the control method, and the553

results showed it significantly outperformed Relevance Sampling in all CNN554

models and also Least Confident in InceptionV3, NASNet and Xception, so555

demonstrating that a superior predictive performance can be attained by ap-556

plying new stable and more dynamic query strategies. The results revealed557

that AL is suitable to better train CNN models for melanoma diagnosis.558

However, it could be interesting to assess the nature behind how the query559

strategies drive the sampling of the data, which is analyzed in the next Sec-560

tion. These aspects help shed light on the AL component of the framework.561
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5.3. Analyzing the informativeness values562

Figure 2 and Figure 3 show comprehensive views about the informative-563

ness values from PH2 dataset, which guided the model through the sampling564

process. As can be seen in Figure 2, Least Confident and Relevance Sam-565

pling sampled images first more often than others along the dataset. The566

sampled images from both approaches followed different distributions, as ex-567

pected due to their conflicting nature. However, bear in mind that although568

the both are opposites, the output rankings are not inversely equals due it569

depends in how each CNN model learns after each epoch. In fact, only the570

first ranking of both Least Confident and Relevance will be inversely equals.571

After the first epoch, the model will change its learning needs according with572

the given order. For example, Figure 3 shows a selection of 50 sorted sam-573

ples. In all cases the first sample is the most informative, but the rest were574

selected at intervals of 5 samples in order to have an overall view about the575

sampling process. These values corroborate that all data are not seen more576

or less equally often in the same order (Figure 3a and Figure 3b). Also, it577

is shown the standard deviations from the sample indexes, which prove that578

after each epoch, φ changes its opinion about how informative an instance is,579

pointing to the fact that AL indeed helps φ during the training process. For580

example, the most informative sample in Least Confident is one of the less581

informative samples in Relevance Sampling. However, the most informative582

sample in Relevance is not the less informative in Least Confident. In fact,583

it is 40 positions ahead from the last ranking. Furthermore, Least Confident584

informativeness values fall faster and have less fluctuation compared to Rel-585

evance, e.g. the last sample in Figure 3a have an average informativeness586

value of 0.098 with a standard deviation of 27 compared to the last sam-587

ple in Figure 3b with 0.185 and 71, which is almost the double and triple,588

respectively.589

This analysis corroborated our initial hypothesis where φ learned about590

the complexities of individual samples and automatically changed its train-591

ing sequence after each epoch. On top of that, a new query strategy was592

developed by combining both classical approaches and its informativeness593

values are also shown. Figure 2c and Figure 3c show that all instances are594

treated with similar importance at the end of the training process in our pro-595

posal. These three approaches corroborated that the most important point596

is to sample the instances according to some query strategy instead of ran-597

dom sampling. However, it could be interesting to assess how much time the598

framework requires to calculate the informativeness values after each epoch,599
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(a) Least Confident sampling.

(b) Relevance sampling.

(c) Proposed UMix sampling.

Figure 2: Example that shows the average informativeness value (Y axis) of every instance
(X axis means the sample id) in PH2 dataset. Top dashed line means the maximum
possible importance for this training set, while the medium dashed line represents equal
average importance at the end of the training process.
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(a) Least Confident sampling.

(b) Relevance sampling.

(c) Proposed UMix sampling.

Figure 3: Example showing details about the average informativeness values in a selection
of 50 samples from PH2 dataset. It is shown the informativeness values rounded to the
nearest integer (Y axis) and the standard deviation (SD); X axis means the sample id.
The samples are ordered from left to right according to the informativeness values, the
first samples are the most informative with 288 as the maximum possible value in this
training set.
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Table 4: Summary of the computational resources for training in PH2 dataset during
150 epochs. All columns indicate milliseconds, except GPU (GB). The best value for each
column is highlighted in bold typeface, e.g. MobileNet is the one that requires less training
time and finds faster the informativeness values.

CNN Training % AL % Total GPU
DenseNet201 9848550 92 845700 8 10694250 8.4
InceptionV3 4429500 92 401850 8 4831350 8.4
MobileNet 1612050 99 21600 1 1633650 8.1
NASNet 9918750 98 225150 2 10143900 2.3
Xception 3921150 87 593700 13 4514850 7.4

which is analyzed in the next Section.600

5.4. Analyzing the computational cost601

As for the computational cost of the proposed approach, Table 4 summa-602

rizes the training time of the compared models, as well as the proposed active603

learning approach. As mentioned before, the training time for segmenting604

is 0 ms, which is better compared to other previous proposals [32, 33, 34].605

Nevertheless, the framework is flexible and allows to customize its internal606

steps, e.g. authors are allowed to change the segmentation method in step607

1 to others such as U-Net and R2U-Net. Regarding the segmentation time,608

it took approximately 1713 ms to segment one image with only one CPU609

core. However, this process can be done only once at the beginning of the610

process. For example, the cost for segmenting all the 36,703 images from611

this work will be 17 hour/core. In this work we used two desktop Intel Core612

i7-8700K4 (24 cores in total), being capable of segmenting all the samples613

in less than an hour. Regarding the proposed active learning framework,614

the computational time required by Q to calculate the informativeness val-615

ues over all D depends on how complex the CNN model is. For example,616

by using MobileNet the proposed framework required only 1% of the total617

training time and achieved 8% better predictive performance, which is ap-618

proximately 144 ms in each epoch in order to analyze the pool of samples.619

In addition, NASNet increased the performance by approximately 20% using620

non-dermoscopic images and the active learning process only required 2% of621

the total training time. Also, bearing in mind that AL is able to achieve its622

4https://intel.ly/3hM0yaA
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Table 5: Average MCC values obtained by comparing the best random baseline method
(“STD”) to the best AL query strategy (“UMix”). The best MCC values by dataset were
highlighted in bold typeface; “F” represents the fold changes between the proposed query
strategy and STD. The last row shows the Wilcoxon’s test p-values.

Dataset DenseNet InceptionV3 MobileNet NASNet Xception
STD UMix F(%) STD UMix F(%) STD UMix F(%) STD UMix F(%) STD UMix F(%)

BCN20000 0.933 0.991 6 0.938 0.984 5 0.928 0.988 6 0.916 0.970 6 0.919 0.978 6
DERM-LIB 0.993 1.000 1 0.965 1.000 4 0.992 1.000 1 0.978 1.000 2 0.977 1.000 2
DERM7PT-C 0.813 0.896 10 0.771 0.844 9 0.812 0.889 9 0.728 0.886 22 0.741 0.818 10
DERM7PT-D 0.848 0.936 10 0.843 0.916 9 0.903 0.909 1 0.854 0.899 5 0.849 0.857 1
HAM10000 0.960 1.000 4 0.942 1.000 6 0.947 1.000 6 0.935 1.000 7 0.894 1.000 12
ISBI2016 0.878 0.927 6 0.825 0.955 16 0.854 0.950 11 0.829 0.940 13 0.843 0.920 9
ISBI2017 0.864 0.988 14 0.839 0.965 15 0.875 1.000 14 0.849 0.976 15 0.882 0.964 9

MED-NODE 0.699 0.887 27 0.766 1.000 31 0.768 0.887 15 0.665 0.887 33 0.759 0.849 12
MSK-1 0.940 0.977 4 0.873 0.977 12 0.899 0.951 6 0.852 0.932 9 0.860 0.878 2
MSK-2 0.889 0.982 10 0.817 0.964 18 0.870 1.000 15 0.867 0.870 0 0.832 0.964 16
MSK-3 0.959 1.000 4 0.969 1.000 3 0.966 1.000 4 0.808 1.000 24 0.938 1.000 7
MSK-4 0.868 0.971 12 0.847 0.919 9 0.850 0.961 13 0.823 0.941 14 0.829 0.913 10
PH2 0.967 1.000 3 0.964 1.000 4 0.987 1.000 1 0.937 1.000 7 0.971 1.000 3

SDC-198 0.956 1.000 5 0.929 1.000 8 0.979 0.979 0 0.922 1.000 8 0.941 1.000 6
UDA-1 0.808 0.913 13 0.762 0.864 13 0.813 0.919 13 0.716 0.760 6 0.734 0.778 6
UDA-2 0.513 0.800 56 0.410 0.707 72 0.580 0.707 22 0.441 0.707 60 0.355 1.000 182
p-values 2.189E-4 - 2.189E-4 - 2.412E-4 - 2.189E-4 - 2.189E-4 -

top predictive performance in fewer epochs, the true training time should be623

even lower. On the other hand, the most expensive for AL was DenseNet201,624

but only needing 8% of the total time in AL. In all cases the common training625

step consumed from 87% to 99% of the total time, which is expected. The626

proposal never consumed more than 13% of the total time. We believe our627

framework has an acceptable computational cost, mainly when it is combined628

with lightweight CNN models, such as MobileNet and NASNetMobile.629

Next Section will conduct a comparison between the best baseline method630

and the best AL query strategy in order to conclude the advantages of this631

proposal. Bear in mind that the best baseline method was our proposed632

STD.633

5.5. Comparing to state-of-the-art CNN models for melanoma diagnosis634

Table 5 summarizes the results obtained after training the five CNN mod-635

els with the baseline STD and UMix approaches. UMix obtained the highest636

MCC values in all datasets, except in SDC-198 and MED-NODE with Mo-637

bileNet and Xception, respectively, where both methods tied. The results638

were very promising, because the proposed UMix outperformed STD in all639

the datasets. The smallest fold changes were observed on DERM-LIB and640

PH2 datasets with improvements of only 2% and 4% in average, respectively,641

and where the performance with both approaches is high. However, there642

were cases where the fold changes attained high rates, e.g. fold changes of643
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Table 6: Average epochs values obtained by comparing the best random baseline method
to the best AL query strategy. The best epoch values by dataset were highlighted in bold
typeface, smaller values mean a more desirable result. “STD” and “UMix” mean all the
classical techniques and the proposed query strategy; “F” represents the fold changes,
where negative values mean the percentage of epochs that UMix is better compared to
STD, and positive values mean the opposite. The last row shows the Wilcoxon’s test
p-values.

Dataset
DenseNet InceptionV3 MobileNet NASNet Xception

STD UMix F(%) STD UMix F(%) STD UMix F(%) STD UMix F(%) STD UMix F(%)
BCN20000 45 14 -69 44 16 -64 20 16 -20 39 14 -64 25 9 -64
DERM-LIB 27 10 -63 30 10 -67 20 6 -70 30 10 -67 27 10 -63
DERM7PT-C 35 36 3 38 14 -63 37 38 3 45 24 -47 45 22 -51
DERM7PT-D 30 40 33 42 38 -10 32 36 12 45 50 11 48 19 -60
HAM10000 60 11 -82 50 12 -76 20 15 -25 58 10 -83 17 11 -35
ISBI2016 44 45 2 50 29 -42 40 20 -50 75 37 -51 36 23 -36
ISBI2017 36 13 -64 32 15 -53 39 19 -51 75 23 -69 36 15 -58

MED-NODE 40 8 -80 42 14 -67 35 13 -63 40 16 -60 40 15 -62
MSK-1 69 29 -58 64 23 -64 45 33 -27 75 26 -65 43 25 -42
MSK-2 57 40 -30 62 27 -56 40 19 -52 79 13 -84 40 15 -62
MSK-3 32 10 -69 42 16 -62 30 7 -77 50 11 -78 40 11 -72
MSK-4 55 32 -42 55 24 -56 45 11 -76 65 29 -55 43 16 -63
PH2 25 10 -60 54 11 -80 30 9 -70 40 10 -75 39 10 -74

SDC-198 34 14 -59 59 10 -83 33 10 -70 62 14 -77 45 14 -69
UDA-1 45 20 -56 63 30 -52 45 22 -51 68 13 -81 52 15 -71
UDA-2 24 18 -25 41 10 -76 21 11 -48 16 10 -38 31 10 -68
p-values 8.046E-4 - 2.189E-4 - 4.262E-4 - 2.656E-4 - 2.189E-4 -

182% and 72% were obtained on the UDA-2 dataset with Xception and In-644

ceptionV3, respectively. In overall, the poorest predictive performance was645

observed on the UDA-2 dataset, in average the models achieved 78% MCC.646

UDA-2 has the lowest Silhouette value, indicating a high overlapping level647

between classes and increasing the difficulty. However, even so the proposed648

framework reached a performance 182% and 72% higher than when apply-649

ing STD on Xception and InceptionV3, respectively. On the other hand,650

the best predictive performance was attained on the datasets DERM-LIB,651

HAM10000, PH2 and MSK-3. The first three datasets have the highest652

Silhouette values, meaning that they have a low overlapping level between653

images, which makes easier the task. Finally, in this comparison significant654

differences in performance were encountered, indicating the superiority of our655

proposal; the Wilcoxon’s test rejected the null hypothesis in all CNN models656

and the p-values are shown in the last row. Results showed the proposed657

pipeline was able to selectively choose the order in which the model should658

visit the samples during training, and in this manner it was possible to obtain659

better performance in all CNN models. On the other hand, the number of660

epochs required to train the CNN models was analyzed; the aim was to find661

how quickly the CNN models achieved its top performance. Table 6 summa-662
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rizes the results obtained after training the five CNN models. The results663

showed that all CNN models trained following the proposal framework UMix664

achieved the lowest number of epochs in the 92,5% of the time. DERM-LIB665

was the dataset where in average the models found faster their top perfor-666

mance needing only 9 epochs. In addition, DERM7PT-D and ISBI2016 were667

the most challenging datasets, in average the framework needed 37 and 31668

epochs, respectively. In average, Xception and MobileNet are the fastest669

CNN models achieving its top performance, with an average of 16 and 19670

epochs, respectively. Overall, DenseNet, InceptionV3, MobileNet, NASNet671

and Xception needed 45%, 61%, 46%, 61% and 59% less epochs to achieve672

their best predictive performance, respectively. Then, the Wilcoxon’s test673

rejected the null hypothesis in all CNN models and the p-values are shown674

in the last row. The framework is not only capable of training accurately675

CNN models, but it also achieves the top performance in a faster way. Next676

Section will conduct a comparison between using or not dermoscopic images.677

5.6. Dermoscopic versus non-dermoscopic images678

Figure 4 shows the average performance attained by the models by group-679

ing the datasets in dermoscopic and non-dermoscopic. This analysis shows680

differences between images taken with common digital cameras compared681

to those from dermatoscopes. Comparing the best baseline CNN models682

(S) versus the proposed UMix query strategy (M) by using non-dermoscopic683

images, it was obtained 20% and 15% of improvement on NASNet and Incep-684

tionV3, respectively. On the other hand, it was obtained 13%, 11% and 11%685

of improvement on Xception, InceptionV3 and NASNet by using dermoscopic686

images, respectively. Considering final results, DenseNet201 and InceptionV3687

achieved the best performances on dermoscopic and non-dermoscopic images,688

respectively. The results showed that the proposed framework attained the689

best performance whatever the type of image, so denoting the effectiveness690

of the approach. In addition, regarding cost-effectiveness analysis, we believe691

the proposal is suitable. For example, training NASNet with the proposed692

framework increased the predictive performance in 20% and only consumed693

2% of the total training time.694

6. Conclusions695

In this work, a framework for melanoma diagnosis has been proposed, al-696

lowing to build robust CNN models that best discriminate the images in their697
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(a) DenseNet201 (b) InceptionV3

(c) MobileNet (d) NASNet (e) Xception

Figure 4: Average MCC values on test sets by grouping the datasets in dermoscopic (top
bars) and non-dermoscopic (bottom bars). “B”, “TDA”, “S”, “R”, “L” and “M” mean a
baseline performance (i.e. none technique was applied), applying both transfer learning
and data augmentation, combining all the above techniques with segmented images, Rel-
evance Sampling, Least Confident and the proposal, respectively.
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corresponding categories. In addition, we propose a new query strategy that698

achieves a more balanced training process. The proposed framework com-699

prises three main phases, and we aim at showing the benefits of each block,700

being the proposed active learning query the main contribution. First, to seg-701

ment data, we applied an extension of the Chan-Vese segmentation method.702

The segmentation masks indicated that the proposal achieved better perfor-703

mance compared to state-of-the-art biomedical segmentation methods. The704

selected CNN models achieved the best performance the 81% of the times705

by applying the segmentation block, which can be extended in other similar706

areas. According to the results, the method was significantly effective ver-707

sus the rest of techniques when using InceptionV3. In addition, significant708

differences were also found in the rest of the models. Second, the data was709

increased to balance the number of images per category, reducing overfitting710

and obtaining transformation-invariant models. All models were benefit by711

using data augmentation, with a maximum gain of 683% in MobileNet, and712

an top average improvement of 122% in Xception. Also, we increased the713

performance applying transfer learning from pre-trained ImageNet. The ap-714

plied weights have increased in a top of 88% the performance in MobileNet.715

Xception was the less benefited when using the above technique. Third, the716

CNN models were trained following an active learning mini-batch process,717

where the models were trained from images according to the order estab-718

lished by the query strategy. Not only all the models achieved significantly719

better performance compared to the their top baselines, but also they did720

it in less training epochs, as shown in Tables 5 and 6. In addition, the ac-721

tive component of the proposal could be seen in action when comparing the722

different query strategies. The CNN models and active learning were capa-723

ble of changing the training sequence after each batch, which is the main724

contribution of the present work.725

An extensive experimental study was conducted on sixteen image datasets,726

attaining significantly better results compared to the best baseline method.727

In addition, the best predictive performance was found in a significantly lower728

number of epochs. Finally, it is noteworthy that the proposed approach is729

not strictly restricted to melanoma diagnosis problem and could be applied730

in other areas. Future works will conduct more extensive experiments to val-731

idate the full potential of the framework, for example by considering a wide732

set of hyperparameters to be tuned as well as other more complex query733

strategies.734
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Abstract

Early melanoma diagnosis is the most important factor in the treatment of skin cancer and can effectively reduce
mortality rates. Recently, Generative Adversarial Networks have been used to augment data, prevent overfitting and
improve the diagnostic capacity of models. However, its application remains a challenging task due to the high levels
of inter and intra-class variance seen in skin images, limited amounts of data, and model instability. We present a
more robust Progressive Growing of Adversarial Networks based on residual learning, which is highly recommended
to ease the training of deep networks. The stability of the training process was increased by receiving additional
inputs from preceding blocks. The architecture is able to produce plausible photorealistic synthetic 512 × 512 skin
images, even with small dermoscopic and non-dermoscopic skin image datasets as problem domains. In this manner,
we tackle the lack of data and the imbalance problems. Additionally, the proposed approach leverages a skin lesion
boundary segmentation algorithm and transfer learning to enhance the diagnosis of melanoma. Inception score and
Matthews Correlation Coefficient were used to measure the performance of the models. The architecture was evaluated
qualitatively and quantitatively through the use of an extensive experimental study on sixteen datasets, illustrating its
effectiveness in the diagnosis of melanoma. Finally, four state-of-the-art data augmentation techniques applied in five
convolutional neural network models were significantly outperformed. The results indicated that a bigger number of
trainable parameters will not necessarily obtain a better performance in melanoma diagnosis.

Keywords:
Melanoma diagnosis, Generative Adversarial Networks, Residual connections, Transfer learning

1. Introduction

Melanoma is one of the most lethal types of skin
cancer and begins in cells known as melanocytes. Ac-
cording to the American Cancer Society in its latest
publication of “Cancer Facts & Figures 2021”, just in
the United States, more than 100,000 new cases of
melanoma and 7,000 deaths were expected in 2021 [1].
However, the early diagnosis can increase the chance of
survival, achieving a 98% five-year survival rate. The
first step in the diagnosis of a skin lesion by a dermatol-
ogist is an initial clinical examination. If any doubt re-
mains, a dermoscopic analysis, biopsy and histopatho-
logical examination are performed [2]. With regard to
clinical diagnosis, dermatologists have an accuracy rate

∗Corresponding author
Email address: sventura@uco.es (Sebastián Ventura)

of between 65%-80% and up to 75%-84% through the
use of dermoscopic images [3, 4]. Despite the expertise
of dermatologists, early diagnosis of melanoma remains
a daunting task as it presents in many different shapes,
sizes and colors - even between samples in the same cat-
egory.

Nowadays, advanced computational techniques are
used in the diagnosis of melanoma in order to make
the diagnosis easier and aid dermatologists in their de-
cision making. For example, those based on descrip-
tors [5] and Convolutional Neural Networks (CNNs)
[6]. Descriptor-based methods require the previous ex-
traction of handcrafted features, which involves the ex-
pertise of dermatologists. However, this task is time-
consuming and prone to errors [7]. In order to solve
such limitations, CNN models have been applied to
learn high-level features from raw images without the
involvement of experts [2]. Several authors have cor-
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roborated that CNN models can overcome handcrafted
feature-based methods [8] and can even rival the predic-
tion accuracy of dermatologists [9].

CNN models have proven effective in solving com-
plex problems [10]. However, these models present
several disadvantages, specifically regarding their ap-
plication to skin lesion diagnosis. They are prone to
overfitting on datasets with a small number of train-
ing examples per category and, as a result, attaining a
poor generalization capacity. Also, CNNs require large
datasets in order to learn accurately, which is a major
issue in public melanoma datasets. On top of that, most
datasets are unbalanced, and the minority category is
often melanoma. On the other hand, CNN models are
sensitive to some characteristics in data, such as large
inter-class similarities and intra-class variances, varia-
tions in viewpoints, changes in lighting conditions, oc-
clusions and background clutter [11].

CNN models seem to work better with high-quality
and standardized conditions, such as dermoscopic im-
ages. However, keeping in mind the growing tendency
to collect images taken with common digital cameras,
we made the effort to include as many non-dermoscopic
datasets as possible [12]. In this way, it is possible
to reduce the number of invasive treatments and re-
quired economic resources in addition to boosting the
development of modern and inexpensive tools. Finally,
CNN models are approximately invariant to small trans-
lations to the input but are not rotation, color or lighting-
invariant [13]; invariance to a transformation is an im-
portant concept in the realm of image recognition. If
you take the input and transform it, the representation
you end up with is the same as the representation of the
original.

There are several techniques for overcoming the
problem of invariance and limited training datasets.
The most simple include basic data augmentation [14],
transfer learning [2] and ensemble learning [15]. In
the past few years, other techniques such as advanced
data augmentation through the use of multi-task learn-
ing (MTL) [16] and Generative Adversarial Networks
(GANs) [17], have emerged. Also, new architectures
have been proposed based on representing and preserv-
ing properties of a object such as position, size, texture,
and hierarchical spatial relationships [18]. So far, basic
techniques have been widely applied in the diagnosis
of melanoma, significantly improving the performance
of CNN models. However, advanced techniques like
GANs have been used with discretion in the diagnosis
of melanoma, which is further explained in Section 2.1.
Consequently, in this work, a new GAN-based approach
for diagnosing melanoma from images and a deep anal-

ysis of its core components are carried out.
Firstly, a more robust architecture inspired by GANs

is proposed. Generally speaking, GANs consists of
two models that are trained together in an adversar-
ial zero-sum game: a generative model that captures
the data distribution and a discriminative model that
predicts whether a sample is fake or not. However,
GANs are limited to small image sizes due to model
stability. We propose a customized Progressive Grow-
ing GAN architecture (PGGAN), which is a stable ap-
proach for training GANs models to generate large
high-quality images. This involves incrementally in-
creasing the size of the model during training and re-
quires a highly complex training process. In addition,
bearing in mind the restrictions in our problem, where
only few images are commonly available and high-
resolution images are needed, two residual connections
were used to progressively train the models, instead
of one. This approach is inspired by Residual Learn-
ing Framework (ResNet) [19] and Dense Convolutional
Network (DenseNet) [20], where each building block
receives additional inputs from preceding blocks. By
doing this, the stability of the training process was fur-
ther increased, particularly in small datasets. As such,
the generative model is capable of generating photoreal-
istic synthetic 512 × 512 skin images which are almost
indistinguishable from the real ones. As a result, it is
possible to accurately train deep CNN models to over-
come the lack of data present in skin datasets. Addi-
tionally, data augmentation helps to improve the gen-
eralization capacity of CNN models and can be used
as a regularization method in order to prevent overfit-
ting [21]. It is interesting to compare basic and ad-
vanced data augmentation techniques in a large num-
ber of datasets. Secondly, a lesion segmentation method
based on Chan-Vese segmentation algorithm is applied
[15]. It is well understood that a preprocessing phase
can improve the quality of any biomedical data analysis
[22]. The algorithm is capable of effectively obtaining
reliable segmentation masks without prior knowledge.
Thirdly, the proposed double residual architecture was
assessed qualitatively and quantitatively by using state-
of-the-art metrics. In this manner, we double-checked
for realism and high-quality images. Then, an exten-
sive experimental study was conducted on sixteen skin
image datasets in order to evaluate the augmented im-
ages. Five CNN models were trained with several state-
of-the-art data augmentation techniques, and that per-
formances were compared when training with the aug-
mented images. The results showed that the proposed
approach attained suitable results and significantly out-
performed the rest of techniques.
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The rest of this work is organized as follows: Sec-
tion 2.1 briefly presents the state-of-the-art in solving
melanoma diagnosis problem mainly by using CNN
models; Section 2.2 describes the proposal architec-
ture to augment images and how the CNN models were
trained; the analysis and discussion of the results are
portrayed in Section 3; finally, the concluding remarks
are presented in Section 4.

2. Material and methods

This section firstly describes the related works re-
garding the automatic cancer diagnosis from image
data, and then it presents the proposed architecture for
data augmenting images.

2.1. Related works

Since 2016, The International Skin Imaging Collabo-
ration1 (ISIC) project organizes annually a challenge in
which more than 180 teams have already participated.
Most submissions are based on CNN models, and it is
very common that authors applied additional techniques
to even improve the performance, such as transfer learn-
ing [2], lesion segmentation [23], data augmentation
[14] and in the last years advanced data augmentation
by using GANs [24].

Transfer learning is an effective method that tries
to transfer and reuse the knowledge that was extracted
from a source task, on a target task. The above helps to
alleviate the fact that it is required an enormous collec-
tion of data in order to build accurate CNN models. For
example, Esteva et al. [2] used Google’s InceptionV3
architecture pretrained on ImageNet, they remove the
final classification layer and then they re-trained with
129,450 skin lesion images. The CNN achieved a great
performance as was mentioned before. In addition,
Liang and Zheng [25] applied a custom transfer learn-
ing method for pediatric pneumonia diagnosis, which
involved 112,120 chest X-ray images labeled with 14
different chest diseases. The authors explored the prob-
lem of low image resolution, partial occlusion, and the
importance of transfer learning. The results showed that
the proposal achieved the top diagnostic performance in
the classification task of children pneumonia.

On the other hand, skin lesion segmentation is able to
isolate the lesion and it plays an important role improv-
ing the performance of CNN models. This is a complex

1https://www.isic-archive.com

task and it is very important because some areas not re-
lated with the lesion can lead CNN models to misclas-
sify samples. From ISIC-2016 to ISIC-2018 there was
a special task related to lesion segmentation. In ISIC-
2016, considering the top three average results, there
was a slight improvement when using segmentation.

Data augmentation is employed to obtain new data
through transformations of existing images [6] or gen-
erating new ones based in such images [24]. The above
helps reducing overfitting and obtaining transformation-
invariant models [13]. In the case of melanoma di-
agnosis, most of the datasets available lack of balance
between the categories, so data augmentation is com-
monly used to tackle imbalance [14]. For example,
Esteva et al [2] showed the suitability of CNN mod-
els as a powerful tool for melanoma diagnosis. The
authors augmented the images by a factor of 720 us-
ing basic random transformations, such as rotation, flip
and crop. Also, they compared the performance of a
CNN model versus 21 board-certified dermatologists on
biopsy-proven clinical images with two critical binary
classification use cases: keratinocyte carcinomas versus
benign seborrheic keratoses; and malignant melanomas
versus benign nevi. The results showed that the CNN
model achieved a performance on par with experts in
both tasks. In addition, Lenc and Vedald [13] trained
CNN models by applying random data augmentation,
where the benefits were more noticeable in deeper mod-
els.

Recently, advanced data augmentation techniques
have been proposed, such as GANs, Random Erasing
Data Augmentation (RE) [26] and Unsupervised Data
Augmentation for Consistency Training (UDA) [27].
GANs is a relative new technique to augment data.
GANs represents a way of training two models: the
generator model that it is trained to generate new ex-
amples, and the discriminator model that tries to clas-
sify examples as real or fake. It is commonly used
to generate new images that plausibly could have been
drawn from the original dataset. Baur et al [17] ap-
plied GANs to generate realistically looking high res-
olution images of skin lesions. The authors proposed a
new GANs model based on two classical GANs archi-
tectures, namely Deep Convolutional GANs [28] and
Laplacian Pyramid of Adversarial Networks [29], and
they showed that this type of method are able to mimic
the data distribution with diverse and realistic samples,
even when the training dataset is very small. In addition,
Qin et al. [30] proposed a custom style-based GAN ar-
chitecture in order to generate 256× 256 images, where
the same weights were injected directly in the grow-
ing layers. The dataset of the International Skin Imag-
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ing Collaboration Challenge (2018) was used as source
data. The authors concluded that the synthetic images
helped the diagnostic model to achieve a better classifi-
cation performance. Nevertheless, we believe that there
is still room for further study of GAN architectures in
the diagnosis of melanoma. For example, although there
are some studies, they are limited to corroborating their
proposal on only one dataset, which can be a constraint
when applying a proposal on another dataset with differ-
ent characteristics. In addition, to the best of our knowl-
edge, there is not evidence of the analysis of GAN in
non-dermoscopic images.

On the other hand, Random Erasing generates images
with various levels of occlusion by randomly erasing
pixels in an image, which reduces the risk of overfit-
ting. This technique do not have parameter and is easy
to implement. The method obtained good performance
in several datasets, such as CIFAR10, CIFAR100, and
Fashion-MNIST. The method even achieved a reason-
able improvement on object detection and person re-
identification. In Unsupervised Augmentation, the
authors investigated the noise injection during train-
ing, and concluded that RandAugment [31] and back-
translation [32] methods achieved competitive perfor-
mance compared to other techniques.

Despite the advantages that some techniques offer
for a better training of CNN models, such as ensemble
and multi-task learning methods, it should be stressed
that important limitations arise when they are applied.
For example, the training of ensemble commonly re-
quires the assessment of a high number of possibilities
that hamper the process, and the way to combine the
learned representations and partial predictions yielded
by each member of an ensemble. On the other hand, the
main limitation when applying MTL is the lack of pub-
lic datasets that contain heterogeneous information, e.g
image and clinical data of each patient.

To sum up, in this work our main aim is to explore
how to generate plausible high resolution skin images
by designing a customized PGGAN architecture. The
proposal applies two residual connections in order to
progressively train the models, which is a valid ap-
proach to increase the stability of the training process.
Also, we evaluate the performance of CNN models with
augmented data by applying basic techniques versus ad-
vanced ones in an extensive experimental study con-
ducted on sixteen image datasets. So far, there is no ev-
idence of previous research addressing the increase of
residual connections and conducting such an in-depth
evaluation. In addition, transfer learning and segmen-
tation to improve the performance of CNN models are
applied. In the next section, the proposed architecture is

described.

2.2. Double residual Progressive Growing of Genera-
tive Adversarial Networks

GANs was first described in 2014 by Ian Goodfellow
[33]. The proposal was composed by two sub-models,
a generator used to generate new believable examples
from a domain dataset and a discriminator used to clas-
sify each one as real or fake. The generator tries to fool
the discriminator by generating plausible images. Then,
the parameters of the generator are updated by using the
feedback from the discriminator. Commonly, when the
discriminator is fooled about half the time, means the
generator is ready. The architecture was unstable and
hard to train at the beginning. However, Radford et
al. [28] proposed a stable approach called Deep Con-
volutional Generative Adversarial Networks (DCGAN),
and nowadays most GANs architectures are based on it.
Consequently, GANs has started to be widely applied
in tasks related with images, especially to augment data
when training datasets are limited.

Traditional GANs models work well in low resolu-
tion datasets, commonly less than 100-pixel square im-
ages, which can be a problem if the problem domain
comprises medium resolution images, such as dermo-
scopic or non-dermoscopic skin images. Generating
high-quality images is one of the challenge for GANs,
due the generator must learn how to output a large struc-
ture and small details. High resolution images make
easy to detect issues in the fake images for the discrim-
inator, so the training process can fail. Also, large im-
ages require more GPU memory, which is a disadvan-
tage if you are using enthusiastic GPU cards. Therefore,
the batch size to update the model weights each training
iteration must be reduced to fit into memory. The above
introduces instability into the training process. Karras et
al. [34] proposed a solution for high-resolution gener-
ative models, which consisted in progressively increase
the number of layers during the training process. This
approach is called Progressive Growing GAN. The in-
cremental addition of layers allows the models to dis-
cover large-scale structure of the image distribution and
then it focuses on to increasingly finer scale detail, in-
stead of learning all scales at the same time. In this
work, we generate realistically looking high resolution
skin images from small and medium dataset sizes.

Figure 1 shows the steps during the transition be-
tween each block of layers in the proposed architecture
for melanoma diagnosis. Firstly, the generator requires
points in a specific latent space to generate new output
images. The generator will give meaning to the latent
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Figure 1: Transition between each layer of the proposed generator and discriminator models. The input vector is formed by sampling from a
standard Gaussian distribution; 2× and 4× mean doubling and quadrupling the image resolution in the generator, and x/2 and x/4 represent the
opposite, respectively. The colors represent the introduced changes. Red color represents the new injected outputs and weights, and blue color
represents the modified weights.

points and at the end of training, the latent space repre-
sents a compressed representation of the output space.
The more recent best practice is to sample from a stan-
dard Gaussian distribution, meaning that the shape of
the latent space is a hypersphere, with a mean of zero
and a standard deviation of one [35]. There is not a
specific dimension for the latent space, but it is recom-
mended to use values between 100 and 512.

Secondly, the process of growing GANs architectures
requires adding layers to the generator and discrimina-
tor during the training process, specifically blocks of
layers. The blocks are phased in the addition of the
blocks of layers rather than adding them directly. In
this work, the output of each layer is modified by the
output of the previous ones, by using a double resid-
ual connection. This approach is inspired by ResNet
and DenseNet, where each building block receives addi-
tional inputs from preceding blocks (Figure 2). Residual
learning is highly recommended for easing the training
of deep networks, which is considered in this work [19].

By doing this, the stability of the training process was
further increased.

In addition, bearing in mind that most of the exist-
ing melanoma datasets only encompass a few hundred
of images, a second residual connection was used. The
main output is weighted by α, the intermediate one by
1−α

2 and the most scaled-up output by 1 − α; α is small
initially, giving first the biggest weight to the largest
scaled-up version of the image, although slowly tran-
sitions to giving more weight and then all weights to the
new main output layers over training iterations.

The generator starts with a very low resolution im-
age, just about 4× 4 and ends up with 512× 512, which
is the final image resolution (see Figure 1a). We use
leaky ReLU in all layers of generator and discriminator,
except for the last layer that uses linear activation. Near-
est neighbor filtering was used for increasing the image
resolution. The resolution is chosen taking into account
that some well-known models, such as InceptionV3, re-
quire image quality higher than 256× 256. The purpose
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Figure 2: Example of a residual block.

is not to lose image quality in any case. On the other
hand, the discriminator takes as input an image from
the generator and outputs fake or real. The discrim-
inator executes the opposite process of the generator;
now the goal is to downsample the image progressively
until a resolution of 4 × 4 is attained (see Figure 1b).
Average pooling was applied when downsampling the
image. The downsampled versions of the input are pro-
gressively combined in a weighted manner, in a similar
way as the generator. In this work, eight blocks of layers
for both generator and discriminator models were used.

The classical GANs architecture is trained by using
a minimax GANs loss; minimax loss means the mini-
mization of the generator and the maximization of the
discriminator’s loss. The loss produced by both models
can be calculated as follows,

LGAN
D = −Ex∼Pd [log(D(x))]−Ex̂∼Pg [log(1−D(x̂))], (1)

LGAN
G = Ex̂∼Pg [log(1 − D(x̂)], (2)

where Pd is the data distribution and Pg is the model
distribution; x is a real image and x̂ = G(z) where z
is a standard Gaussian distribution and x̂ is a synthetic
image; D and G mean the discriminator and generator,
respectively. In some scenarios it was found that if the
generator cannot learn as quickly as the discriminator,
the generator’s loss saturates and the discriminator wins
[33].

Consequently, nowadays there are other loss formu-
lations designed to overcome the saturation problem.
The least squares (LSGAN) [36] and Wasserstein loss
(WGAN) [37] functions are commonly used in mod-
ern GANs architectures. Gulrajani et al. [38] demon-
strated that both loss functions obtained good perfor-
mance, however, Wasserstein loss was better compared
to least squares for PGGAN architectures. These losses
can be calculated as

LLS GAN
D = −Ex∼Pd [(D(x) − 1)2] + Ex̂∼Pg [D(x̂)2], (3)
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z

G
problem
domain

D

updateupdate

fake
real

yes

no

ng<Mg 

update G

synthetics
z

Gt

reals

 Φ melanoma
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Figure 3: Proposed pipeline for melanoma diagnosis; G, D and Gt
mean the generator, the discriminator and the trained generator, re-
spectively; “fakes” and “reals” are the images created by the gener-
ator and the original ones, respectively; Φ is a CNN model trained
for identifying if an image is melanoma or nevus; ng and Mg are the
number of epochs trained so far and the maximum number of epochs,
respectively.

LLS GAN
G = −Ex̂∼Pg [(D(x̂ − 1))2], (4)

LWGAN
D = −Ex∼Pd [D(x)] + Ex̂∼Pg [D(x̂)], (5)

LWGAN
G = −Ex̂∼Pg [D(x̂)]. (6)

Wasserstein loss provides a useful gradient almost ev-
erywhere, allowing for the continued training of the
models. Also, a lower Wasserstein loss correlates with
a better generator image quality, so we are seeking for
a minimization in the generator loss. The above loss
function was the first one showing this property. To sum
up, Wasserstein loss shows the greatest advantages and
it is applied in the proposed PGGAN architecture for
melanoma diagnosis. Next, it is shown how to combine
the PGGAN components mentioned so far.

Figure 3a shows how the proposed architecture is
trained. The algorithm involves training both generator
and discriminator in parallel. In addition, the training
process requires a problem domain image dataset, from
which synthetic images will be generated. Commonly,
skin image datasets are unbalanced at the expense of the
melanoma category. As a result, melanoma images were
taken as problem domain in almost all datasets when
augmenting the images to feed the CNN models. How-
ever, both normal and melanoma images were assessed
when evaluating the generative architecture in Section
3.5.1. The aim is to increase the minority category in
order to balance the training set while keeping low the
number of images and the required computational re-
sources. First, the latent space z is generated following
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a standard Gaussian distribution. Then, all pixel values
from images are transformed in the range [−1, 1] before
passing to the models [28]. Second, G(z) outputs fake
images. Third, D is trained with fake and real images,
which is recommended to do it with separated batches;
first by using real images and then by using only the fake
ones [35]. Four, the weights are updated. The last three
steps are repeated until a stop condition is reached. In
our case, the number of epochs and the Inception Score
were selected as stop criterion. Finally, the generator as-
sociated to the problem domain is obtained. Generally
speaking, the generator is capable of generating suitable
images between epochs 100 and 300, and also between
300 and 450 as well. In this work, we noticed that train-
ing between 190 and 260 epochs was enough to obtain
an acceptable performance in all skin image datasets.
Next, the above generator is used to create synthetic im-
ages, which are used to train all CNN models.

Figure 3b shows how a deep CNN model is trained in
order to predict whether an image is melanoma or not.
Let us say T is a dataset of synthetic (s) and real (r) im-
ages, where xi represents the ith image and yi its label.
In this work two classes were considered, melanoma
(y = 1) and nevus (y = 0). Let be Φ a model that
follows a CNN architecture, which learns the represen-
tations from the feature space and yields a prediction.
Φ extracts representations from the dataset and finally,
Φ predicts the label of the sample i (ŷi). Once the pre-
diction for a given training image is computed, the loss
obtained by applying Φ on the ith training image (L(i))
is computed by means of a binary cross entropy.

Finally, in this work the CNN models were trained
using mini-batch gradient descent. This method splits
the training dataset into small batches that are used to
calculate the model error. The above method have sev-
eral advantages, such as the model update frequency is
higher than batch gradient descent, which allows for a
more robust convergence, avoiding local minima. In ad-
dition, batch-based updates provide a computationally
more efficient process than stochastic gradient descent;
and the split in small batches allows the efficiency of
not having all training data in memory. All images in
the batch are processed in parallel using GPU memory,
increasing significantly the training speed; also, small
batches can serve as regularizing effect.

3. Experimental study

This section describes the experimental study carried
out in this work. First, the datasets and the experimen-
tal protocol are portrayed, and then, the experimental
results and a discussion of them are presented.

Table 1: Summary of the benchmark datasets.

Dataset Img ImbR IntraC InterC DistR Silho
BCN20000 17,393 2.848 9,014 10,107 0.892 0.153
DERM-LIB 407 4.355 7,171 9,163 0.783 0.270

DERM7PT-C 827 2.282 15,442 16,318 0.946 0.086
DERM7PT-D 827 2.282 15,971 16,866 0.947 0.087
HAM10000 7,818 6.024 8,705 9,770 0.891 0.213
ISBI2016 1,273 4.092 10,553 10,992 0.960 0.101
ISBI2017 2,745 4.259 9,280 9,674 0.959 0.089

MED-NODE 170 1.429 9,029 9,513 0.949 0.068
MSK-1 1,088 2.615 11,753 14,068 0.835 0.173
MSK-2 1,522 3.299 9,288 9,418 0.986 0.062
MSK-3 225 10.842 8,075 8,074 1.000 0.112
MSK-4 943 3.366 6,930 7,162 0.968 0.065

PH2 200 4.000 12,688 14,928 0.850 0.210
SDC-198 648 4.735 14,054 14,840 0.947 0.116
UDA-1 557 2.503 11,730 12,243 0.958 0.083
UDA-2 60 1.609 11,297 11,601 0.974 0.020

3.1. Datasets
To validate the proposal, non-dermoscopic and der-

moscopic images were obtained from several reputable
sources, and can be consulted at the KDIS Research
Group web page2. Table 1 shows a summary of
the benchmark datasets. Only the images labeled as
melanoma and nevus were considered, being in to-
tal 36,703 images. Most datasets present high imbal-
ance ratio (ImbR), up to 10 in the case of MSK-3,
which hampers the learning process. On the other hand,
the intra-class (IntraC) and inter-class (InterC) metrics
show the average distances between images belonging
to different classes, as well as between images belong-
ing to the same class. Both metrics were computed us-
ing the Euclidean function distance; each image i was
represented as a vector. Then, the ratio (DistR) between
these metrics showed that both distances are similar,
which commonly indicates a high degree of overlapping
between classes. Finally, the silhouette score (Silho)
[39] was calculated, representing how similar an image
is to its own cluster compared to other clusters. The
results indicated that images were not well matched to
their own cluster, and even samples belonging to differ-
ent clusters are close in the feature space.

3.2. Experimental settings
Firstly, we trained the proposed architecture over

each problem domain for 400 epochs. The goal was
to obtain generators capable of create high-quality and
realistic images. As mentioned before, generator and
discriminator models are trained to maintain an equilib-
rium. In consequence, there are not many objective loss

2http://www.uco.es/kdis/skin-diagnosis-pggan/
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Table 2: Basic configuration used.

Parameter Value
Segmentation threshold 40%

Number of epochs (U-Net, R2U-Net) 150
Mg 400

Rotations [1°,270°]
Flip vertical and horizontal

Translations in X and Y [-30%,30%]
Crop [10%,30%]

Number of epochs 150
Mini-batch size 8

Learning rate (α) SGD=0.01

functions used to effectively train both generator and
discriminator. In this regard, Wasserstein loss was used
to train both discriminator and generator architectures.
The above method obtains a training process more sta-
ble and less sensitive to the architecture and hyperpa-
rameters [37]. Also, this loss is related with the quality
of the images, showing properties of convergence. Al-
though this means that it is not necessary to evaluate
the generated samples looking for failures, we manu-
ally compare them with the real ones in order to assess
the quality of the generator [40], which is a common
practice. In addition, the proposed architecture is objec-
tively evaluated by applying the Inception Score (IS),
which seeks to assess the image quality and diversity
[41]. This is perhaps the most widely adopted score for
GAN evaluation. On the other hand, it was used a linear
activation function in the output layer of the discrim-
inator model, instead of sigmoid. Also, Karras et al.
[34] recommended using Adam as optimization algo-
rithm with a small learning rate (α = 0.001, β1 = 0,
β2 = 0.99), and as well as low momentum.

Secondly, InceptionV3, DenseNet, MobileNet, Xcep-
tion and NASNetMobile convolutional architectures
were assessed by using the synthetic images gener-
ated with the proposed architecture. The above results
were compared to the same CNN models, but training
with other classical and modern data augmentation tech-
niques, such as random data augmentation, RE, UDA
and a standard Progressive Generative Adversarial Net-
works. In this manner, we quantitatively evaluate which
data augmentation technique obtains the higher predic-
tive performance in the diagnosis of melanoma, which
is the main aim of this work. Random Erasing selects a
rectangle region in an image and erases its pixels. Train-
ing images with various levels of occlusion reduces the
risk of overfitting and makes the model robust. The
above can be integrated with most of the CNN-based
recognition models, such as InceptionV3. On the other
hand, Unsupervised Data Augmentation represents a

new perspective on how to effectively noise unlabeled
examples and supports that advanced data augmentation
methods plays a crucial role in semi-supervised learn-
ing. This method consists in substituting simple noising
operations with advanced data augmentation methods
such as RandAugment [31] and back-translation [32].

Thirdly, each tuple CNN and data augmentation tech-
nique was evaluated by using non-segmented and seg-
mented images in order to discover if the preprocess-
ing step is suitable. To be fair, transfer learning was
applied in all cases. Table 2 shows the configuration
used to train all the models: the learning rate (α) was
equal to 0.01 and it was reduced by a factor of 0.2 if
an improvement in predictive performance was not ob-
served during 10 epochs; a batch of size 8 was used due
the medium size of the datasets; and the models were
trained along 150 epochs. Stochastic Gradient Descent
(SGD) [42] was used for training the models. SGD is
one of the most used optimizers for training CNN mod-
els and despite its simplicity, it performs well across a
variety of applications [43] and has been successfully
applied for training networks in melanoma diagnosis
[6, 14]. Regarding the tuning of the hyper-parameters of
SGD, it is noteworthy that finding the optimal set of the
hyper-parameter values is a task that commonly requires
expensive and arduous work due to the many possible
combinations [44]. In this work, a tuning process was
not carried out and so the results could not be conferred
to an over-adjustment. The datasets utilized in this work
correspond to binary classification problems, so the cost
function used for training the models was defined as the
average of the binary cross entropy along all training
samples. Data augmentation techniques were applied
only in training data and test data were left untouched.
The generated training images were considered as inde-
pendent from the original ones.

3.3. Evaluation process
Regarding the evaluation process of the GANs archi-

tectures, a manual inspection of the generated images
were performed and the IS values were assessed. The IS
has a lowest value of 1 and a highest value of the number
of classes supported by the classification model; in our
case, the highest score is 2. The higher the IS, the better
the image quality. The IS is computed as the Kullback-
Leibler (KL) divergence summed over all images and
averaged over the two classes:

IS = exp(ExKL(p(y|x)||p(y))). (7)

In order to assess the CNN models when training
with the augmented data, a 3-times 10-fold cross val-
idation process was performed on the datasets, and the
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results were averaged across all fold executions. In each
fold, Matthews Correlation Coefficient (MCC) was used
to measure the predictive performance of the models.
MCC is widely used in Bioinformatics as performance
metric [6, 15, 45], and it is specially designed to analyze
the predictive performance on unbalanced data, which
is common in skin lesion datasets (Table 1). MCC is
computed as:

MCC =
tp × tn − fp × fn√

(tp + fp)(tp + fn)(tn + fp)(tn + fn)
, (8)

where tp, tn, fp, and fn are the number of true positives,
true negative, false positives, and false negatives, re-
spectively. MCC value is always in range [−1, 1], where
1 represents a perfect prediction, 0 indicates a perfor-
mance similar to a random prediction, and -1 an inverse
prediction.

Finally, non-parametric statistical tests were used to
detect whether there was any significant difference in
predictive performance. Wilcoxon Signed-Rank [46]
was performed when only two methods were compared.
Friedman’s test [47] was conducted in cases where a
multiple comparison was carried out. After that, Hom-
mel’s test [48] was applied to detect significant differ-
ences with a control algorithm. All hypothesis testing
were conducted at 95% confidence.

3.4. Software and hardware
The experimental study was executed with Ubuntu

18.04, four GPUs NVIDIA Geforce RTX 2080-Ti and
four GPUs NVIDIA Geforce RTX 1080-Ti. All the ex-
periments were implemented in Python v3.6, and the
CNN models were developed by using Keras and Ten-
sorFlow as backend.

3.5. Results and discussions
In this section the results are presented. First, we ana-

lyzed qualitatively and quantitatively the images gener-
ated by the proposal. Second, the performance when
training five CNN models with the generated images
was assessed. Finally, the proposal was compared to
several state-of-the-art data augmentation techniques.

3.5.1. Evaluating Generative Adversarial Networks
Figure 4 shows images generated by the proposal dur-

ing several epochs. In this scenario, it took more than
200 epochs to notice some real progress in the syn-
thetic images. We qualitatively assessed the images
augmented by our proposal, where an increase in the
stability of the models was observed, particularly in
small datasets. In addition, plausible images were found
in a lower number of epochs in some datasets (≈ 200

Table 3: Average IS values of the baseline progressive growing of
GAN and the proposal RGAN; “%” represents the fold changes af-
ter comparing the proposed model with the baseline. Wilcoxon’s test
rejected the null hypothesis with a p-value equal to 2.189E-4.

Dataset GAN RGAN %
BCN20000 1.885 1.992 6
DERM-LIB 1.876 1.986 6

DERM7PT-C 1.866 1.993 7
DERM7PT-D 1.873 1.993 6
HAM10000 1.882 1.996 6
ISBI2016 1.758 1.948 11
ISBI2017 1.546 1.700 10

MED-NODE 1.841 1.961 7
MSK-1 1.873 1.990 6
MSK-2 1.871 1.989 6
MSK-3 1.750 1.947 11
MSK-4 1.856 1.978 7

PH2 1.856 1.980 7
SDC-198 1.867 1.988 7
UDA-1 1.857 1.990 7
UDA-2 1.782 1.897 6

epochs). It is hard to point out differences between Fig-
ure 4g and Figure 4h regarding quality. In overall, after
a high number of epochs, the generators mimic the real
data very well, obtaining high-quality images.

On the other hand, Figure 5 and 6 show a quantita-
tively progressive evaluation using the IS. The IS re-
quired square images of about 300×300 pixels and an
equal number of images in each category. The above
requirements were fulfilled since 512×512 images were
used and the same number of images peer category for
evaluating the proposal. The attention was focused dur-
ing 200-250 epochs, where a suitable performance was
achieved in overall. It is noteworthy that the learning
curves of the proposal were more stable compared to the
standard GANs for diagnosing melanoma. HAM10000,
DERM7PT-C and DERM7PT-D were the more feasi-
ble data sources, where the proposal achieved the top
average performance. The biggest improvements were
detected in ISBI2016 and MSK-3, which could be re-
lated with better predictive performance when training
the CNN models in the next phase. Table 3 summarizes
the top performance in each dataset, where our proposal
achieved the highest result all the time, confirming the
benefit and effectiveness of using the proposed double
residual architecture for generating plausible images.

Although the IS indicated high-quality generated im-
ages, it is necessary to double-check this through the
diagnostic capability of CNN models that are trained
with the generated images. As a result, in the next sec-
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Figure 4: Manual inspection of the images generated by using the proposed double residual architecture.

tion our proposal and state-of-the-art data augmentation
techniques are evaluated by using several CNN models.

3.5.2. Comparing with state-of-the-art techniques
Table 4-8 show each CNN model trained using ba-

sic and advanced data augmentation techniques and the
proposed method. The best MCC value by dataset was
highlighted in bold typeface. As can be seen, the seg-
mentation method helped the CNN models to achieve
better performance, e.g. InceptionV3, RDA and seg-
mented images outperformed its baseline by 12% in
PH2 dataset.

Table 4 shows the results of NASNet model, where
the proposal achieved the best performance all the time,
except in BCN20000 and SDC-198 with non-segmented
images, and only in SDC-198 when using segmented
images. It is noteworthy that the proposal achieved
201% and 120% better performance compared to the av-
erage state-of-the-art techniques in MSK-3. The Fried-
man’s test rejected the null hypothesis with a p-value
equal to 2.870E-6; Friedman’s statistic was equal to
31.138 with four degrees of freedom. The Friedman’s
ranking shows that the proposal obtained the first po-
sition, indicating that this model in average achieved
a better performance than the rest of methods. After-

wards, the Hommel’s post-hoc test was conducted by
considering the proposal as the control method, and the
results showed the proposal significantly outperformed
the rest of the state-of-the-art techniques.

Table 5 shows the results of DenseNet201, where the
proposal achieved the best performance the 81% and
75% of the time using non-segmented and segmented
images, respectively. It is noteworthy that the proposal
achieved 156% and 123% better performance compared
to the average state-of-the-art techniques in MSK-3.
The Friedman’s test rejected the null hypothesis with
a p-value equal to 1.023E-4; Friedman’s statistic was
equal to 23.463 with four degrees of freedom. The
Friedman’s ranking shows that the proposal obtained
the first position, indicating that this model in average
achieved a better performance than the rest of methods.
Unsupervised data augmentation technique achieved the
second best performance. Afterwards, the Hommel’s
post-hoc test was conducted by considering the proposal
as the control method, and the results showed the pro-
posal significantly outperformed the rest of the state-of-
the-art techniques.

Table 6 shows the results of InceptionV3, where the
proposal achieved the best performance the 75% and
81% of the time using non-segmented and segmented
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(a) BCN20000 (b) DERM-LIB

(c) DERM7PT-C (d) DERM7PT-D

(e) HAM10000 (f) ISBI2016

(g) ISBI2017 (h) MED-NODE

Figure 5: Inception score. “GAN” and “RGAN” mean the default Progressive Growing of Generative Adversarial Networks and the proposed
architecture, respectively. 11



(a) MSK-1 (b) MSK-2

(c) MSK-3 (d) MSK-4

(e) PH2 (f) SDC-198

(g) UDA-1 (h) UDA-2

Figure 6: Inception score. “GAN” and “RGAN” mean the default Progressive Growing of Generative Adversarial Networks and the proposed
architecture, respectively. 12



Table 4: Average MCC values obtained by using NASNet. “RDA” means random data augmentation; “RE” and “UA” represent Random Erasing
and Unsupervised Data Augmentation, respectively; “GAN” and “RGAN” mean the default progressive growing architecture and our proposal,
respectively; “Avg” means the average performance of all the baseline methods and the “%” columns represent the fold changes when comparing
the proposed model with the “Avg” column; “Ranking” means the average ranking computed by Friedman’s test and Hommel’s p-values are showed
in the last row. The Friedman’s test rejected the null hypothesis with a p-value equal to 2.870E-6 when not using segmented images; Friedman’s
statistic was equal to 31.138 with four degrees of freedom. The Friedman’s test rejected the null hypothesis with a p-value equal to 6.954E-6 when
using segmented images; Friedman’s statistic was equal to 29.25 with four degrees of freedom.

Dataset Non-segmented Segmented
RDA RE UA GAN Avg RGAN % RDA RE UA GAN Avg RGAN %

BCN20000 0.749 0.659 0.664 0.658 0.682 0.747 9 0.754 0.659 0.700 0.688 0.700 0.780 11
DERM-LIB 0.886 0.900 0.900 0.922 0.902 0.986 9 0.975 0.930 0.906 0.942 0.938 1.000 7

DERM7PT-C 0.471 0.330 0.474 0.419 0.424 0.529 25 0.500 0.350 0.485 0.459 0.448 0.545 22
DERM7PT-D 0.617 0.552 0.551 0.511 0.558 0.698 25 0.657 0.590 0.570 0.531 0.587 0.736 25
HAM10000 0.702 0.696 0.702 0.712 0.703 0.781 11 0.759 0.707 0.734 0.762 0.740 0.781 5
ISBI2016 0.429 0.285 0.254 0.349 0.329 0.443 35 0.471 0.325 0.274 0.379 0.362 0.488 35
ISBI2017 0.447 0.421 0.409 0.415 0.423 0.505 19 0.487 0.432 0.417 0.455 0.448 0.512 14

MED-NODE 0.633 0.787 0.887 0.700 0.752 0.997 33 0.673 0.826 0.925 0.710 0.784 1.000 28
MSK-1 0.669 0.701 0.716 0.750 0.709 0.827 17 0.704 0.707 0.737 0.760 0.727 0.838 15
MSK-2 0.423 0.439 0.463 0.446 0.443 0.550 24 0.459 0.475 0.482 0.476 0.473 0.558 18
MSK-3 0.232 0.225 0.452 0.000 0.227 0.685 201 0.498 0.238 0.481 0.040 0.314 0.691 120
MSK-4 0.481 0.593 0.618 0.552 0.561 0.675 20 0.490 0.626 0.627 0.592 0.584 0.684 17

PH2 0.741 0.900 0.900 0.900 0.860 0.988 15 0.856 0.915 0.925 0.940 0.909 1.000 10
SDC-198 0.603 0.617 0.788 0.598 0.652 0.649 0 0.614 0.654 0.822 0.618 0.677 0.651 -4
UDA-1 0.539 0.537 0.584 0.495 0.539 0.667 24 0.540 0.556 0.611 0.545 0.563 0.682 21
UDA-2 0.472 0.900 0.900 0.900 0.793 0.956 21 0.459 0.920 0.908 0.950 0.809 1.000 24
Ranking 3.656 3.656 2.875 3.688 1.125 3.563 3.750 3.188 3.375 1.125
p-values 1.191E-5 1.191E-5 1.745E-3 9.126E-6 - 3.896E-5 1.063E-5 2.247E-4 1.140E-4 -

Table 5: Average MCC values obtained by using DenseNet201. The Friedman’s test rejected the null hypothesis with a p-value equal to 1.023E-4
when not using segmented images; Friedman’s statistic was equal to 23.463 with four degrees of freedom. The Friedman’s test rejected the null
hypothesis with a p-value equal to 7.904E-4 when using segmented images; Friedman’s statistic was equal to 18.988 with four degrees of freedom.

Dataset Non-segmented Segmented
RDA RE UA GAN Avg RGAN % RDA RE UA GAN Avg RGAN %

BCN20000 0.771 0.687 0.690 0.698 0.712 0.786 10 0.792 0.716 0.701 0.708 0.729 0.795 9
DERM-LIB 0.966 0.900 0.900 0.900 0.916 0.967 6 0.992 0.937 0.923 0.910 0.941 1.000 6

DERM7PT-C 0.535 0.517 0.400 0.513 0.491 0.590 20 0.550 0.532 0.439 0.523 0.511 0.624 22
DERM7PT-D 0.655 0.533 0.689 0.547 0.606 0.767 27 0.636 0.564 0.723 0.547 0.618 0.767 24
HAM10000 0.747 0.726 0.708 0.707 0.722 0.748 4 0.698 0.738 0.729 0.737 0.726 0.756 4
ISBI2016 0.437 0.344 0.356 0.350 0.372 0.441 19 0.447 0.357 0.384 0.350 0.385 0.450 17
ISBI2017 0.447 0.428 0.429 0.393 0.424 0.517 22 0.419 0.437 0.449 0.413 0.430 0.517 20

MED-NODE 0.694 0.689 0.700 0.787 0.718 0.878 22 0.743 0.708 0.732 0.787 0.742 0.883 19
MSK-1 0.696 0.762 0.807 0.741 0.752 0.758 1 0.760 0.770 0.841 0.771 0.786 0.791 1
MSK-2 0.442 0.486 0.434 0.502 0.466 0.453 -3 0.436 0.521 0.472 0.552 0.495 0.443 -11
MSK-3 0.232 0.000 0.591 0.222 0.261 0.670 156 0.390 0.006 0.622 0.222 0.310 0.691 123
MSK-4 0.564 0.625 0.590 0.555 0.584 0.570 -2 0.533 0.654 0.620 0.605 0.603 0.565 -6

PH2 0.815 0.900 0.900 0.900 0.879 0.981 12 0.913 0.921 0.918 0.940 0.923 1.000 8
SDC-198 0.662 0.480 0.607 0.605 0.588 0.699 19 0.690 0.495 0.611 0.605 0.600 0.707 18
UDA-1 0.555 0.637 0.637 0.592 0.605 0.644 6 0.594 0.653 0.668 0.632 0.637 0.653 3
UDA-2 0.424 0.347 0.707 0.607 0.521 0.974 87 0.646 0.369 0.723 0.627 0.591 1.000 69
Ranking 3.188 3.719 3.031 3.688 1.375 3.500 3.406 2.938 3.625 1.531
p-values 2.371E-3 8.272E-5 3.049E-3 1.057E-4 - 1.194E-3 1.592E-3 1.188E-2 7.204E-4 -
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Table 6: Average MCC values obtained by using InceptionV3. The Friedman’s test rejected the null hypothesis with a p-value equal to 7.288E-6
when not using segmented images; Friedman’s statistic was equal to 29.15 with four degrees of freedom. The Friedman’s test rejected the null
hypothesis with a p-value equal to 4.785E-7 when using segmented images; Friedman’s statistic was equal to 34.938 with four degrees of freedom.

Dataset Non-segmented Segmented
RDA RE UA GAN Avg RGAN % RDA RE UA GAN Avg RGAN %

BCN20000 0.745 0.678 0.667 0.668 0.690 0.758 10 0.785 0.699 0.684 0.718 0.722 0.788 9
DERM-LIB 0.954 0.900 0.900 0.922 0.919 0.975 6 0.968 0.031 0.004 0.922 0.481 1.000 108

DERM7PT-C 0.499 0.349 0.415 0.418 0.420 0.548 30 0.507 0.362 0.446 0.418 0.433 0.584 35
DERM7PT-D 0.622 0.478 0.489 0.534 0.531 0.594 12 0.636 0.494 0.528 0.534 0.548 0.641 17
HAM10000 0.684 0.675 0.632 0.634 0.656 0.691 5 0.651 0.711 0.655 0.674 0.673 0.739 10
ISBI2016 0.452 0.372 0.404 0.288 0.379 0.485 28 0.464 0.391 0.433 0.328 0.404 0.517 28
ISBI2017 0.416 0.290 0.294 0.302 0.326 0.447 37 0.392 0.329 0.311 0.312 0.336 0.479 43

MED-NODE 0.732 0.549 0.789 0.797 0.717 0.842 17 0.836 0.569 0.793 0.817 0.754 0.887 18
MSK-1 0.682 0.641 0.604 0.618 0.636 0.779 22 0.708 0.643 0.624 0.638 0.653 0.812 24
MSK-2 0.473 0.379 0.487 0.331 0.418 0.462 11 0.440 0.414 0.517 0.361 0.433 0.510 18
MSK-3 0.239 0.265 0.000 0.000 0.126 0.659 423 0.577 0.271 0.022 0.010 0.220 0.691 214
MSK-4 0.493 0.403 0.535 0.559 0.498 0.531 7 0.531 0.413 0.562 0.579 0.521 0.571 10

PH2 0.803 0.688 0.740 0.900 0.783 0.996 27 0.925 0.705 0.741 0.910 0.820 1.000 22
SDC-198 0.584 0.540 0.517 0.604 0.561 0.602 7 0.630 0.543 0.518 0.654 0.586 0.651 11
UDA-1 0.496 0.483 0.274 0.437 0.423 0.695 64 0.561 0.508 0.310 0.437 0.454 0.700 54
UDA-2 0.381 0.447 0.607 0.447 0.471 0.993 111 0.499 0.457 0.643 0.457 0.514 1.000 95
Ranking 2.563 4.000 3.813 3.250 1.375 2.500 3.969 3.875 3.469 1.188
p-values 3.365E-2 1.063E-5 3.896E-5 1.592E-3 - 1.888E-2 2.607E-6 4.584E-6 8.975E-5 -

Table 7: Average MCC values obtained by using MobileNet. The Friedman’s test rejected the null hypothesis with a p-value equal to 3.940E-6
when not using segmented images; Friedman’s statistic was equal to 30.463 with four degrees of freedom. The Friedman’s test rejected the null
hypothesis with a p-value equal to 1.741E-6 when using segmented images; Friedman’s statistic was equal to 32.2 with four degrees of freedom.

Dataset Non-segmented Segmented
RDA RE UA GAN Avg RGAN % RDA RE UA GAN Avg RGAN %

BCN20000 0.732 0.654 0.664 0.626 0.669 0.732 9 0.744 0.661 0.702 0.666 0.693 0.759 9
DERM-LIB 0.945 0.900 0.900 0.822 0.892 0.959 8 0.967 0.915 0.928 0.852 0.916 1.000 9

DERM7PT-C 0.490 0.413 0.517 0.445 0.466 0.534 15 0.546 0.437 0.533 0.485 0.500 0.579 16
DERM7PT-D 0.657 0.608 0.543 0.511 0.580 0.682 18 0.642 0.620 0.549 0.551 0.590 0.690 17
HAM10000 0.701 0.662 0.685 0.660 0.677 0.726 7 0.672 0.694 0.696 0.680 0.686 0.756 10
ISBI2016 0.422 0.300 0.256 0.361 0.335 0.481 44 0.454 0.336 0.256 0.391 0.359 0.494 38
ISBI2017 0.431 0.350 0.392 0.352 0.381 0.397 4 0.430 0.389 0.429 0.392 0.410 0.433 6

MED-NODE 0.717 0.672 0.449 0.789 0.657 0.873 33 0.768 0.697 0.477 0.839 0.695 0.887 28
MSK-1 0.700 0.746 0.716 0.693 0.714 0.743 4 0.725 0.764 0.735 0.743 0.742 0.789 6
MSK-2 0.472 0.486 0.466 0.433 0.464 0.527 14 0.401 0.520 0.477 0.473 0.468 0.551 18
MSK-3 0.294 0.104 0.697 0.000 0.274 0.661 141 0.468 0.121 0.710 0.050 0.337 0.691 105
MSK-4 0.525 0.525 0.446 0.520 0.504 0.553 10 0.502 0.528 0.479 0.570 0.520 0.572 10

PH2 0.818 0.900 0.900 0.840 0.864 0.967 12 0.937 0.926 0.930 0.870 0.916 1.000 9
SDC-198 0.653 0.601 0.540 0.604 0.600 0.757 26 0.667 0.636 0.570 0.604 0.619 0.770 24
UDA-1 0.551 0.592 0.589 0.584 0.579 0.665 15 0.599 0.600 0.605 0.584 0.597 0.682 14
UDA-2 0.375 0.607 0.900 0.707 0.647 0.961 48 0.658 0.642 0.923 0.757 0.745 1.000 34
Ranking 2.875 3.406 3.375 4.125 1.219 3.063 3.688 3.375 3.813 1.063
p-values 3.049E-3 1.822E-4 2.294E-4 8.021E-7 - 3.466E-4 7.969E-6 7.046E-5 3.473E-6 -

Table 8: Average MCC values obtained by using Xception. The Friedman’s test rejected the null hypothesis with a p-value equal to 5.854E-4 when
not using segmented images; Friedman’s statistic was equal to 19.65 with four degrees of freedom. The Friedman’s test rejected the null hypothesis
with a p-value equal to 1.421E-4 when using segmented images; Friedman’s statistic was equal to 22.75 with four degrees of freedom.

Dataset Non-segmented Segmented
RDA RE UA GAN Avg RGAN % RDA RE UA GAN Avg RGAN %

BCN20000 0.752 0.663 0.653 0.707 0.694 0.766 10 0.764 0.681 0.670 0.717 0.708 0.785 11
DERM-LIB 0.910 0.822 0.822 0.900 0.863 0.953 10 0.976 0.860 0.836 0.910 0.896 1.000 12

DERM7PT-C 0.484 0.419 0.392 0.451 0.436 0.513 18 0.500 0.423 0.413 0.451 0.447 0.517 16
DERM7PT-D 0.634 0.580 0.605 0.584 0.601 0.753 25 0.689 0.615 0.642 0.584 0.632 0.767 21
HAM10000 0.691 0.650 0.609 0.653 0.651 0.667 2 0.707 0.688 0.615 0.663 0.668 0.713 7
ISBI2016 0.421 0.411 0.354 0.254 0.360 0.500 39 0.488 0.424 0.358 0.284 0.388 0.514 32
ISBI2017 0.402 0.306 0.371 0.352 0.358 0.397 11 0.437 0.319 0.376 0.382 0.379 0.439 16

MED-NODE 0.717 0.789 0.789 0.789 0.771 0.884 15 0.734 0.820 0.822 0.839 0.804 0.887 10
MSK-1 0.665 0.721 0.700 0.659 0.686 0.781 14 0.699 0.721 0.732 0.679 0.708 0.788 11
MSK-2 0.421 0.473 0.493 0.564 0.488 0.455 -7 0.443 0.497 0.518 0.604 0.516 0.455 -12
MSK-3 0.195 0.069 0.041 0.000 0.076 0.362 375 0.324 0.071 0.058 0.050 0.126 0.365 190
MSK-4 0.459 0.525 0.453 0.507 0.486 0.552 14 0.487 0.527 0.463 0.537 0.504 0.581 15

PH2 0.727 0.766 0.900 0.800 0.798 0.821 3 0.854 0.790 0.906 0.810 0.840 0.866 3
SDC-198 0.640 0.607 0.601 0.532 0.595 0.667 12 0.661 0.616 0.620 0.572 0.617 0.707 15
UDA-1 0.504 0.582 0.582 0.503 0.543 0.557 3 0.525 0.605 0.607 0.553 0.572 0.580 1
UDA-2 0.307 0.900 0.707 0.333 0.562 0.982 75 0.461 0.928 0.743 0.343 0.619 1.000 62
Ranking 3.000 3.313 3.500 3.688 1.500 3.000 3.500 3.438 3.688 1.375
p-values 7.290E-3 2.371E-3 1.040E-3 3.644E-4 - 3.650E-3 3.370E-4 4.494E-4 1.409E-4 -
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images, respectively. Once again, the proposal was
slightly surpassed in MSK-2, MSK-4 and SDC-198,
which stated these datasets as the most difficult to the
proposal. It is noteworthy that the proposal achieved
423% and 214% better performance compared to the av-
erage state-of-the-art techniques in MSK-3. The Fried-
man’s test rejected the null hypothesis with a p-value
equal to 7.288E-6; Friedman’s statistic was equal to
29.15 with four degrees of freedom. The Friedman’s
ranking shows that the proposal obtained the first po-
sition, indicating that this model in average achieved a
better performance than the rest of methods. Random
data augmentation technique achieved the second best
performance. Afterwards, the Hommel’s post-hoc test
was conducted by considering the proposal as the con-
trol method, and the results showed the proposal sig-
nificantly outperformed the rest of the state-of-the-art
techniques.

Table 7 shows the results of MobileNet, where the
proposal achieved the best performance all the time
when using segmented images, except in MSK-3. The
proposal was only slightly surpassed in 2.7% by UDA
method. However, it is noteworthy that the proposal
achieved 141% and 105% better performance compared
to the average state-of-the-art techniques in MSK-3.
The Friedman’s test rejected the null hypothesis with
a p-value equal to 3.940E-6; Friedman’s statistic was
equal to 30.463 with four degrees of freedom. The
Friedman’s ranking shows that the proposal obtained
the first position, indicating that this model in average
achieved a better performance than the rest of methods.
Random data augmentation technique achieved the sec-
ond best performance. Afterwards, the Hommel’s post-
hoc test was conducted by considering the proposal as
the control method, and the results showed the proposal
significantly outperformed the rest of the state-of-the-art
techniques.

Table 8 shows the results of Xception, where the
proposal did not achieve the best performance in
HAM10000, ISBI2017, MSK-2, PH2 and UDA-1.
However, it is noteworthy that the proposal achieved
375% and 190% better performance compared to the av-
erage state-of-the-art techniques in MSK-3. The Fried-
man’s test rejected the null hypothesis with a p-value
equal to 5.854E-4; Friedman’s statistic was equal to
19.65 with four degrees of freedom. The Friedman’s
ranking shows that the proposal obtained the first po-
sition, indicating that this model in average achieved a
better performance than the rest of methods. Random
data augmentation technique achieved the second best
performance. Afterwards, the Hommel’s post-hoc test
was conducted by considering the proposal as the con-

Table 9: Average MCC values and parameters of the used CNN mod-
els. The models are sorted by average predictive performance.

Model MCC Parameters
NASNetMobile 0.747 5,326,716

MobileNet 0.728 4,253,864
DenseNet201 0.728 20,242,984
InceptionV3 0.723 23,851,784

Xception 0.685 22,910,480

trol method, and the results showed the proposal sig-
nificantly outperformed the rest of the state-of-the-art
techniques.

Overall, the most suitable datasets were DERM-LIB,
PH2 and MED-NODE with 89%, 88% and 77% MCC,
respectively. On the other hand, the most complex
datasets were MSK-3, ISBI2016 and ISBI2017 with
30%, 39% and 41% MCC, respectively. However, the
proposal surpassed the average performance of its com-
petitors by 190% when using segmented images and
375% when not in MSK-3. In addition, the proposal
achieved always a 9% better performance compared to
the average results in BCN20000, which is the largest
dataset publicly available. Furthermore, the CNN mod-
els achieved the best average performance when train-
ing with the images generated by the proposal. The pro-
posed RGAN achieved the best performance the 82% of
the time.

To sum up, Table 9 shows the average performance of
each CNN model and their number of trainable param-
eters, where NASNet achieved the top average perfor-
mance and Xception ended last. These results indicate
that a bigger number of trainable parameters will not
necessarily obtain a better performance in melanoma di-
agnosis.

4. Conclusions

In this work, the diagnosis of melanoma was ad-
dressed via a series of contributions. Firstly, a dou-
ble residual architecture was designed and applied on
melanoma diagnosis in order to generate plausible syn-
thetic skin images. The architecture was evaluated qual-
itatively and quantitatively by using a manual inspection
and the IS score, respectively. These results showed
stable learning even with a low number of samples.
Then, an extensive experimental study was performed
on sixteen skin image datasets. Overall, results showed
that the proposed architecture significantly surpassed
several state-of-the-art data augmentation techniques in
five CNN models. The above corroborated the hypothe-
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sis that complex data augmentation techniques are suit-
able to train CNN models, even in small datasets with
complex properties. In addition, to preprocess data, a
segmentation method was applied. The results showed
that all CNN models improved their average perfor-
mance by using segmented data. The performance was
increased by applying transfer learning from pre-trained
ImageNet. Bear in mind that transfer learning alleviated
the requirement for a large number of training data.

Future works will conduct more extensive experi-
ments to validate the full potential of the proposed ar-
chitecture, for example by considering a wide set of hy-
perparameters to be tuned. In addition, we look for-
ward to implementing new evaluation metrics in order
to maintain an equilibrium during the training process.
Furthermore, it would be interesting to receive the feed-
back from dermatologists regarding realism. Finally, it
is noteworthy that the proposed approach is not strictly
restricted to melanoma diagnosis problem, and accord-
ing the results it could be applied in the future on other
complex real-world problems where data is limited.
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Abstract—Early diagnosis is still the best method to face
skin cancer. The diagnosis of skin lesions remains as a chal-
lenge for physicians and researchers. In the past few years,
it has benefited from computer-aided diagnosis methods that
successfully apply classic Machine Learning techniques and more
recently Convolutional Neural Networks. This work is aimed
at discovering architectures that best fuse clinical records and
medical images for the diagnosis of skin lesions. As a result, a
genetic algorithm is designed in order to select how to combine
such information and the main details of the new architecture.
The architecture is able to cope with multiple inputs and learn
multiple outputs, proving flexibility by sharing network param-
eters, which implicitly mitigates the overfitting of the model. An
extensive experimental study was conducted on the well-known
ISIC2019 dataset, where the models were trained with a total of
72,106 images and meta-data, including the augmented images.
The proposal outperformed the baseline state-of-the-art model
while diagnosing from eight skin lesion categories. Furthermore,
the discovered architecture achieved 85%, 94%, and 84% of
recall score when diagnosing malignant lesions - melanoma,
basal cell carcinoma, and squamous cell carcinoma, respectively.
Finally, the results showed the suitability of the proposed genetic
algorithm, which was able to automatically build a multimodal
fusion architecture for the diagnosis of skin lesions.

Index Terms—skin lesion diagnosis, melanoma, multimodal
data, multi-view, deep learning, genetic algorithm

I. INTRODUCTION

THE incidence and mortality rates of skin cancer remains
as a huge concern in many countries. Only in the Unites

States, 7,650 deaths are expected in 2022 (5,080 men and
2,570 women), which represents 470 more deaths than 2021
[1]. Recent works have started to examine automated image
analysis techniques, from handcrafted features and classical
machine learning techniques [2], to advanced deep learning
methods [3]. The first methods require the previous extraction
of handcrafted descriptors, which is prone to errors. However,
deep learning methods can automatically extract and learn

This research was funded by the Spanish Ministry of Science and Inno-
vation, the University of Cordoba, and the European Regional Development
Fund, projects PID2020-115832GB-I00 and UCO-FEDER 18 REF.1263116
MOD. It was also funded by the i-PFIS contract no. IFI17/00015 granted by
Health Institute Carlos III of Spain.

high-level features [3], providing a higher robustness to the
inter- and intra-class variability present in melanoma images
[4]. In addition, the above techniques may even outperform
dermatologists in terms of diagnosis, and could be used as a
diagnostic support tool [5].

On the other hand, CNN models still present several issues
that hamper their correct application in the diagnosis of
melanoma. For instance, CNN models are sensitive to varia-
tions in viewpoints, changes in lighting conditions, occlusions
and background clutter [6]. In addition, CNN models fit a wide
variety of non-linear data points and several of the existing
public melanoma datasets encompass only a few hundred or
thousand of images. As a result, CNN models are led to overfit,
therefore attaining a poor generalization capacity. Furthermore,
although the majority of melanoma datasets are comprised
of dermoscopic images, collect images taken with common
digital cameras can boost the development of modern tools for
a less expensive skin lesion diagnosis, thus reducing invasive
treatments and the required economical resources. Nowadays,
the rise of the digital era makes it possible not only to obtain
images at a low cost, but also to obtain all sorts of additional
information, such as symptomatologies and others. In this
regard, there is an opportunity to create models that can merge
several types of input data to satisfy the above requirements.
Accordingly, a proposal for combining images and meta-data
is presented.

To begin with, multi-view learning is a paradigm that has
shown to be suitable for improving the generalization capacity
of machine learning models [7]. Its main goal is to learn one
function that represents both image and meta-data, and opti-
mizes the architecture in order to improve the generalization
performance. Early, joint, and late fusion are well-known and
proven approaches to fuse the information from the views,
which are used in the present work. Early fusion joins raw or
preprocessed features from different modalities before passing
them to a predictive model, which will obtain a single predic-
tion [8]. On the other hand, joint fusion can use a model for
each view, which will output abstract features. Such features
are then combined and passed to a final predictive model.
All models will be trained by propagating the final loss from978-1-6654-8356-8/22/$31.00 ©2022 IEEE



the predictive model [9]. In this manner, all models should
be improved at the same time. Finally, late fusion constructs
independent models and obtains their individual predictions
[10]. After that, the final prediction is made by aggregating
the above predictions using averaging, majority voting, among
others. For example, a multi-view model for thyroid nodules
diagnosis was developed by analyzing information from raw
ultrasound images, manually extracted medical features from
segmentation analysis, and statistical and texture features [11].
The results showed that the best performance was found by
applying a late fusion approach and a majority vote on the
classification results of the three views.

On the other hand, the inclusion of metadata on previous
researchs suggests that the performance could be improved
[9]. It makes sense that complex relationships exist between
the characteristics of a sample, even more in human samples.
So far, age, anatomical site and sex can be found in some
relevant public skin image datasets, which makes possible to
design advanced models. In addition, nowadays the tendency
is to increase data collection, and then try to find complex
relationships in the data. In the near future, it is highly possible
that clinical background of patients and its evolution will
be used in more complex models, fusing data from different
sources.

To sum up, the multiview learning problem deals with the
prediction of multiple variables from a set of input variables,
in our case images and metadata; what is learned for each
model can help in solving the overall prediction. In this
research a new framework is proposed, which predicts which
type of lesion a sample is. Learning from multiple inputs
contributes to regularize the training process and implicitly
mitigates the overfitting of the model. Aimed at finding how
to efficiently merge both metadata and image, an algorithm
is proposed in order to explore such challenge. In this work,
it was hypothesised that different convolutional architectures
would be cooperatively enhanced, if they share convolutional
blocks that have proven to be effective in at least one of them.
The main contributions from this manuscript are:

• A study of the utility of multimodal data and its inclusion
within different architectures and training settings.

• A genetic algorithm, which is capable of discovering
suitable architectures for the diagnosis of skin lesion.

• The proposed architecture is able to identify eight
categories: (i) nevus, (ii) actinic keratosis, (iii) be-
nign keratosis, (iv) dermatofibroma, (v) vascular lesion,
(vi) melanoma, (vii) basal cell carcinoma, (viii) squamous
cell carcinoma.

The rest of this work is arranged as follows: Section II
gives details about the designed genetic algorithm, which was
used to learn the suboptimal sets of architectures; Section
III discusses the experimental study carried out, showing a
discussion of them; finally, some concluding remarks are
presented in Section IV.

II. DISCOVERING MULTI-VIEW ARCHITECTURES VIA A
GENETIC ALGORITHM

Regarding the generation of the different architectures,
such models can be generated either applying randomness or
finding a set of transformations by performing some type of
guided search. As a consequence, a genetic algorithm (GA)
was designed to learn the suboptimal architectures. Fig. 1
shows an overview of the three possible baseline architec-
tures. We selected the most feasible, yet difficult, variables
to evolve: feed forward settings, such as number of layers,
units and output features (f1, f2, fi, ..., fm); CNN output fea-
tures (c1, c2, ci, ..., cn); and the prediction block settings. An
effective configuration for a block of the architecture in Fig.
1a could be also valid in Fig. 1b and Fig. 1c, and otherwise.
Following subsections explain each one of the component of
the designed GA.

A. Individuals and chromosome codification

Let say that the population of the GA has k individuals
{I1, I2, . . . , Ik}, where the j-th individual (Ij) has a chromo-
some encoded as a ordered list of values, as shown in Fig. 2.
A gene gjp represents the p-th gene of the individual Ij , and
denotes a setting to be applied on the architecture; e.g. the
number of hidden layers in the feed forward network. Each
chromosome, therefore, represents an ordered list of settings,
and a full architecture. It should be noted that the length of
a chromosome will be equal to the size of parameters to be
tuned.

B. Creation of the initial population

In order to guarantee the diversity, the chromosome of
each individual Ij of the population is randomly created,
but repeated individuals are not allowed, avoiding the early
convergence of the method to local minima. Two individuals
are considered identical when all genes gjp in the chromosome
are identical.

C. Fitness function

The fitness function measures the performance of the archi-
tecture, thus leading the evolution towards high-performing
individuals. Many evaluation measures for multiclass predic-
tion have been proposed in the literature, such as multiclass
Matthews Correlation Coefficient (MCC). This metric is being
used in several bioinformatic scenarios and has the property
to summarize well the performance of the classifiers on
complex data [12]. In addition, MCC is even more reliable
than balanced accuracy in some scenarios [13], and is specially
designed to analyze the predictive performance on unbalanced
data, even if the classes are of very different sizes, which is
present in this work. The fitness function used to evaluate the
individual Ij can be calculated as

↑ fj = MCCj =
c× s−∑K

k pk × tk√
(s2 −∑K

k p2k)× (s2 −∑K
k t2k)

, (1)



Fig. 1. Explored architectures by the proposed genetic algorithm; a) means early feature-level fusion; b) refers to joint training fusion; c) indicates independent
decision fusion; f{1...h} are the meta-data feature representations; c{1...h} are the abstract feature representations extracted from images; ŷc and ŷf are
partial predictions from the CNN and Feed Forward models, respectively; ŷ is the final prediction. Given a sample, the model predicts its class by considering
each particular case.

Fig. 2. Example of a chromosome. Figure shows how a new architecture is
obtained by applying the ordered list of settings encoded by the chromosome.

where ↑ means the fitness should be maximized; tk =
∑K

i Cik

means the number of times class k truly occurred; pk =∑K
i Cki represents the number of times class k was predicted;

c =
∑K

k Ckk is the total number of samples correctly pre-
dicted; and s =

∑K
i

∑K
j Cij is the total number of samples.

D. Parent selection

A tournament size equal 2 was used in this work in
order to lower the selection pressure and increase the search
space. The parents are selected by a tournament selection
procedure to create the intermediate population [14]. First,
two individuals are randomly selected. Second, the individuals
are compared and the best one is selected with replacement.
Finally, the process is repeated and finishes when the number
of individuals is completed.

E. Genetic operators

Fig. 3 shows the genetic operators applied. First, an Uniform
crossover was carried out with a crossover rate puc. As such,
the genes in the same locus k of the chromosomes j and q
are swapped (gjk and gqk). Then, a custom Flat crossover for an

Fig. 3. Example of the genetic operators applied in the genetic algorithm.
Changed genes were highlighted in bold typeface.

integer representation was performed with a lower crossover
rate pfc [15]. As a result, a random integer value is chosen
from the interval [gjk, g

q
k]. On the other hand, BLX-α crossover

is applied in the gene that contains real numeric values -
it chooses a uniform random real number from the interval
[gj5, g

q
5]. Once the new offspring is generated, an one-point

mutator operator is applied with a probability pm. The value
of the selected genes are changed by valid values depending
of its locus, e.g. gj1 ∈ {0, 1, 2}. Finally, the offspring was



Fig. 4. Integration of the GA and the training phase.

generated.

F. Population update

In order to update the population, a generational elitism
approach was used [16]. The best parent replaces the worst
child if the first one is better than all the children. After
replacing the worst child, the new population replaces the
previous one. As a consequence, the last generation will hold
the best individual of the evolution.

G. Integration of the genetic algorithm in the training phase

Fig. 4 illustrates how the GA is integrated within the training
phase of the model. Given an individual Ij , an architecture is
built dynamically based on its chromosome. First, the gene
gj1 refers to which type of architecture will be build (see
Fig. 1). Second, gjp, p ∈ [2; 6], represent the Feed Forward
settings in Fig. 1b and Fig. 1c. Third, gj7 and gj8 refer
to the Prediction block in Fig. 1a and Fig. 1b. Four, gj9
means the applied optimizer - Adaptive Moment Estimation
(ADAM) and Stochastic Gradient Descent (SGD) are used to
solve the optimization problem, which iteratively minimizes
the prediction errors on the training samples. This type of
optimization algorithm traverses a path from a given initial
point to near the optimum. Five, data is randomly augmented
by following the settings detailed in Table II. Six, the initial
population is created and trained for e epochs. Seven, the

TABLE I
SUMMARY OF THE ISIC2019 DATASET IN EACH FOLD. TRAIN DATA WAS
AUGMENTED, AND TEST DATA KEPT THE ORIGINAL RATIO BETWEEN THE

CATEGORIES.

Data C1 C2 C3 C4 C5 C6 C7 C8 Total
Train 9,585 9,108 8,388 9,540 9,408 7,814 8,760 9,503 72,106
Test 1,045 86 236 23 26 437 325 63 2,241

TABLE II
CONFIGURATION USED DURING THE EXPERIMENTAL STUDY.

Parameter Value
Population (p) 50

Uniform crossover probability (puc) 90%
Flat crossover probability (pfc) 20%

Mutation probability (pm) 20%
Number of generations (g) 50

Rotations [1°,270°]
Flip X-axis and Y-axis

Crop [10%,30%]
Number of epochs (e) 150

Mini-batch size 16
Learning rate (α) 0.001

fitness of each individual is calculated. Eight, parents selection,
crossover, and mutation are performed. Nine, duplicates are
removed and the population is updated with the offspring.
Then, steps from seven to nine are repeated until the maximum
number of generations is reached. Finally, the best individual
is returned.

III. EXPERIMENTAL STUDY

A. Dataset

Table I shows a summary of the data used in the experimen-
tal study. The data was obtained from The International Skin
Imaging Collaboration1 (ISIC) repository. ISIC2019 com-
prises images that belong to eight categories. First, the data
was filtered - the 2,556 instances with missing meta-data
attributes were removed. Second, after each fold partition,
training data were balanced by creating new images until the
ratio of images was equal to the biggest one. The new training
images were considered as independent from the original ones.
On the other hand, test data was not augmented in order to
keep the original ratio. Third, meta-data was composed by sex,
age, and anatomical site. Finally, a total of ≈ 72,106 and 2,241
raw images were used in each fold for training and testing,
respectively.

B. Deep convolutional neural network model

MobileNet was selected to analyze the images. This archi-
tecture uses depthwise separable convolutions, which signifi-
cantly reduces the model size and complexity for training. The
model requires images with a resolution of h=224, w=224, and
c=3; h is the height, w is the width, and c is the number of
channels.
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Fig. 5. Confusion matrix from the baseline MobileNet.

C. Experimental settings

Table II summarizes the basic configuration used throughout
the experimental study to train the proposal. Data augmen-
tation was performed as follows: random rotation angles
between between 1° and 270°, random flips in the X-axis or
Y-axis, and random cropping between 10% and 30% were
used. Regarding the genetic algorithm that learn the best
sets of architectures, the population was composed by 50
individuals and they were randomly initialized. The crossovers
and mutator operators were applied with 90%, 20%, and 20%
of probabilities, respectively. The individuals were evolved
during 50 generations. As for the parameters used for training
the deep learning models, the learning rate (α) was equal to
0.001 and it was reduced by a factor of 0.1 if an improvement
in predictive performance was not observed during 10 epochs.
Transfer learnig was not used in order to focus only in data
augmentation techniques. The weights of the networks were
initialized using Kaiming method [17] when not using transfer
learning; a batch size equal to 16 was used; and the models
were trained along 150 epochs. Finally, the cost function used
for training the models was defined as the average of the
categorical cross entropy along all training samples.

D. Evaluation process

Regarding the evaluation process, a 3-times 10-fold cross
validation process was performed to assess the effectiveness
of each model, and the results were averaged across all fold
executions. In each fold, MCC was also used to measure
the predictive performance of the models; the higher the
MCC value, the better the performance. A perfect score is
represented by 1.

1https://www.isic-archive.com
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Fig. 6. Confusion matrix from the discovered architecture.

TABLE III
RECALL SCORE OF EACH CLASS, AND FINAL MCC VALUE. THE BEST

VALUE FOR EACH CLASS WAS HIGHLIGHTED IN BOLD TYPEFACE.

Model R1 R2 R3 R4 R5 R6 R7 R8 MCC
Baseline 0.65 0.65 0.78 0.91 0.92 0.82 0.93 0.81 0.68

Ours 0.70 0.72 0.81 0.91 0.96 0.85 0.94 0.84 0.73

E. Software and hardware

Pytorch2 was used as framework to build the proposed
multi-view deep neural network architectures. DEAP [18] was
used to develop the GA. The experimental study was executed
in 4 × GPUs NVIDIA Geforce RTX 2080-Ti, 4 × GPUs
NVIDIA Geforce RTX 1080-Ti, 2 × GPUs NVIDIA Geforce
GTX 780, Ubuntu 18.04 and 20.04, and CUDA v11.

F. Results

First, the architectures discovered by the genetic algorithm
were analyzed. The Borda’s method was used to find which
type of architecture achieved better overall performance in
the entire GA. Borda is the simplest ranking aggregation
method that assigns a score to an element in correspondence
to the position in which this element appears in each ranking.
Late fusion ended first (ranking 1875), followed by joint
fusion (ranking 1600), and lastly early fusion (ranking 738).
Nevertheless, a joint fusion architecture was the best of all the
population, which is encoded as [1,5,8,1,0.6,16,1,128,0], and
following results belong to it. Regarding the running time,
we took the above settings and evaluated it with the three
architectures in order to get an approximate running cost.
Table IV shows how many seconds it takes to train with
72,106 images. As can be seen, the inclusion of a feed forward
network takes its cost. Nevertheless, it is not a significant
amount of time.

2https://pytorch.org/



TABLE IV
RUNNING TIME FOR EACH EPOCH (SECONDS).

Model time
Early fusion 271
Joint fusion 276
Late fusion 277

The confusion matrix for the baseline MobileNet is shown
in Fig. 5, and for the selected discovered architecture in Fig.
6. Although the proposed GA is limited by the number of
generations, the results show that better performance was
attained when applying the GA than when using the baseline
model. In addition, the last three categories indicate malignant
skin lesions (melanoma, basal c.c. and squamous c.c.), where
the proposed model was able to identify 18 more cases than
the baseline. On the other, the predictive capability of the
rest of categories was also improved, with a total of 74 new
accurately identified lesions. Both models achieved the same
performance when diagnosing dermatofibroma. In total, 92
more lesions are correctly classified by using the proposed
architecture. It should be insightful to apply the proposal on
non-dermoscopic images. It is well-known that the amount
of this type of image is increasing sharply, leading to the
possibility of embedding models on mobile devices. As a
result, a preventive and more economical medical service is
very likely to be boosted. Overall, nevus lesions are still the
more complex images, given their great variety and similarity
with the rest of the categories.

Table III summarizes the performance of the models in each
category. Vascular lesion, basal c.c. and dermatofibroma were
the three most clearly identifiable categories, with 96%, 94%,
and 91% of recall, respectively. The proposal overcame the
baseline in all categories, except in dermatofibroma, and it
achieved the best MCC score, surpassing the baseline by 5
points. The results corroborated that meta-data is more useful
after been processed by a feed forward network, which can
be considered as a key finding. Abstract features extracted
by the network poses as the main difference between early
feature-level fusion and the other two approaches that used two
training models. Also, the joint fusion architecture that was
trained by using the loss from the final prediction, achieved
the top performance. The above point out to a regularization
effect between both models.

IV. CONCLUSION AND FUTURE WORK

In this work, a novel multimodal fusion architecture for the
automatic diagnosis of multiclass skin lesions is discovered
by using a genetic algorithm. This work clearly states the
aim of proving or not the validity of using meta-data, which
has been corroborated by the experimental study as a suitable
approach. As a result, the foundation to explore different ways
for finding a better performance has been laid, or even in a
shorter computation time. The proposal follows a multi-view-
network approach, where each model learns from training
images, clinical data, or fused abstract features extracted from

the mentioned sources. The proposal was competitive with the
baseline state-of-the-art model. All categories were improved,
except for a tie while diagnosing dermatofibroma. Future
works will include more state-of-the-art CNN models and
datasets in order to validate that the genetic algorithm is still
able to achieve suitable performance. Also, the impact of the
GA’s hyperparameters on the model’s performance should be
analyzed, which requires a very expensive work. Finally, it
is worth noting that the design of custom crossover methods
could lead to improve the performance, e.g. by considering
blocks of genes to evolve instead of single genes.
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1 Introduction

Melanoma is a major public health problem since it has the highest levels of mortality between the different types
of skin cancer [1]. Alarmingly, this illness has an increasing incidence in white people, where just in Europe were
estimated 144,200 cases and 20,000 deaths in 2018 [2]. Consequently, global actions are needed to revitalize efforts for
melanoma control and prevention.

Despite the progress achieved in clinical tests, the early diagnosis of melanoma remains as a tough task even for expert
dermatologists because the complexity, variability and dubiousness of the symptoms [3]. In this regard, several studies
have shown that the early diagnosis of melanoma can be benefited from computational methods [4], and recent works
demonstrated that such techniques may even overcome the diagnosis made by a committee of expert dermatologists
[5]. Classical machine learning techniques commonly require the previous extraction of handcrafted features, thus
incorporating a priori an important knowledge in the analysis, and not requiring the availability of very large datasets
for constructing a proper predictive model [6]. However, despite the advantages of these techniques, it should be noted
that the quality of the extracted descriptors heavily relies on the level of dermatologists’ expertise, and finding the
informative and discriminative set of high-level features to build an accurate model remains as a complex and costly
task that is usually problem dependent [7]. Consequently, in the last years there has been an increasing attention in
developing computational techniques which can automatically extract and learn high-level features, thus providing a
higher robustness to the inter- and intra-class variability present in melanoma images [8].

Deep learning models, specifically Convolutional Neural Networks (CNNs), are widely being been used for melanoma
diagnosis from dermoscopic images [9]. This type of learning method has the capacity of automatically learning
high-level features from raw images [8], thus allowing the extraction of hierarchies of features by applying convolutional
operators that progressively learn more abstract features and, finally, enabling the learning of data-driven features for
specific tasks [10]. Therefore, CNNs has shown to be more effective in diagnosing melanoma, easing the development
of novel applications in a shorter time.

Accordingly, this work presents a novel deep learning model for diagnosing melanoma from images. The proposed
architecture is inspired in multi-view paradigm, where several views were generated from the original images, allowing
to achieve a promising effectiveness in melanoma diagnosis. Next, the proposed model is briefly explained, and
the specific configuration used in The International Skin Imaging Collaboration 2019 challenge (ISIC-2019) is also
portrayed.

∗This work is copyrighted by Dr. O. Reyes, MSc. E. Pérez, and Dr. S. Ventura, and any copy, modification, and posterior
publication by other authors is not allowed. This manuscript was submitted to ISIC-2019 with the only intention to briefly describe
the model used in the competition.



A PREPRINT - AUGUST 15, 2019

2 Description of the proposed approach

In this work, a novel architecture inspired in multi-view learning for melanoma diagnosis was proposed. Figure 1 briefly
describes the proposed architecture, which is based on the following hypothesis: better abstract and discriminative
features would be extracted if independent computational blocks were learned from restricted and specialized feature
spaces. Each different view of an image is constructed by means of applying independent and specialized random
transformations over the same original image. Therefore, each view represents an unique feature space, thus reducing
the large number of representations that would be generated if all possible random transformations were simultaneously
applied. A view is generated by applying a group of random transformations belonging to the same category (e.g.
colour-based transformations) and, therefore, we can produce a desired number of different and independent views
from the same image.

The architecture is composed by N independent computational blocks which learn from the different views generated for
an image, where each block yields a partial prediction (pi) and its learned representation. Also, the new representations
produced by each block are then concatenated by channels and passed to a final block that produces an additional
prediction. Finally, given a sample image, the model predicts its class by using an aggregation procedure that considers
the N + 1 partial predictions ({p1, p2, . . . , pN , pN+1}).

Figure 1: The proposed multi-view architecture.

The proposed architecture have several advantages, to mention a few:

• The model implicitly follows an ensemble approach which can benefit the predictive performance in melanoma
diagnosis. Ensemble-based learning has demonstrated to be an effective way to improve the learning process
in many real-world problems [11], and melanoma diagnosis is no exception [12].

• The model uses the so-called data augmentation technique for constructing the different views of an image.
Therefore, data are implicitly augmented not only at training phase, but also at test phase, allowing to attain
a better predictive performance; the application of data augmentation on both phases have shown to be an
effective way to improve melanoma diagnosis [13]. On the other hand, data augmentation technique has
demonstrated to be an effective regularization method [14].

• Each computational block can extract richer abstract features which are focused on specific feature spaces;
each view is generated after applying random operations which are grouped by types of transformations. This
feature can also reduce the complexity in the learning process of each computational block, and therefore the
overall computational cost of the model, since each block is learning from simpler feature spaces.

• The model not only learns specific abstract features that describes each independent view, but it can also be
benefited from those shared features that exist across the views; the final block can extract features from the
representation that was formed by combining the learned feature spaces from each intermediate block.

• The model produces the final prediction by considering several auxiliary classifiers. This feature can yield a
more stable learning and better convergence [15], as well as the auxiliary classifiers can act as regularizer [16].

• Finally, the architecture is flexible with respect to the designing of each internal block. We can use from single
stacked convolutional layers to a complex independent model (e.g. an Inception model) in each block. Also,
blocks comprising the same internal structure can be used along the architecture, or we can use a collection of
heterogeneous blocks. This flexibility gives the chance in defining a diverse ensemble of independent models,
having each one different advantages and drawbacks.

2
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3 Specific configuration used in ISIC-2019 challenge

This was the configuration used of the proposed architecture in ISIC-2019:

• The model had five intermediate blocks, where the first one used the original images (i.e. no transformations
were applied), and the rest of blocks learned from different views, being each one generated by a different group
of random transformations. The four family of random transformations were: rotation-based transformations,
flip-based transformations, crop-based transformations, and colour-based transformations.

• A pretained MobileNetV2 [17] was used in each intermediate block. This model had weights that were
previosly learned from ImageNet [18] dataset, which contains more than 1 million of images of 1,000 object
classes. Also, given an image, MobileNetV2 was modified in order to not only obtain the prediction for this
image, but also the learned representation that is subsequently concatenated and passed to the final block of
the architecture.

• The last block of the architecture comprises three sub-blocks, where each one encompasses the following
stacked layers: convolutional -> batch-normalization -> Relu -> dropout (probability of 0.4). Finally, there
is an additional convolucional layer followed by a flatten layer that gives the prediction.

• A cost function that averages a softmax cross entropy (loss function) across all the blocks was used to train the
network.

• The final predictions were obtained combining all the partial predictions yielded by the blocks using a
soft-voting approach.

• The model was trained with the optimizer Stocastic Gradient Descend (SGD) using a batch size equal to 16.
The default parameters proposed for SGD algorithm were used.

• The model was trained along 50 epochs.

• Considering that the intermediate blocks are composed by pretained MobileNetV2, in this work we applied
the following fine tuning approach: all the internal layers of each MobileNetV2, excepting those last layers
that were modified to directly obtain the learned representations, were “frozen" during the first five epochs.
After five epochs, all the blocks, including all their internal layers, were defrosted.

• To measure the effectiveness of the proposed model, as well as for tuning the main hyperparameters, a 10-fold
cross validation was conducted on the training set.

• The model was executed in a Desktop PC with Ubuntu 18.04, Intel Core i7-8700K Processor 3.7 GHz, 64 GB
DDR4 RAM, and two GPUs Geforce GTX 1080-Ti with 11 GB DDR5 each one. We used Gluon library of
Apache MXNet2, which provides a clear, simple and concise API for designing deep learning models.

For the second task of the challenge, Lession Diagnosis: Images and Metadata, the same approach used in the task no. 1
was used, but in this case an additional view was generated from the provided meta-data. The predictions yielded by the
view related with meta-data is integrated into the model by averaging them with the ones given by the other image-based
views. In order to meta-data could directly be used by the neural network, the categorical variables were converted
to dummy variables, the variable age was normalized into [0, 1] range, and all the missing values were replaced by
the median or mode of the corresponding variable. The intermediate block that learns from meta-data was a simple
multi-layer perceptron composed by three dense hidden layers of 32 ReLU units each one, and a final output layer with
a number of units equal to the number of existing classes; a dropout layer was placed after each hidden layer using a 0.4
probability.

Finally, in the two tasks, the following two approaches were used to determine when the category of an image should be
considered as unknown; all these approaches are based on active learning paradigm:

• Entropy sampling approach: given an image, the uncertainty in the prediction yielded by the model was
measured by means of computing its entropy. The more uniform is the distribution of probabilities, the higher
the uncertainty in the prediction. Those samples with a normalized entropy greater than 0.85 were directly
considered as unknown.

• Margin sampling: given an image, the uncertainty in the prediction yielded by the model was measured by
means of computing the difference between the two more likely classes. The smaller the difference between
the two highest probabilities, the highest the uncertainty in the prediction. Those samples with a margin
distance lower than 0.02 were directly considered as unknown.

2https://mxnet.incubator.apache.org/
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• Relevance sampling: given an image, the uncertainty in the prediction yielded by the model was measured
by means of computing the representativeness of the more likely class. The smaller the probability of the
more likely class, the highest the uncertainty in the prediction. Those samples with a more likely class not
comprising at least 30% of the total of the distribution were directly considered as unknown.
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Summary 

Melanoma is the type of skin cancer with a major probability to propagate to nearby tissues, 
and it is today the skin cancer which has the highest levels of mortality. The melanoma 
diagnosis is a complex task, even for an expert dermatologist, due to the high variability in 
the characteristics of moles that appear in the patients' skin. Several studies have 
demonstrated that machine learning techniques can be really helpful and effective for 
automatic melanoma diagnosis. In this work, we aimed to study the main machine learning 
methods that have been proposed so far for diagnosing melanoma from dermoscopic 
images. The bibliography revision revealed the most effective state-of-the-art techniques to 
perform the melanoma diagnosis, and it also allowed to detect the main challenges that still 
persist in diagnosing melanoma from images. 

Resumen 

El melanoma es el tipo de cáncer de piel que tiene mayor probabilidad de invadir el tejido 
cercano y diseminarse a otras partes del cuerpo, siendo hoy en día el cáncer de piel que 
provoca más muertes. El diagnóstico de melanoma es una tarea compleja incluso para un 
dermatólogo experto debido a la alta variabilidad en las características de los lunares que 
aparecen en las pieles de los pacientes. Varios trabajos han demostrado que las técnicas de 
aprendizaje automático pueden ser realmente útiles para el diagnóstico automático de 
melanoma. El objetivo principal de este trabajo fue realizar un estudio bibliográfico de las 
principales técnicas de aprendizaje automático que han sido propuestas para el diagnóstico 
de melanoma a partir de imágenes dermoscópicas. A partir de la revisión bibliográfica se 
determinaron cuáles son las técnicas más efectivas, así como los principales desafíos que 
aún subsisten para un correcto diagnóstico automático de melanoma. 

Introducción 

Actualmente se diagnostican alrededor de todo el mundo unos 160,000 casos al año que 
padecen cáncer de piel [1], y de ese total solo en España se diagnostican unos 3,600 
casos. Varios estudios han demostrado que la mayoría de las consecuencias graves que 
produce el melanoma se pueden evitar mediante su diagnóstico temprano [2]. 
Inicialmente, para determinar si un paciente padece de melanoma o no, se estudian las 
imágenes dermoscópicas de las lesiones, analizando el color, la geometría y la textura 
del área dañada [3]. Sin embargo, el diagnóstico de melanoma es una tarea compleja 
incluso para un dermatólogo experto debido a la alta variabilidad en las características 
de las imágenes; como se puede observar en las Figuras 1 y 2 existen una diferencia 
significativa entre imágenes pertenecientes a un mismo grupo. 
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Figura 1. Muestras sanas. 

  
Figura 2. Melanoma. 

A lo largo de los años, varios trabajos han demostrado que los algoritmos de aprendizaje 
automático pueden favorecer significativamente el proceso de diagnóstico de melanoma 
a partir de imágenes [4]. El objetivo de este trabajo fue realizar un estudio bibliográfico 
que tiene como objeto de estudio el diagnóstico de melanoma, enfocándose en el campo 
de acción correspondiente al diagnóstico mediante técnicas de aprendizaje automático. 
A partir del estudio bibliográfico realizado, se determinaron las técnicas 
computacionales más usadas en la actualidad para el diagnóstico automático de 
melanoma, las cuales servirán posteriormente como punto comparativo para validar los 
métodos que nos planteamos desarrollar a lo largo de la tesis doctoral. 

Metodología 

Para desarrollar este trabajo fueron consultadas las principales publicaciones, en revistas 
especializadas, relacionadas con el diagnóstico automático de melanoma en los últimos 
13 años, así como las principales conferencias internacionales relacionadas con la 
temática. Para la búsqueda de la bibliografía especializada utilizamos principalmente la 
base de datos SCOPUS, empleando diferentes combinaciones de palabras claves para la 
búsqueda, tales como AUTOMATIC SKIN CANCER DETECTION/DIAGNOSIS, 
AUTOMATED MELANOMA DETECTION/DIAGNOSIS, MACHINE LEARNING 
& MELANOMA, DEEP LEARNING & MELANOMA, etc. Esta búsqueda nos 
permitió filtrar los artículos relacionados por citas y año de publicación, detectando el 
estado del arte más reciente en la temática, y dejando de esta manera sentadas las bases 
para la continuidad de la investigación. 

Resultados 

A partir del estudio bibliográfico realizado pudimos observar que la mayoría de los 
métodos computacionales existentes utilizan como entrada las imágenes de los lunares 
de cada paciente, o conjunto de descriptores extraídos de esas imágenes, y aplican 
técnicas clásicas como los k vecinos más cercanos [5], redes neuronales artificiales [6] y 
máquinas de soporte vectoriales [7]. La principal limitación de estas técnicas radica en 
que dependen de la calidad de los descriptores que se extraen de las imágenes, o que las 
imágenes originales se convierten en vectores de gran longitud; esta última limitación 
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trae consigo el desafío de construir un modelo preciso a partir de pocas muestras 
(imágenes) que son descritas por un enorme número de variables. 

Por otra parte, en los últimos años se ha observado un especial interés en la aplicación 
de modelos de redes profundas [8], los cuales han demostrado ser realmente efectivos 
en la clasificación de imágenes en problemas de diferentes dominios de aplicación. La 
efectividad de los modelos profundos para la detección de melanoma se puede 
evidenciar en las competiciones que se viene desarrollando desde el 2016 patrocinadas 
por la fundación The International Skin Imaging Collaboration (ISIC), donde las 
Convolutional Neural Networks (CNN) han ocupado los primeros lugares. Las CNN 
tienen como ventaja que aprenden directamente a partir de las imágenes originales, por 
lo que no se ven afectadas por transformaciones realizadas en etapas de 
preprocesamiento. Estos modelos son capaces de extraer patrones espaciales abstractos 
a lo largo de todas las capas ocultas de la red, los cuales son usados posteriormente para 
clasificar las imágenes. Sin embargo, aún quedan varios desafíos en el área del 
diagnóstico del melanoma a partir de imágenes, como por ejemplo lograr construir 
modelos precisos donde el desbalance entre el número de muestras de cada clase es 
elevado y/o el tamaño de las bases de datos de imágenes de melanoma es pequeño. 
Ejemplo de ello son los resultados obtenidos en ISIC-2016 e ISIC-2017, mostrados en 
la Tabla 1, los cuales evidencian que los niveles de predicción alcanzados en la clase 
positiva son aún bajos, confirmando que los modelos no son robustos ante el desbalance 
existente entre el número de muestras de cada clase. 

 Tabla 1. Resultados obtenidos por los ganadores de ISIC en la tarea de clasificación 
de melanoma. 

 Exactitud TPR TNR Desbalance ISIC 

CUMED [9] 85,50 50,70 94,10 4,1x 2016 

Resnet 
ensemble [10] 

82,80 73,50 85,10 4,3x 2017 

  

Conclusiones 

A partir del estudio bibliográfico realizado se identificaron las principales técnicas de 
aprendizaje automático empleadas para el diagnóstico automático de melanoma. Se 
comprobó que la eficacia de las técnicas que incluyen una etapa de preprocesamiento de 
las imágenes dermoscópicas depende en gran medida de la calidad de los descriptores 
extraídos a partir de las imágenes. Por otro lado, se observó que en los últimos años las 
redes profundos se han convertido en los modelos más utilizados para el diagnóstico de 
melanoma, en parte por su capacidad de trabajar directamente con las imágenes 
originales. Sin embargo, a pesar de la alta capacidad de los modelos profundos, se 
detectaron una serie de desafíos que aún persisten en la tarea del diagnóstico de 
melanoma. En trabajos futuros nos proponemos realizar estudios experimentales para el 
análisis de la efectividad de las diferentes estructuras de redes convolucionales. 
También diseñaremos estrategias para disminuir el impacto negativo que produce el 
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desbalance en los datos, así como abordaremos el problema del entrenamiento de redes 
profundas a partir de base de datos de tamaño pequeño. 
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Conclusiones
SeSe identificaron las principales técnicas de aprendizaje automático 
empleadas para el diagnóstico automático de melanoma. Se observó que 
en los últimos años las redes profundas se han convertido en los modelos 
más utilizados para el diagnóstico de melanoma, en parte por su 
capacidad de trabajar directamente con las imágenes originales. En 
trabajos futuros nos proponemos realizar estudios experimentales para 
el análisis de la efectividad de las diferentes estructuras de redes 
convolucionales.convolucionales. También diseñaremos estrategias para disminuir el 
impacto negativo que produce el desbalance en los datos y abordaremos 
el problema del entrenamiento de las redes profundas a partir de bases 
de datos de tamaño pequeño.

                           Exactitud     TPR       TNR     Desbalance  ISIC

CUMED                  85,50      50,70    94,10         4,1x        2016
Resnetensemble    82,80      73,50    85,10         4,3x        2017

Resultados
LaLa efectividad de los modelos profundos para la detección de melanoma 
se puede evidenciar en las competiciones que se vienen desarrollando 
desde el 2016 patrocinadas por la fundación The International Skin 
Imaging Collaboration (ISIC), donde las Convolutional Neural Networks 
(CNN) han ocupado los primeros lugares. Los modelos CNN son capaces 
de extraer patrones espaciales abstractos a lo largo de todas las capas 
ocultas de la red, los cuales son usados posteriormente para clasificar 
laslas imágenes. Los resultados obtenidos en ISIC-2016 e ISIC-2017 se 
muestran en la Tabla 1.

Introducción
ElEl melanoma es el tipo de cáncer de piel que tiene mayor probabilidad de 
invadir el tejido cercano y diseminarse a otras partes del cuerpo, siendo 
hoy en día el cáncer de piel con mayor mortalidad. El diagnóstico de 
melanoma es una tarea compleja incluso para un dermatólogo experto, 
debido a la alta variabilidad en las características de los lunares que 
aparecen en la piel de los pacientes. Actualmente se diagnostican 
alrededor de todo el mundo unos 160.000 casos de cáncer de piel, y de 
eseese total solo en España se diagnostican unos 3.600 casos. Para 
determinar si un paciente padece o no esta enfermedad, se estudian las 
imágenes dermoscópicas de las lesiones, analizando el color, la 
geometría y la textura del área dañada. 

Figura 3. Etapas del Melanoma. Fuente: Cancer Research UK/Wikimedia Commons..

Figura 4. Lo que entiende el ordenador

Figura 2. Melanomas

Figura 1. Muestras sanas.
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Figura 5. Estructura de una Convolutional Neural Networks (CNN). 
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Española para la Inteligencia Artificial (CAEPIA), pp. 901-906. Granada

(Spain). October 2018. Available from SCI2S digital library.
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