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Abstract
Mathematisch-Naturwissenschaftliche Fakultät

Max Planck Institute for Intelligent Systems

Doktor der Naturwissenschaften

Nature-Inspired Inductive Biases in Learning Robots

by Sebastian BLAES

The work presented in this thesis studies various nature-inspired inductive biases
in the domain of model-free and model-based reinforcement learning with the goal
of designing AI agents that act more efficiently and autonomously in natural envi-
ronments. The domain of robotic manipulation tasks is particularly interesting as it
involves non-trivial system dynamics and requires abundant planning and reason-
ing. The inductive biases under investigation are primarily inspired by intelligent
agents found in nature, such as humans and other animals. The primary sources of
inspiration are as follows. (1) Hierarchically organized and specialized cortical struc-
tures facilitating efficient skills learning. (2) The self-organized playing of children
to form intuitive theories and models about the world. (3) Structured exploration
strategies based on various forms of intrinsic motivation and long-lasting tempo-
ral correlations in motor commands. (4) Imitation Learning. (5) Uncertainty-aware
planning of motor commands in imagined models of a non-deterministic world.

Consequently, this work continues a long history of ideas and research efforts
that take inspiration from nature to build more competent AI agents. These efforts
culminated in research fields such as hierarchical reinforcement learning, develop-
mental robotics, intrinsically motivated reinforcement learning, and representation
learning. This work builds on the ideas that were advanced in these fields. It com-
bines them with model-free and model-based reinforcement learning methods to
solve challenging robotic manipulation tasks from scratch. Empirical studies are
carried out to support the hypothesis that nature-inspired inductive biases might be
an essential building block in designing more competent AI agents.
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Abstrakt
Mathematisch-Naturwissenschaftliche Fakultät

Max Planck Institute for Intelligent Systems

Doktor der Naturwissenschaften

Nature-Inspired Inductive Biases in Learning Robots

von Sebastian BLAES

Die in dieser Dissertation vorgestellten Arbeiten studieren verschiedene von der
Natur inspirierte induktive Verzerrungen im Kontext von modellfreiem und mod-
ellbasiertem selbstverstärkenden Lernen, mit dem Ziel, KI Agenten zu entwerfen,
die effizient und autonom in der realen Welt handeln. Dabei sind von Robotern
zu bewältigende Objektmanipulationsaufgaben von besonderem Interesse, da die
zeitliche Entwicklung dieser dynamischen Systeme nicht trivial ist und Manipu-
lationsaufgaben schwierige Planungsprobleme darstellen. Die betrachteten induk-
tiven Verzerrungen sind hauptsächlich von in der Natur zu findenden intelligen-
ten Agenten, wie Tiere und Menschen, inspiriert. Die primären Inspirationsquellen
sind wie folgt. (1) Hierarchisch organisierte und spezialisierte kortikale Strukturen,
die die effektive Erlernung von Fähigkeiten unterstützen. (2) Das selbstorganisierte
Spielen von Kindern zum Zwecke der Formung intuitiver Modelle und Theorien
über die Welt. (3) Strukturierte Explorationsstrategien basierend auf unterschiedliche
Formen von intrinsischer Motivation und lang anhaltender zeitlicher Korrelationen
in motorischen Befehlen. (4) Imitationslernen. (5) Die Planung von Aktionssequen-
zen unter der Berücksichtigung von Unsicherheiten in mentalen Modellen der nicht-
deterministischen Welt.

Diese Arbeit ist die Fortsetzung einer langen Historie von Ideen und Forschungs-
bemühungen, die Inspiration aus der Natur ziehen, um kompetentere KI Agen-
ten zu entwickeln. Die Bemühungen in diesen Forschungsfeldern mündeten in
der Ausbildung verschiedener Forschungsfelder wie hierarchisches selbstverstärk-
endes Lernen, Entwicklungsrobotik, intrinsisch motiviertes selbstverstärkendes Ler-
nen und Repräsentationslernen. Diese Arbeit baut auf den in diesen Feldern en-
twickelten Ideen und Konzepten auf und kombiniert diese mit Methoden von mod-
ellfreiem und modellbasiertem selbstverstärkenden Lernen, um es Robotern zu er-
möglichen, herausfordernde Objektmanipulationsaufgaben von Grund auf zu lösen.
Die Hypothese, dass von der Natur inspirierte induktive Verzerrungen einen es-
senziellen Beitrag zur Erschaffung kompetenterer KI Agenten liefern könnten, wird
dabei durch zahlreiche empirische Studien unterstützt.
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1.1 Natural Intelligence:
Autonomous Biological Agents

The autonomy and ability to quickly adapt to a dynamic environment are critical
for the existence and survival of any intelligent creature. Throughout evolution,
nature provided humans and other animals with various innate behaviors (Versace
et al., 2015), specialized cortical structures (Kanwisher, 2010), the ability to adapt
such skills and structures to a changing environment (Kuhl et al., 1992; Saffran et al.,
1996), and learning mechanisms to acquire entirely new competencies.

In precocial species, newborns are relatively mature shortly after birth and show
a range of complex behaviors that do not require any or large amounts of learn-
ing (Versace et al., 2015). For example, to survive, prey animals like horses can stand
and run minutes after they are born (Miller et al., 2005). Altricial species like hu-
mans, on the other hand, go through a prolonged maturation period in which most
of their behavior has to be learned through social interactions, imitation learning,
and exploratory self-play (Nehaniv et al., 2007). Nonetheless, the human brain has
a variety of hard-coded components that ensure the survival of the individual and
the species as a whole. For instance, reflexes bypass the conscious part of the brain
entirely (Johns, 2014) and are direct and hard-coded motor responses to specific stim-
uli. An example of such a reflex is the sucking reflex in newborns that ensures the
baby’s access to food while it is still not in complete control of its own body. More-
over, the sucking reflex is a stepping stone for learning voluntary breastfeeding be-
havior (Sherman Ross et al., 1957) and therefore guides learning in a world full of
countless possibilities.

Imitating the behavior of others plays a vital role in the acquisition of new skills
(Aitken, 2018) in humans and many other animals. For example, human newborns
can already match facial expressions of other humans (Andrew N. Meltzoff et al.,
1997) and infants imitate facial and manual gestures from observations (Andrew N
Meltzoff et al., 1977). This mirroring behavior occurs even before the emergence
of a reflective self-awareness that typically develops between 13 and 26 months of
age (Lewis, 2012) together with the formation of self-reference and self-conscious
emotions. These observations argue for the existence of innate cortical structures
that support learning through imitation. One of these systems might be the mirror
system (Rizzolatti et al., 2001) with mirror neurons (Acharya et al., 2012) showing
a similar activation pattern independent of whether a person performs an action
directly or observes someone else performing the same activity. Not only do children
use imitation learning to acquire new skills, but humans throughout their entire life
imitate the behavior of other humans to modulate already existing skills (Möttönen
et al., 2005) or learn entirely new behavior.

An equally important role plays self- or intrinsically motivated learning in ac-
quiring new skills and adapting preexisting structures. It is believed that children
use self-play to develop and practice subroutines (Bruner, 1973) that later benefit
more goal-directed behavior (Weisler et al., 1976) and serve children as a playground
to conduct experiments and analyze the statistics in their observations to form intu-
itive theories and models about the world (Gopnik et al., 2004). There is growing
evidence that during self-play, children explore surprising events (Stahl et al., 2015),
observations that violate their prior beliefs (Legare et al., 2010) or situations that
maximize information gain (Ruggeri et al., 2019). In other animals, more rudimen-
tary but not utterly random exploration strategies are observed too. For example,
if food is scarce, sharks show an exploratory behavior described by Lévy flights in



4 Chapter 1. Introduction

that it exhibits long-lasting temporal correlations compared to a purely random ex-
ploration strategy (Sims et al., 2008; Humphries et al., 2010).

Humans and other animals form intuitive theories and models about the world
(Gopnik et al., 2004). However, they are constantly confronted with and have to
act within an inherently uncertain environment. Uncertainties can originate either
from a lack of information or inherently stochastic system dynamics. Therefore, it
is critical for acting beings to constantly reevaluate and update their inner beliefs
about the world by incorporating new or confounding information from the senso-
rimotor stream. In human cognition, this is known as metacognition (Metcalfe et
al., 1994). In humans and other animals, it is observed that uncertainties about the
world are taken into account during the planning of actions, either by taking actions
that reduce the uncertainty about the environment (Belger et al., 2018) or by acting
in a risk-averse fashion if the outcomes of certain actions are hard to predict or fail-
ure comes with a high cost. Research suggests that humans optimize motor plans
for task performance while explicitly accounting for the known uncertainty in the
environment (Alhussein et al., 2021).

All this research implies that the behavior observed in biological agents is not
purely learned from the ground up. Instead, evolution equipped biological agents
with innate skills and shaped the brain to facilitate the adaptation of these skills and
the learning of new skills. Different species occupying different ecological niches de-
veloped similar structures to different extents and even developed entirely different
systems depending on their needs. For instance, humans have developed very dis-
tinct brain areas for language processing (Friederici, 2011) because of the importance
of social interactions in human lives.

1.2 From Natural to Artificial Intelligence:
Autonomous Artificial Agents

The desire to build intelligent machines dates back to antiquity. Already one of the
first known automata from Greek mythology, Talos (McCorduck et al., 2004), has
been made by Hephaestus in the image of humans. It is not surprising that Artifi-
cial Intelligence (AI) systems are often inspired by the human brain, as it is the most
sophisticated learning system known to humankind. The actual advent of AI sys-
tems began with the development of programmable computers. Alan Turing, one
of the pioneers of theoretical computer science and artificial intelligence, stated that
to build a general AI, one must create a machine that can learn like a child (Turing,
1990). In “The Need for Biases in Learning Generalizations” (Mitchell, 1980) it is ar-
gued that a program can never make the leap necessary to classify instances beyond
those it has observed. Therefore, other sources of information in the form of biases
have to be introduced to choose one generalization over the other. Jonschkowski
et al. (2015) argues for numerous robotic priors for learning state representations,
namely a temporal coherence prior, a proportionality prior, a causality prior, and
repeatability prior. Neural Networks (NNs), one of the main drivers of modern
Machine Learning (ML), are inspired by how the brain processes information with
artificial neurons mimicking the behavior of individual cells in the brain (Rosenblatt,
1957). Reinforcement Learning (RL), a field of ML concerned with learning agents
that act in an environment to maximize a performance metric, is primarily inspired
by the trial-and-error-based learning and “reinforcement” theories in animal and hu-
man learning (Farley et al., 1954; M. L. Minsky, 1954). In recent years, RL combined
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with powerful function approximators such as deep NN showed remarkable suc-
cesses in solving Atari games on a super-human level (Mnih, Kavukcuoglu, Silver,
Graves, et al., 2013), beating humans in two-player games like Chess and Go (Silver,
Hubert, et al., 2017), and solving challenging robotic manipulation tasks (H. Kim
et al., 2003; OpenAI et al., 2019) with high-dimensional continuous state spaces and
action spaces.

Most of these works learn a monolithic policy from raw experience in an end-
to-end fashion. However, this requires an immense amount of data that needs to
be collected through the agent’s interactions with the environment. For instance,
learning the control policy that solves a Rubik’s cube with a human-like Shadow
Dexterous Hand requires a cumulative experience equivalent to roughly 13 thou-
sand years of real-time experience (OpenAI et al., 2019). On the other hand, humans
can often learn from just a few examples (Lake et al., 2019). One potential reason
for the efficiency of humans in learning new skills is the extensive repertoire of prior
knowledge they can make use of. Another reason, as argued in the previous section,
is that evolution shaped cortical structures to facilitate learning relevant skills for
survival. Typically, AI agents are trained and evaluated in the same highly confined
environments with clearly defined and externally provided goals. In contrast, hu-
mans live in an open and dynamic environment that requires constant adaptation
and quick reactions to unforeseeable events. It is very hard to make accurate predic-
tions far into the future in the real world because of the many sources of uncertainty
that exist in the natural world.

To make learning in artificial agents more efficient and self-organized, some re-
searchers aim to simulate more aspects of human cognition with AI systems, for
instance, by incorporating inductive biases into the learning process that are often
inspired by how evolution shaped the brain to become the impressive learning ma-
chine that is known to us today or by how children explore their environment with-
out any external guidance. The research field of embodied robotics views the agent’s
embodiment and the learning algorithm in unity. In embodied robotics, it is studied
how the constraints emerging from this unity shape the learning of skills and influ-
ence the behavior of artificial agents in open-ended environments. See Lungarella
et al. (2003), Asada et al. (2009), and Oudeyer (2010) for surveys of the field.

The goal of Intrinsically Motivated Reinforcement Learning (IMRL) is to get rid
of the idea of specifying particular external goals altogether and instead define vari-
ous intrinsic reward signals that encourage the agent to learn new skills and explore
the environment in an autonomous and open-ended fashion. Numerous definitions
and implementations of Intrinsic Motivation (IM) were developed in the past, in-
cluding IM based on the disagreement between a mental model and real observa-
tions (Schmidhuber, 1991; Pathak et al., 2017), learning progress (Schmidhuber, 1991;
Lopes et al., 2012; K. Kim et al., 2020) (used in Ch. 3), or information gain (Pfaffel-
huber, 1972; Storck et al., 1995; Cover, 1999; Houthooft et al., 2016). Section 2.2.5 of
Ch. 2 discusses other forms of IM in more detail.

In representation learning, priors in the form of information bottlenecks (Yingjun
et al., 2019) or the composability of state abstractions (Burgess et al., 2019) are used
to learn state abstractions useful for downstream control tasks.

Another field of research that gained traction recently is Model-Based Reinforce-
ment Learning (MBRL). In MBRL, a mental model of the environment is learned
to make predictions about the future. “Mental simulations” are used to learn con-
trol policies from “imagined data” (Richard S Sutton, 1990; Richard S Sutton, 1991a;
Richard S Sutton, 1991b) or for planning (Richards, 2005; Chua et al., 2018). Sec-
tion 2.2.3 of Ch. 2 discusses the different research directions within MBRL in more
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detail. Chapter 4 and Ch. 5 use planning to solve challenging robotic manipulation
tasks. One promise of MBRL is that models are more general than specialized con-
trol policies and can be transferred between tasks. An advantage of models is that
uncertainties can be modeled explicitly and considered during planning. In opti-
mal control, this is studied under robust optimization (Arruda et al., 2017; Abraham
et al., 2020). However, in MBRL, uncertainty-aware planning is less well explored.
Chapter 5 presents a method for uncertainty estimation and planning with learned
dynamics models.

1.3 Scope of this Work

The works presented in this thesis are placed between the research fields discussed
above by posing the following questions:

• How can specialized and hierarchically organized structured models aid the
training of control policies?

• How do compartmentalized policies compare to monolithic policies in the
open-ended learning setting?

• How can intrinsic motivation help structure and guide the developmental self-
play of artificial agents?

• How can other forms of exploration like the temporally structured exploration
described by Lévy flights help build more efficient agents?

• Which inductive biases are necessary to effectively learn neural network poli-
cies via imitation learning from a non-deterministic teacher?

• How can uncertainties be faithfully estimated and explicitly utilized in model-
based reinforcement learning to maximize information gain?

Chapter 2 reviews the mathematical formalisms and methods that are used through-
out this work. Markov Decision Processes (MDPs) are introduced as a popular
and widely adopted formalism to describe problems of sequential decision-making.
The remaining sections of this chapter discuss several learning methods for solving
MDPs via RL. RL as a general framework for solving MDPs is introduced in Sec. 2.2.
RL is used to solve MDPs from experience efficiently, that is, to learn control policies
that produce action sequences that maximize a given performance metric. Model-
free RL methods (Sec. 2.2.1) learn a policy directly from the raw experience of the
agent in the environment. They do not have direct access to nor make any assump-
tions about the underlying model of the MDP. Model-based RL methods (Sec. 2.2.3),
on the other hand, aim to learn a model of the MDP from data. Section 2.2.3 dis-
cusses various types of models that can be learned from data and different ways of
utilizing models to solve MDPs. Section 2.2.4 introduces Hierarchical Reinforcement
Learning (HRL) as a framework for solving complex problems through hierarchical
abstraction. Section 2.2.5 surveys the research field of Intrinsically Motivated Rein-
forcement Learning (IMRL), an area that is largely inspired by behavioral psychol-
ogy and developmental robotics.

Chapter 3 presents Control What You Can (CWYC), a HRL agent that aims to
maximize its controllability over environments through self-play. CWYC combines
model-based planning in hierarchical abstracted spaces with model-free RL to learn
low-level control policies. The design of the CWYC agent is primarily motivated



1.3. Scope of this Work 7

by how self-play in infants and small children is organized and takes place. In a
developmental phase, the agent is given time to explore its environment in a com-
pletely self-organized fashion to learn useful subroutines. Later, the agent can com-
pose these subroutines for goal-directed behavior. Learning low-level subroutines
in the developmental phase is supported by several hierarchically organized struc-
tured models and driven by the agent’s intrinsic motivation to maximize learning
progress. The structured models support the agent’s learning in two ways: (1)
They significantly reduce the low-level controllers’ computational complexity and
planning burden when solving compositional long-horizon manipulation tasks. (2)
They allow for structured exploration on the level of objects and goals instead of
unstructured exploration on the low-level actions typically used in RL. The CWYC
agent manages a self-guided learning curriculum distributing learning efforts be-
tween self-imposed tasks to maximize learning progress. An object- or task-level
planning module keeps track of task dependencies in compositional object manip-
ulation tasks, e.g., tasks requiring to go through one or multiple funnel states like
picking up a particular tool. The planning module ensures that suitable subroutines
are executed in the correct order. An object-centric relational learning module learns
and provides meaningful sub-goals that allow the agent to “glue together” the in-
dividual subroutines in a way that leads to success in downstream tasks. Although
the planning modules have a predefined internal structure that captures certain as-
pects of the planning problem, they are still learned from data and flexible enough
to adapt to the peculiarities of the different environments.

CWYC uses specialized structured models to guide the exploration and to sup-
port a low-level NN control policy in challenging compositional tasks. Chapter 4
addresses two major challenges that arise if models are used explicitly for decision
making down to the low-level control: (1) How can the space of possible future
outcomes be explored efficiently. Especially if no prior knowledge or gradient infor-
mation is available, one must resort to gradient-free or zero-order methods. (2) How
can planning methods be made fast enough to be executed in real-time on physical
robots. Specifically, zero-order planning methods combined with learned dynam-
ics models are considered to optimize action sequences in mental simulations or an
open-loop fashion without taking feedback from the real system into account. If the
mental simulation is executed in an Model Predictive Control (MPC) fashion, the
planning method can be cast as a closed-loop control policy. Section 2.2.3 of Ch. 2 in-
troduces model learning in the context of MBRL, the Cross-Entropy Method (CEM)
and MPC. Inspired by the efficient exploration of various animals like insects and
predatory species, the improved Cross-Entropy Method (iCEM) replaces the temporally
unstructured action sampling of CEM with a temporally structured action sampling
that is akin to the so-called Lévy flights. In addition, memory inside the iCEM al-
lows the reuse of information from the previous mental simulations to increase the
sample efficiency of the planner even further. Empirical studies demonstrate a sig-
nificant improvement of iCEM over CEM in sample complexity and performance,
making it more apt for real-time robotic applications. To push the planning method
even further toward real-time operation, it is combined with imitation learning tech-
niques to extract an NN policy from expert trajectories generated by iCEM. Empir-
ically it is shown that a simple Behavioral Cloning (BC) approach with a one-sided
influence from teacher to student can result in sub-optimal NN policies because of
the stochastic nature of the CEM optimizer. Implementing an adaptive mutual in-
fluence between teacher and student based on the student’s performance shows that
strong NN control policies can be learned from stochastic teachers even in challeng-
ing and high-dimensional robotic manipulation tasks. Moreover, the quality of the
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solutions produced by the planning method even improves alongside the perfor-
mance of the NN policy.

When dealing with physical robots in the real world, the system’s failure can
lead to the robot’s destruction or dangerous situations if humans and robots interact
with each other. As discussed earlier, animals naturally incorporate any uncertain-
ties they might have about the world into their planning for future actions. This
results in more cautious or reckless behavior depending on the situation and the an-
imal’s intentions. Moreover, animals are intrinsically motivated to maximize their
information gain during exploration by explicitly seeking situations with reducible
uncertainties. To build robots that act naturally in the real world, they have to have
a sense of how much they can trust their internal beliefs about the world. To this
end, Ch. 5 studies uncertainty estimation and uncertainty-aware planning in the
context of MBRL. If models are learned from data, two types of uncertainty may
occur. Aleatoric uncertainty reflects the uncertainty originating from noise intrinsic
to the system. The aleatoric uncertainty is irreducible, and any uncertainty-aware
planner needs to take this uncertainty into account to minimize the risk of failure.
Epistemic uncertainty originates from insufficient training data and can be reduced
by collecting more and better data. The epistemic uncertainty is directly related to
the quality of the predictions produced by the model. To decrease the epistemic un-
certainty and thereby maximize information gain as well as increase the quality of
the projections, more data needs to be collected for which the model makes wrong
predictions, i.e., for which the epistemic uncertainty is high. Consequently, the epis-
temic uncertainty can be phrased as a form of IM that should drive the planner
towards situations that are difficult to predict. This work combines the estimation
and disentanglement of aleatoric and epistemic uncertainties in learned models with
model-based planning that makes explicit use of the two types of uncertainties in ac-
tive learning, risk-averse planning, and planning under external safety constraints.

Chapter 6 provides a general discussion of the presented works in the context of
biological agents and the closely related research fields discussed before. Finally, the
thesis closes with an outlook and final remarks in Ch. 7.



2
THEORETICAL BACKGROUND

Contents
2.1 Markov Decision Processes . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Reinforcement Learning . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2.1 Model-Free Reinforcement Learning . . . . . . . . . . . . . . 19
2.2.2 Deep Reinforcement Learning . . . . . . . . . . . . . . . . . 24
2.2.3 Model-Based Reinforcement Learning . . . . . . . . . . . . . 25
2.2.4 Hierarchical Reinforcement Learning . . . . . . . . . . . . . 30
2.2.5 Intrinsically Motivated Reinforcement Learning . . . . . . . 32





Chapter 2. Theoretical Background 11

Introduction

This chapter reviews the mathematical formalisms and concepts used throughout
this work. Section 2.1 introduces Markov Decision Processes (MDPs) as a widely
adopted mathematical formalism for modeling processes involving sequential de-
cision making. In a nutshell, in an MDP a system is fully described in terms of
states, actions, and the action conditioned transition dynamics between states. Each
project discussed in this work is about solving an MDP by using methods from Re-
inforcement Learning (RL), planning, Hierarchical Reinforcement Learning (HRL),
Intrinsically Motivated Reinforcement Learning (IMRL), and (spatial) reasoning.

Section 2.2 introduces RL as a collection of practical methods to efficiently solve
MDPs. The goal of RL is to learn a policy, or behavioral recipe, that acts optimal
w.r.t. the underlying MDP. In model-free RL (Sec. 2.2.1), the transition dynamics of
the MDP is assumed to be unknown, and a policy is learned directly from data col-
lected through interactions of the policy with the MDP. Model-based RL (Sec. 2.2.3)
methods aim to learn an explicit model of the MDP transition dynamics. Once such
a model is learned, it can be used to generate imagined data or for planning. Sec-
tion 2.2.4 introduces HRL as a way of solving complex, long-horizon tasks through
decomposition and hierarchical abstraction. This chapter closes by reviewing the
research field of HRL (Sec. 2.2.5). In HRL, numerous formulations of Intrinsic Moti-
vation (IM) are studied with the goal of building genuinely autonomous agents that
act in open-ended environments without any predefined purposes.

Even though this chapter captures many of the key results of the topics men-
tioned above, a substantial amount of research has been done in these fields. The
reader is encouraged to consult the seminal textbooks in these fields (Richard S. Sut-
ton and Andrew G. Barto, 1998; D. P. Bertsekas, 2011; D. Bertsekas, 2012) or the
survey articles referenced in the individual sections for further references.



12 Chapter 2. Theoretical Background

Notation

The following table serves as a reference for the notation used throughout this work.

(xi)
N−1
i=0 A sequence of length N

xi The i-th element of the sequence (xi)
N−1
i=0

X Capital letters denote random variables
X Calligraphic letters denote vector spaces

x ∈ X Small letters denote elements of a vector space
x(t), xt Time related indices are denoted by the letter t and appear in brackets

or as subscripts (for a compact notation)

TABLE 2.1: Table of notation used throughout the work.
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2.1 Markov Decision Processes

St St+1St−1

Rt+1Rt

At−1 At At+1

(St−1, At−1) (St, At)
P P

FIGURE 2.1: Graphical depiction of a discrete-time MDP. At time step t, the sys-
tem is in state St. By taking an action At, the system transitions into state St+1
with probability P(St+1 | St, At). While transitioning between states, the system

provides feedback in the form of a reward signal Rt+1.

Formally, a Markov Decision Process (MDP) (Bellman, 1957; Howard, 1960) is
defined as the 4-tuple M =

(
S , A, Pa

ss′ , Ra
ss′
)
. In an MDP, the system is entirely

defined by its current state s ∈ S , with S being the space of all possible states the
system can be in. In the context of MDPs, the intuitive meaning is that all the his-
torical information about past states that might be needed for subsequent decision
making is already contained in the current state. Such a memory-less system, or
state, is said to have the Markov Property (see definition 2.1.1). In the following, it
is assumed that all MDPs are discrete in time, i.e., every two consecutive states st
and st+1 have the same finite distance in time between each other. In an MDP, deci-
sions are made in the form of actions a ∈ A, with A being the space of all possible
actions. Contrary to the temporal locality of states, actions can have long-lasting ef-
fects on future states or outcomes. For instance, the MDP might have two distinct,
completely disconnected branches that are reached by taking different actions from
the same root state.

Given a certain state s and action a, the transition kernel Pa
ss′ : S ×A×S → [0, 1]

defines the probability of transitioning into a new state s′ ∈ S :

Pa
ss′ = p(s′ | s, a) = P(St+1 = s′ | St = s, At = a), (2.1)

with ∫
s′∈S

p(s′ | s, a) ds′ = 1, ∀s ∈ S , a ∈ A.

The transition kernel fully describes the dynamics of an MDP.
The reward function Ra

ss′ : S × A× S → R maps every state-action-state triplet
to a real-valued number. In MDPs, the reward function is used to define goals or
tasks by providing a transition-dependent feedback signal. The general convention
is that transitions with higher rewards are higher valued w.r.t. the current task or
lead to states with a smaller distance to a goal state.

Viewed over multiple time steps, states and actions give rise to a sequence called
a trajectory:

(St, At)
t=H−1
t=0 = (S0, A0, S1, A1, . . .), (2.2)

with H being the horizon or length of the trajectory. The state St+1 is only condi-
tioned on the previous state St and action At and is distributed according to Eq. 2.1
due to the Markov Property:
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Definition 2.1.1 (Markov Property). A system or state has the Markov Property if and
only if the probability of transitioning into state St+1 depends only on the previous state St
and action At and not on the history of previous states and actions:

P(St+1 | St, At) = P(St+1 | S0, A1, S1, . . . , St, At).

Every MDP defines an optimization problem of finding an action sequence that
maximizes the cumulative rewards induced by the trajectory (St, At)

H−1
t=0 . With the

knowledge of the transition kernel, the optimization problem can be solved to opti-
mality. Yet, for most interesting problems, the transition kernel is unknown apriori,
and approximate solutions must be found. Figure 2.1 shows a graphical depiction
of an MDP. Nodes with a normal border depict states. Nodes with double borders
represent state-action pairs. Filled nodes are used for rewards. Transitions between
states or state-action pairs are depicted as directed arrows. This nomenclature is
used throughout this work.

What kind of problems can be formalized as MDPs? It turns out that many
problems involving sequential decision-making can be cast as MDPs: From discrete
state-space and action-space problems like two-player games such as Chess and the
game of Go to continuous state-space and action-space problems like robotic control
problems. Nonetheless, the real world is usually more complex than board games
or controlled robotic experiments. Partially Observable Markov Decision Processes
(POMDPs) extend MDPs to deal with problems in which only partial information
about the system is available.

2.2 Reinforcement Learning

Environment

Agent

At

Rt+1

St+1

Rt St

FIGURE 2.2: Graphical depiction of the RL problem. An agent interacts with an
environment by receiving its current state St and the reward signal Rt. By sending
actions At, the agent causes the environment to transition into a new state St+1

according to the transition probability P(St+1 | St, At).

The previous section introduced MDPs as a formal framework to model pro-
cesses of sequential decision making. This section discusses the Reinforcement Learn-
ing (RL) problem. RL translates the abstract mathematical concepts introduced in
the previous section into physical concepts and provides practical solutions, i.e., al-
gorithms, to solve MDPs. In RL, an agent interacts with an environment by receiving
the environment’s current state and reward and taking consecutive actions.
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Example: In a robotic control setting, actions can be low-level commands like joint torques
or end-effector positions but also high-level goals like washing the dishes or following a pre-
defined path.

By sending actions to the environment, the agent changes the state of the envi-
ronment according to its internal dynamics, which is entirely defined by the MDP
transition kernel Pa

ss′ .
Example: In a robotic control setting, the state typically includes information about the dif-
ferent objects in the environment or information about the robot’s surroundings. In addition,
it often contains sensor readings and joint information of the robot itself. This is in con-
trast to a human-centered view of what constitutes the "self". As humans, we associate such
information with our perception and proprioception and not as part of the external world.

After executing an action, the agent receives the new state and a feedback sig-
nal in the form of a reward from the environment. The reward encodes a specific
task the agent is supposed to solve, e.g., picking up a cup from a table. By com-
mon convention, the reward is part of the environment and therefore external to the
agent. There are instances in which the reward or parts of the reward is internal
to the agent, e.g., as some form of Intrinsic Motivation (IM). Different types of IM
are reviewed in Sec. 2.2.5 and are used in the works discussed in Ch. 3 and Ch. 5.
Generally, the reward signal allows the agent to assess the quality of its action w.r.t.
its current task. Throughout this work, the reward signal is assumed to be a scalar
value, potentially in the form of a summation of multiple extrinsic and intrinsic re-
ward components. It is important to note that ideally the reward does not tell the
agent how to solve a problem but rather what kind of outcome is to be expected.
Example: For instance, the reward should not tell a robot exactly how to pick up a cup:
First, open the gripper. Then move the gripper to the cup. Pick up the cup. Finally, lift the
cup from the table. Instead, the reward should tell the robot that eventually, the cup should
not be on the table and in full control of the robot.

Nevertheless, in practice this assumption is often violated by providing shaped
and highly engineered rewards.

The existence of a reward signal and the fact that the agent can choose actions to
change the distribution of future rewards and states is one of the most notable differ-
ences between RL and other Machine Learning (ML) fields such as (un-)supervised
ML and renders the RL problem much harder than other problems in ML. Another
related issue is the so-called credit assignment problem (M. Minsky, 1961). The credit
assignment problem describes the challenge of distributing credit among the count-
less past decisions that lead to a particular reward at some later point in time. The
credit assignment problem is closely intertwined with the sequential nature of RL
problems and the fact that past actions can influence future outcomes.

Figure 2.2 depicts the interaction between the different components in the RL set-
ting. Formally, the objective of RL is to learn a policy that maximizes the discounted
return or discounted accumulated future rewards:

Gt = Rt+1 + γRt+2 + . . . =
∞

∑
k=0

γkRt+k+1. (2.3)

In Eq. 2.3, 0 < γ ≤ 1 refers to the so called discount factor. The discount factor
ensures that the infinite sum is bounded:

Gt ≤
∞

∑
k=0

γkrmax =
rmax

1− γ
, |γ| < 1, (2.4)
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with rmax being the maximum achievable reward. Another commonly used interpre-
tation of the discount factor is that it trades off recent against more distant rewards.
In other words, for γ → 0, the agent is more myopic, while for γ → 1, the agent
is more concerned about future outcomes. Immediate and future rewards in Eq. 2.3
are related by a recursive relationship:

Gt = Rt+1 + γGt+1. (2.5)

A stationary policy π ∈ Π, with π : S × A → [0, 1] and Π being the space of all
possible policies, is a function that maps states to a distribution over actions:

A ∼ π(· | S) = p(A | S). (2.6)

To find the next optimal action At at time step t, an agent has to be able to predict
the long-term outcome, i.e., the future return Gt, of following the policy starting in
a state St. To this end, a state-value function vπ : S → R for policy π can be defined
as:

vπ(s) = Eπ [Gt | St = s] = Eπ

[
∞

∑
k=0

γkRr+k+1

∣∣∣∣∣ St = s

]
, ∀s ∈ S , (2.7)

where the expectation Eπ [·] in Eq. 2.7 captures the entire agent-environment dy-
namics:

Eπ [ f (s)] =
∫
A

π(a | s)
∫
S

∫
R

p(s′ | s, a)p(r | s, a) f (s) da ds′ dr. (2.8)

To access the long-term outcome of a particular action, an action-value function
qπ : S ×A → R for policy π can be defined as:

qπ(s, a) = Eπ [Gt | St = s, At = a]

= Eπ

[
∞

∑
k=0

γkRt+k+1

∣∣∣∣∣ St = s, At = a

]
, ∀s ∈ S , a ∈ A. (2.9)

Similarly to the recursive relationship between immediate and future rewards in
Eq. 2.5, a recursive relationship between the value of the current state and the value
of the next states can be derived:

vπ(s) = Eπ [Gt | St = s]
= Eπ [Rt+1 + γGt+1 | St = s]

=
∫
A

π(a | s)
∫
S

∫
R

p(s′, r | s, a)
[
r + γ Eπ

[
Gt+1

∣∣ St+1 = s′
]]

da ds′ dr

=
∫
A

π(a | s)
∫
S

∫
R

p(s′, r | s, a)
[
r + γvπ(s′)

]
da ds′ dr, ∀s ∈ S , (2.10)

with p(s′, r | s, a) = p(s′ | s, a)p(r | s, a). Equation 2.10 reveals an important
property of the value function: To determine the value of a state s, only a one-step
look-ahead to the value of the next state s′ is necessary. This allows to compute the
value function very efficiently because all future states after the next state can be
ignored in the computation.
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s

vπ(s)

a ∼ π

s′

vπ(s′)

Pa
ss′

r

Eπ

FIGURE 2.3: Backup diagram for the value function. To update the value of state S,
a one-step look-ahead to the values of states S′ is sufficient. The next state values

are aggregated by taking the expectation over the action distribution.

Equation 2.10 is known as the Bellman equation (Richard E. Bellman, 1957) for
vπ. The Bellman equation can be rewritten in the form of the Bellman operator
T π : S → S :

Definition 2.2.1. Let π, v be an arbitrary policy and a value function, respectively. Then,
the Bellman operator is defined by:

[T π(v)] (s) =
∫
A

π(a|s)
∫
S

∫
R

p(s′, r|s, a)
[
r + γv(s′)

]
da ds′ dr ∀s ∈ S . (2.11)

Given a policy π, the Bellman operator has a unique fixed point:

T πvπ = vπ, (2.12)

which is a consequence of the contraction map theorem for the Bellman operator:

Theorem 2.2.1. Given an MDP with γ ∈ [0, 1). For any two value functions v1(s)
and v2(s) the Bellman operator T π is a γ-contraction mapping under the supremum norm
∥ f (x)∥∞ = supx∈X | f (x)|:

∥T πv1 − T πv2∥∞ ≤ γ∥v1 − v2∥∞. (2.13)

For the proof see Appendix A.1. From the Banach fixed-point theorem (Banach,
1922)

Theorem 2.2.2 (Banach fixed-point Theorem). Given a complete metric space (S , d),
with d being a metric on S . The contraction mapping T : S → S has a unique fixed-point
v⋆ with:

T v⋆ = v⋆. (2.14)

it follows that vπ(s) is a fixed-point of the Bellman operator T π for the policy π.
Intuitively, Eq. 2.14 states that if one starts from an arbitrary value function v(s) and
repeatedly applies the Bellman operator T π for the policy π, v will converge to the
value function vπ(s) for the policy π:

lim
k→∞

(T π)kv = vπ. (2.15)
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The Bellman equation and the iterative scheme in Eq. 2.15 are the basis for many
popular RL algorithms. Equation 2.15 is also called policy evaluation because the
quality of the current policy is evaluated in the MDP under consideration. The so-
called backup diagram for the value function is depicted in Fig. 2.3. For the action-
value function, an equivalent Bellman equation and Bellman operator exist.

Similar to the value function for an arbitrary policy π, we can define an optimal
value function v⋆ for an optimal policy π⋆. This is because value functions define
a partial ordering over policies with π ≥ π′ if and only if vπ(s) ≥ vπ′(s), ∀s ∈ S .
Hence, at least one policy π⋆ ≥ π′ exists, with vπ⋆ ≥ vπ′ , ∀π′ ∈ Π, that is better
or equal to any other policy. In fact, there might exist multiple optimal policies, all
sharing the same optimal value function. The optimal value function is defined as:

v⋆(s) = max
π∈Π

vπ(s), ∀s ∈ S . (2.16)

The optimal Bellman operator for the optimal value function is defined as:

T ⋆(v) = max
π
T π(v),

or equivalently (for any reward, there is an optimal deterministic policy (Puterman,
1994)):

[T ⋆(v)] (s) = max
a∈A

∫
S

∫
R

p(s′, r|s, a)
[
r + γv(s′)

]
ds′ dr ∀s ∈ S ,

The optimal Bellman operator has the unique solution:

T ⋆v⋆ = v⋆. (2.17)

Repeatedly applying the optimal Bellman operator to any value function v yields
the optimal value function:

lim
k→∞

(T ⋆)kv = v⋆. (2.18)

A similar optimal Bellman operator can be defined for the optimal action-value func-
tion q⋆.

Once the optimal (action-)value function is computed via the iterative scheme
defined in Eq. 2.18, the optimal policy π⋆ can be retrieved by following the greedy
policy, that is, by following the policy that maximizes the optimal (action-)value
function. One advantage of the (action-)value is that for computing the optimal
policy, the agent only has to act locally optimal or greedy w.r.t. the (action-)value
function in the current state. The reason is that the (action-)value function for a
given state already contains all the necessary information about all possible future
outcomes. Therefore, a one-step look-ahead search is sufficient to get long-term op-
timal actions.

In the case of finite state spaces and action spaces, the Bellman equation de-
fines a system of |S|, with |S| being the number of states, non-linear equations
with d unknowns. If the system’s dynamics are known, this system of equations
can be solved to optimality with Dynamic Programming (DP). Figure 2.4A shows
the backup diagram for DP. In the case of unknown dynamics, Monte-Carlo (MC)
methods can be used to approximate the stochastic variables from MC samples of
agent-environment interactions. The backup diagram for MC methods is depicted
in Fig. 2.4B. In most robotic control tasks, neither state spaces nor actions spaces
are discrete, nor are the system dynamics known apriori. In that case, one has to
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resort to powerful function approximators to model the (action-)value functions or
the dynamics of the MDP.

2.2.1 Model-Free Reinforcement Learning

This section reviews some of the key algorithms and results from model-free RL.
In model-free RL, the model of the MDP is assumed to be unknown. Value func-
tions and policies are learned from data collected from interactions of the agent with
the environment. No explicit model of the system dynamics or the reward function
is learned. Section 2.2.1.1 and Sec. 2.2.1.2 discuss value-based RL methods. Sec-
tion 2.2.1.3 presents policy gradient methods and Sec. 2.2.1.4 reviews the actor-critic
framework that combines ideas from value-based and policy gradient methods.

2.2.1.1 Temporal Difference Learning and Bootstrapping

st

vπ(st)

at ∼ π

st+1

vπ(st+1)

r

Eπ

(A) Dynamic Programming

st

at ∼ π

st+1

rt+1

sH

(B) Monte-Carlo

st

Vπ(st)

at ∼ π

st+1

Vπ(st+1)

rt+1

(C) Temporal Difference

FIGURE 2.4: Backup diagrams for (A) DP-, (B) MC- and (C) TD-learning.

Temporal Difference (TD) learning (Richard S. Sutton, 1988) aims to learn a value
function by approximating the Bellman equation in various ways. Conceptually,
Temporal Difference (TD) learning can be placed between Dynamic Programming
(DP) and Monte-Carlo (MC) methods. With the former, it shares the idea of updat-
ing value estimates with estimates of the value of the next state. This is also called
bootstrapping. MC methods, on the other hand, wait for the episode to terminate to
compute a value estimate from the actual returns of the environment. Bootstrapping
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happens in the transition from the second to the third line in the following equation:

Vπ(s) = Eπ [Gt | St = s]
= Eπ [Rt+1 + γGt+1 | St = s]
= Eπ [Rt+1 + γVπ(St+1) | St = s] (2.19)

where the true expected future return Gt+1 is replaced with the value estimate Vπ(st+1)
of the next state. Similar to MC methods, the value function is learned directly from
raw experience, that is, from transition tuples that are collected while the agent in-
teracts with the environment:

D = {(si, ai, ri, si+1)}|D|−1
i=0 . (2.20)

TD learning is an iterative process and the update rule for the (approximate) value
function V is defined as:

V(st)← V(st) + α [rt+1 + γV(st+1)−V(st)] , ∀s ∈ S , (2.21)

where α > 0 is called the learning rate and the term in the square brackets is called
the td-error δt:

δt = rt+1 + γV(st+1)−V(st). (2.22)

Intuitively, the value function converges if δt → 0, ∀t, that is, the value function
converges if the value estimate of the current state is equal to the instantaneous
reward rt+1 plus the discounted value of the next state V(st+1).

Figure 2.4C shows the backup diagram of TD-learning alongside the backup di-
agrams of DP and MC.

2.2.1.2 Q-Learning

Q⋆, π⋆

π0

Qπ0

FIGURE 2.5: Update scheme of Generalized Policy Iteration (GPI): Alternating be-
tween policy evaluation and policy improvement steps. Over time, both the action-
value function and the policy converge to the (approximate) optimal action-value

function and policy.

Although the value function can be an interesting object in its own right, in RL,
we are typically interested in learning a control policy π. TD-learning can be natu-
rally extended from a pure estimation problem to a control problem by computing
the action-value function and alternating between value iteration (or policy evalu-
ation) and policy improvement steps. Eventually, this process will converge to the
optimal action-value function and policy as shown in Fig. 2.5. The resulting off-
policy TD control algorithm is called Q-learning (Watkins et al., 1992) and has the



2.2. Reinforcement Learning 21

following update rule:

Q(s, a)← Q(s, a) + α

[
r(s, a) + γ max

a′
Q(s′, a′)−Q(s, a)

]
, ∀s ∈ S , a ∈ A.

(2.23)
In Q-learning, the policy improvement step happens implicitly by locally maximiz-
ing the action-value function with respect to the action, i.e., by following the greedy
policy. Watkins et al. (1992) provides the following theorem:

Theorem 2.2.3. In the Q-learning algorithm with the update rule as defined in Eq. 2.23,
bounded rewards |rt| ≤ rmax, 0 ≤ α < 1 and

∞

∑
t=0

αt(s, a) = ∞,
∞

∑
t=0

α2
t (s, a) < ∞, ∀s ∈ S , a ∈ A (2.24)

the action-value function Q is guaranteed to converge to the optimal action-value function
Q⋆:

Qn(s, a)→ Q⋆(s, a) (2.25)

as n→ ∞ with probability 1.

The theorem guarantees the convergence of Q to Q⋆ even though Q-learning relies
on several approximations.

2.2.1.3 Policy Gradient

In continuous action spaces A = Rna , the policy πθ is typically modeled as a para-
metric function πθ(A | S) = π(A | S; θ) with model parameters θ ∈ Rnθ . Since
computing the maximum over actions in the value function update can be challeng-
ing in continuous action spaces, policy gradient methods bypass the learning of a
value function altogether. Instead, the policy is learned directly by optimizing an
objective function, that is, by maximizing the expected future reward:

J(θ) =
∫
S

ρπ(s)vπ(s) ds

=
∫
S

ρπ(s)
∫
A

πθ(a|s)qπ(s, a) ds da. (2.26)

In Eq. 2.26,

ρπ(s) =
∫
S0

∞

∑
t=0

γt · p0(s0) · p(s0 → s, t, π) ds0 (2.27)

is the stationary state distribution induced by the policy-environment interaction,
with the start-state probability p0(s0), start-states s0 ∈ S0, and p(s0 → s, t, π) being
the probability of ending up in state s after t steps of following policy π.

The advantage of policy gradient methods is that the gradient of Eq. 2.26 with
respect to θ can be computed efficiently. This is in contrast to the max-operation in
Q-learning methods that becomes intractable in the case of continuous action spaces.

The objective in Eq. 2.26 can be optimized with approximate gradient ascent:

θi+1 = θi + α∇̂θ J(θt), (2.28)

with α > 0 being the learning rate and ∇̂J(θt) being the stochastic estimate of the
gradient. To compute the gradient of Eq. 2.26, πθ has to be differentiable with respect
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to θ which can be easily achieved by choosing an appropriate model class. However,
computing the gradient of the stationary state distribution is problematic because it
depends on the policy and the environment to which we do not have access.

The policy gradient theorem (R. J. Williams, 1992) provides a solution to this
problem:

Theorem 2.2.4 (Policy Gradient Theorem). For any differentiable policy πθ and the ob-
jective function defined in Eq. 2.26, the policy gradient is proportional to:

∇θ J(θ) ∝
∫
S

ρπ(s)
∫
A

qπ(s, a)∇θπ(a | s; θ) ds da

=
∫
S

ρπ(s)
∫
A

qπ(s, a)π(a | s; θ)∇θ log π(a | s; θ) ds da

= Es∼ρ, a∼π [qπ(s, a)∇θ log π(a | s; θ)] (2.29)

with log π(a | s; θ) being the gradient of the log-likelihood or Score function.

For the proof see Appendix A.2. The key insight of the policy gradient theorem
is that the computation of the derivative of the stationary state distribution can be
avoided altogether by using the likelihood ratio trick (second to third line), which
removes any model dependency from the calculation. An intuitive interpretation of
the policy gradient is that it moves the probability mass of π(a | s; θ) onto actions
that maximize Qπ(s, a).

The expectation in Eq. 2.29 can be approximated from MC rollouts in the environ-
ment, that is, by approximating qπ with MC samples of the expected future return
Gt. The resulting algorithm is known as the REINFORCE algorithm (R. J. Williams,
1992). One downside of MC-based approaches is that they typically have high vari-
ances in their gradient estimates. This variance can be reduced by adding a so-called
baseline to the policy gradient. In the next section, one particular type of baseline in
the context of actor-critic methods will be discussed.

2.2.1.4 The Actor-Critic Framework

The actor-critic framework (Andrew G. Barto et al., 1983; Richard S Sutton, McAllester,
et al., 2000) combines the policy gradient with TD-learning and bootstrapping. This
has two significant advantages: (1) The variance of policy gradient methods is re-
duced compared to MC-based versions of the policy gradient like REINFORCE and
(2) it naturally deals with continuous control problems.

In the actor-critic framework, an actor or policy and a critic are learned from
the raw experience of the agent in the environment. In continuous state spaces and
action spaces, the actor and critic are modeled by function approximators.

The learned critic acts similar to a baseline in the policy gradient and thereby
reduces the variance of the estimated gradient. Generally, a baseline b enters the
policy gradient in the following way:

∇θ J(θ) =
∫
S

ρ(s)
∫
A
(qπ(s, a))− b(s))∇θπ(a | s; θ) ds da. (2.30)
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FIGURE 2.6: Schematics of the actor-critic framework. The monolithic agent is split
up into an actor and a critic. The actor receives the current state from the envi-
ronment and produces an action. The critic gets the state and reward from the
environment and the action from the agent. The critic updates its current estimate

of the state-action value function and provides a learning signal to the agent.

The only requirement for the baseline is that it only depends on the state but not on
the action. In that case, it follows that:∫

S
ρ(s)

∫
A

b(s)∇θπ(a | s; θ) ds da

=
∫
S

ρ(s)b(s)∇θ

∫
A

π(a | s; θ) ds da

=
∫
S

ρ(s)b(s)∇θ1 ds

= 0. (2.31)

Hence, the expected value of the policy gradient remains unchanged if an appropri-
ate baseline is added:

∇θ J(θ) =
∫
S

ρ(s)
∫
A
(Qπ(s, a))− b(s))∇θπ(a | s, θ) ds da

=
∫
S

ρ(s)
∫
A

Qπ(s, a))∇θπ(a | s, θ) ds da. (2.32)
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Nonetheless, the variance of the policy gradient can still be affected by the baseline:

Eπ

[
((Qπ(s, a)− b(s))∇θ log π(a | s; θ))2

]
−Eπ [(Qπ(s, a)− b(s))∇θ log π(a | s; θ)]2

=Eπ

[
((Qπ(s, a)− b(s))∇θ log π(a | s, θ))2

]
−Eπ [Qπ(s, a)∇θ log π(a | s; θ)]2 . (2.33)

Replacing b with Vπ(s) in Eq. 2.31 gives rise to the definition of the advantage func-
tion:

Aπ(st, at) = qπ(st, at)− b(s)
∝ r(st, at) + Vπ(st+1)−Vπ(st). (2.34)

The policy is updated by following the gradient that maximizes the advantage, while
the critic can be updated from MC rollouts in the environment. If a function approx-
imator is used to model the critic, one can ask whether the function approximator
introduces any bias in the policy gradient. It turns out that the policy gradient re-
mains unbiased as long as the compatible function approximation theorem (Richard
S Sutton, McAllester, et al., 2000) holds:

Theorem 2.2.5 (Compatible Function Approximator). Let the critic Q(s, a; w) be
modeled by a function approximator with the model parameters w. The policy gradient

∇θ J(θ) =
∫
S

ρ(s)
∫
A

Q(s, a; w)∇θπ(a | s, θ). (2.35)

is unbiased, if the critic gradient is compatible with the actor score function

∇wQ(s, a; w) = ∇θ log π(s, a; θ) (2.36)

and if the model parameters w minimize

ϵ =
∫
S

ρ(s)
∫
A

π(s, a; θ)(Qπ(s, a)−Q(s, a; w))2 ds da. (2.37)

It is worth mentioning that all of the results discussed so far are exact only in the tab-
ular case or with linear function approximators. For complex problems like robotic
manipulation tasks or challenging games, linear function approximators are typi-
cally insufficient to capture all the complicated dependencies. Therefore, one has to
resort to more powerful function approximators giving rise to the field of deep RL.

2.2.2 Deep Reinforcement Learning

Deep RL builds on the successes of Deep Learning (DL) in domains such as the
classification of natural images (Krizhevsky et al., 2012), natural language process-
ing (Radford et al., 2018), recommendation systems (Elkahky et al., 2015) and many
others by applying similar techniques to challenging RL problems like robotic ma-
nipulation tasks and complex games.

DL enters RL if state spaces or action spaces become too large to be handled
by tabular approaches and the models are too complex for linear function approx-
imators. Popular deep RL algorithms (Mnih, Kavukcuoglu, Silver, Rusu, et al.,
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2015; Mnih, Badia, et al., 2016; Haarnoja et al., 2018) use powerful non-linear func-
tion approximators such as deep Neural Networks (NNs) and massive amounts
of data (in the order of 106–107 data points) to learn the (action-)value function,
the policy, or a model of the MDP. On-policy methods like Trust Region Policy Op-
timizatio (TRPO) (Schulman, Levine, et al., 2015) and Proximal Policy Optimization
(PPO) (Schulman, Wolski, et al., 2017) optimize a parametrized policy directly via the
policy gradient. Off-policy methods like Deep Deterministic Policy Gradient (DDPG)
(Lillicrap et al., 2016) or Soft Actor Critic (SAC) (Haarnoja et al., 2018) learn a value-
function and are more akin to actor-critic methods with numerous adjustments to
accommodate for the training of deep NNs. In fitted value iteration algorithms (G. J.
Gordon, 1995; M. A. Riedmiller, 2005) a value function is learned offline on all the ex-
perience collected so far. It, therefore, resembles much more the classical supervised
learning setup in ML than the RL setting. One downside of deep RL is that many of
the results established in the previous sections do not hold (exactly) once deep NNs
are used somewhere inside the methods. Naively applied to the RL setting, they
typically result in notoriously unstable training (Tsitsiklis et al., 1997). Furthermore,
the convergence of RL methods with deep NNs cannot be guaranteed because of the
deadly triad (Richard S Sutton, 1995), which results from the combination of func-
tion approximation, bootstrapping, and off-policy training. Over time, many ad-hoc
solutions were developed that try to alleviate the risk of divergence during training
due to the deadly triad:

Lin (1992) introduces the concept of experience replay, or a replay buffer, to deep
RL. In experience replay, all the past interactions with the environment are stored
in a dataset from which elements are sampled i.i.d. during training. This removes
any temporal correlation between individual samples and smoothens the training
distribution over different behaviors. It also increases efficiency because training
points are seen more often during training. It can also decouple the behavior policy,
or data-collection policy, from the learned policy. In the extreme case, this leads to
offline RL (see Levine, Kumar, et al. (2020) for a survey of the field).

Mnih, Kavukcuoglu, Silver, Graves, et al. (2013) uses target networks to compute
the Q-targets in the Bellman update. However, in contrast to supervised learning,
the targets in the Bellman update depend on the parameters that are being opti-
mized, making the updates notoriously unstable. By replacing the Q-network in the
target computation of the Bellman update with a previous, immutable iteration of
the Q-network, the training can be stabilized significantly.

Computing the max-operation in the Bellman update can be challenging or even
intractable for large or continuous action spaces. Lillicrap et al. (2016) uses the action
proposed by the current policy to approximate the max-operation, while Haarnoja
et al. (2018) uses samples from a probabilistic policy. QT-OPT (Kalashnikov et al.,
2018) uses an optimization scheme to optimize for the next action explicitly.

Many more tricks, including delayed policy updates and target policy smooth-
ing (Fujimoto et al., 2018) were developed to ease the training of deep RL agents.

2.2.3 Model-Based Reinforcement Learning

So far, model-free RL methods have been discussed. These methods assume the
model to be unknown and therefore learn a policy or value function directly from
experience without modeling the system dynamics explicitly.

An alternative approach to utilize the data gathered from interactions with the
environment is to learn an explicit model of the MDP. The class of models that can
be used to approximate MDPs is extensive, including unstructured and structured
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models (Martius and Lampert, 2017; Burgess et al., 2019), state- (Wu et al., 2015),
observation- (Ebert et al., 2018) and latent state-transition models (Ha et al., 2018),
parametric (Lenz et al., 2015; Fu et al., 2016; Gal et al., 2016) and non-parametric (Ko-
cijan et al., 2004; Nguyen-Tuong et al., 2008) models, and many more. One of
the simplest model classes are unstructured state-transition models, i.e., a function
f : S × A × S → [0, 1] that maps states-action tuples to a distribution over next
states:

St+1 ∼ P(· | St, At) = f (St, At; ζ), (2.38)

with ζ being the parameters of the model. Equation 2.38 is an approximation of the
MDP transition kernel Pa

ss′ defined in Eq. 2.1. Given a datasetD = {(si, ai, ri, si+1)}|D|−1
i=0

of transitions, the model parameters can be learned via maximum likelihood learn-
ing:

ζ ← arg max
ζ

ED [log f (st+1 | st, at; ζ)] . (2.39)

Once a model of the MDP is learned, it can be used in various ways. The following
sections give an overview of the different use cases.

Notation

In optimal control, it is common to denote states by x and control inputs or actions
by u. To have a unified notation throughout this work, the RL-based notation is
adopted in which states are denoted by s and actions are denoted by a.

2.2.3.1 Model-Based Data Generation

These algorithms are also known as Dyna (Richard S Sutton, 1990; Richard S Sut-
ton, 1991a; Richard S Sutton, 1991b) style algorithms. They iterate between: (1) Data
collection with the current policy in the MDP. The interaction data is used to im-
prove the model. (2) Policy improvement by running a model-free algorithm with
imagined data from the model.

Notable entries of this type of algorithm are World Models (Ha et al., 2018),
SimPLe (Kaiser et al., 2020), and Model-Ensemble Trust-Region Policy Optimiza-
tion (Kurutach et al., 2018). Janner et al. (2019) provides a guarantee for a monotonic
improvement of Dyna style algorithms by constructing a bound on the returns of
the policy in the true MDP when using model rollouts for improving the policy:

G[π] ≥ Ĝ[π]− C(ϵm, ϵπ), (2.40)

with G[π] being the return of the policy in the true MDP and Ĝ[π] being the return
of the policy in the approximate MDP. Two sources of errors contribute to the gap
C between the actual and approximated returns. First, a generalization error due to
the difference in the expected loss and the empirical loss of the supervised learning
scheme (PAC generalization bound (Shalev-Shwartz et al., 2014)):

ϵm = max
t

Es∼ρπ̂
t

[
DTV(D(Pa

ss′ ∥ f (s′ | s, a; ζ)))
]

, (2.41)

with DTV being the total variation distance and ρπ̂
t being the time-dependent state

distribution of the data-collecting policy. Second, the distributional shift due to the
policy improvement step after which the policy might encounter states that were not
seen before:

ϵπ ≥ max
s∼ρπ

t

DTV(D(π(· | s) ∥ πD(· | s))). (2.42)
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Using these two sources of errors, it follows:

Theorem 2.2.6. Given Eq. 2.41 and Eq. 2.42. The returns of the policy in the true MDP
are bounded by:

G[π] ≥ Ĝ[π]−
[

2γrmax(ϵm + 2ϵπ)

(1− γ)2 +
4rmaxϵπ

(1− γ)

]
. (2.43)

For the proof, see Janner et al. (2019).

2.2.3.2 Model Derivatives

If available, analytical model derivatives (and potentially cost function derivatives)
can be used directly for policy search. To this end, gradients of the RL objective
(Eq. 2.26) are computed by backpropagating through the frozen forward model (see
the dashed lines in Fig. 2.7) in the policy improvement step. Some notable entries in
this line of work are Probabilistic Inference for Learning Control (PILCO) (M. Deisenroth
et al., 2011), Iterative Linear Quadratic Regulator (iLQR) (Tassa et al., 2012), and Guided
Policy Search (GPS) (Levine and Abbeel, 2014).

st st+1st−1 fζ (s, a) fζ (s, a)

π(s) π(s) π(s)

at−1 at at+1

L(s, a) L(s, a) L(s, a)

ct−1 ct ct−1

Backprop

FIGURE 2.7: Graphical depiction of backpropagation through time. In the policy
improvement step, the parameters ζ of the forward model f are frozen, and analyt-
ical gradients (dashed lines) are computed through the model (and potentially the

cost function) to improve the policy.

2.2.3.3 Sampling-Based Planning with Model Predictive Control

The goal of planning-based methods is to optimize an action sequence:

(ah)
H−1
h=0 = (a0, . . . , aH−1) (2.44)

such that a performance objective:

J = φ(st′+H) +
t′+H

∑
t=t′
L(st, at, t), (2.45)
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with φ : Rns → R being a terminal cost function and L : Rns ×Rna ×R→ R being a
step-wise cost function, is minimized. The step-wise cost function in planning cor-
responds to the step-wise reward function in (model-free) RL with a flipped sign.
Hence, the maximization problem in RL becomes a minimization problem in plan-
ning. The terminal cost corresponds to a value function.

The optimization problem is subject to first-order (stochastic) dynamic constraints:

st+1 = f (st, at, t, η(t)), (2.46)

input constraints:
at ∈ Ω, (2.47)

and algebraic path constraints:

h(st, at, t) ≤ 0, h : Rns ×Rna × [t, t + H]→ Rnh . (2.48)

In Eq. 2.46, η(t) = η(st, at) is a random variable modeling the noise in the sys-
tem. In Eq. 2.47, Ω is an admissible compact region. In contrast to optimal control,
where the dynamics is often assumed to be linear, and the cost function is assumed to
be convex, in Model-Based Reinforcement Learning (MBRL) the dynamics is learned
and highly non-linear. Moreover, the cost function is non-convex. Hence, gradient-
free or zero-order optimization methods are a popular choice for optimizing the ac-
tion sequence in Eq. 2.44.

Model Predictive Control Planning methods typically compute an action sequence
offline and execute it in an open-loop fashion. In open-loop control, the entire action
sequence is executed in one shot without taking any feedback from the system into
account. Only after the action sequence is executed the planner receives feedback
from the system. However, in contact-rich robotic control tasks with non-smooth
dynamics, a feedback controller or closed-loop policy is preferred because it is much
more reactive. Model Predictive Control (MPC), or receding horizon control, trans-
forms an open-loop planning method into a feedback controller according to the
following recipe: (1) Optimize a trajectory using model rollouts. (2) Execute only
the first action of the optimized trajectory in the environment. (3) Let the system
evolve according to the system dynamics. (4) Update the model’s internal state with
feedback from the system. (5) Repeat.

The name receding horizon control comes from the fact that the planning horizon
H is typically much shorter than the task horizon T. Hence, after each iteration of
the MPC algorithm, the same problem is solved again with a horizon moved 1 step
forward in time.

Random Shooting In Random Shooting (RS) (Richards, 2005; Rao, 2009), many
random action sequences are generated by drawing actions from a fixed sampling
distribution. The resulting trajectories are ranked according to the performance in-
dex J. Then, the best action sequence is selected and executed in the environment. RS
can be combined with model-free algorithms to increase asymptotic performance.
For instance, Nagabandi et al. (2018) extracted a policy from trajectories generated
with RS and further fine-tuned the policies with model-free algorithms.

CEM for Trajectory Optimization In the Cross-Entropy Method (CEM) (R. Y. Ru-
binstein, 1997) for trajectory optimization (Chua et al., 2018), the fixed sampling dis-
tribution is replaced with an adaptive sampling scheme. The most common choice
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for the sampling distribution is the Gaussian distribution at ∼ N (µt, Σt) with pa-
rameter vectors µt ∈ Rna for the means and Σt ∈ Rna×na for the covariance matrix.
Often, just the variances σ = diag(Σ) = Rna are used because the vector of variances
needs much fewer samples to be estimated faithfully than the matrix of covariances.

The CEM-MPC policy has two optimization loops: (1) The outer optimization
loop, or MPC-iteration, generates an action for every step in the environment. (2)
The inner optimization loop, or CEM-iteration, optimizes in each iteration N action
sequences (an

h)
H−1
h=0 , n = 1, . . . , N. Executing these action sequences inside the model

results in N imagined trajectories:

τ̂n = (st, an
0 , ŝn

t+1, an
1 , . . .), (2.49)

with st being the ground-truth MDP state at time step t and ŝt+h+1 being the model
prediction, or imagined state, at planning step h. The action sequences are ranked
according to the performance metric J and the K highest ranking action sequences,
or elites, are used to update the parameters of the sampling distribution according
to:

µi ←
∑K

k=1 ak
i

K
(2.50)

and:

σi ←

√
∑K

k=1(ak
i − µi)2

K− 1
. (2.51)

This process is repeated multiple times to optimize the action sequence in the CEM-
iteration. Figure 2.8 depicts one loop of the CEM-MPC policy. Figure 2.8A shows
the N action sequences (black arrows) that were sampled from the yet uninformed
sampling distribution in the first CEM-iteration. From these trajectories, a set of
elites gets selected based on their performance w.r.t. J. The optimization landscape
induced by J is visualized as contours. Figure 2.8B shows N new trajectories that
were sampled from the updated sampling distribution in the second CEM-iteration.
Figure 2.8C shows the action of the winning trajectory that eventually gets executed
in the environment.

(A) Model rollouts with unin-
formed sampling distribution.

(B) Model rollouts with updated
sampling distribution.

(C) The first action of the best
trajectory gets executed.

FIGURE 2.8: The three phases of the CEM-MPC policy. Connected arrows depict
model rollouts. The optimization landscape induced by J is visualized as contours.
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2.2.3.4 Value-Equivalent Predictions

The idea behind the value-equivalent principle (Grimm et al., 2020) is to learn mod-
els m that are specifically tailored to the control setting rather than the most gen-
eral models possible. According to the value-equivalence principle, two models are
value equivalent if they produce the same Bellman updates given a policy π and a
set of functions:

Definition 2.2.2 (Value Equivalence (Grimm et al., 2020)). Let Π be a set of policies and
let V be a set of functions. We say that models m and m̃ are value equivalent with respect to
Π and V if and only if:

Tπv = T̃πv, ∀π ∈ Π, v ∈ V , (2.52)

where Tπ and T̃π are the Bellman operators induced by m and m̃, respectively.

The general hope is that the models in the class of value-equivalent models are
easier to learn than more general models since they make use of task-specific knowl-
edge.

2.2.3.5 Model-Based Reinforcement Learning and Optimal Control

What differentiates MBRL from optimal control is that MBRL typically makes min-
imal or no prior assumptions about the functional form of the dynamics or the cost
function. Instead, in MBRL, models are entirely learned from data and with very
general parametric or non-parametric function approximators like NNs or Gaus-
sian Proccesses (GPs). On the contrary, optimal control frameworks such as the
Linear–Quadratic Regulator (LQR) (Kwakernaak et al., 1969) require a specific func-
tional form of the system dynamics and cost function. Nonetheless, optimal con-
trol methods can already involve learned components, for instance, by using system
identification (Åström et al., 1971). In system identification, the functional form of
the dynamics or the cost function is known apriori. Data collected from the system
under consideration is used to fit the analytical models to the system. For instance,
if rigid-body dynamics is used to model the movement of a robot, it is common to
fit the mass and inertia matrices from data collected from the robot.

2.2.4 Hierarchical Reinforcement Learning

The goal of HRL (Andrew G Barto et al., 2003; Pateria et al., 2021) is to decompose
a difficult and potentially long-horizon problem into smaller sub-problems through
hierarchical abstractions. Figure 2.9 depicts the general idea of HRL: The low-level
policy πlo interacts with the environment by receiving the current MDP state st from
the environment and sending low-level commands or actions at to the environment.
The high-level policies (πmid, . . . , πhi) do not interact with the environment directly
but only with the policies on the lower levels. The policies in the different levels
of the hierarchy are typically conditioned on the action from the policy above (also
known as universal policies and similar to the concept of Universal Value Function
Approximators (UVFAs) (Schaul et al., 2015)). In that way, the policy on a higher
level can modulate the behavior of a policy on a lower level:

πi = π(ϕi−1(s), πi+1), (2.53)

with ϕ : S → S ′ being a state-embedding function mapping from the state-space S
to an abstract state-space S ′ and πi being the policy at the i-th level of the hierarchy.
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FIGURE 2.9: Graphical depiction of a HRL policy. The low-level policy interacts
with the environment at every step. It receives the environment state st and sends
actions at to the environment. The mid- and high-level policies interact only with

the lower-level policies on a coarser temporal scale.

Similar to MDPs for RL, Semi-Markov Decision Processes (SMDPs) (Baykal-Gürsoy,
2010) can be used to formalize problems that need to be solved at the higher levels of
the HRL policy. SMDPs add an additional timing component to MDPs parametriz-
ing the number of steps for which an action gets executed. Hierarchical abstraction
can be achieved in multiple ways:

State Abstraction State abstraction (T. Dietterich, 1999; Jonsson et al., 2000) can
be implemented by embedding the MDP state space S into an abstract state space
S ′. The transformation from S to S ′ typically involves some form of compression,
for instance, by using the information bottleneck (J. Kim et al., 2021) or an attention
mechanism (Y. Chen et al., 2019).

Temporal Abstraction Temporal abstraction (Richard S Sutton, Precup, et al., 1999;
T. G. Dietterich, 2000) can be achieved by letting the policies operate on different lev-
els of temporal granularity. The lowest-level policy typically interacts with the envi-
ronment directly in every single step. However, the higher-level policies might act
only in fixed time intervals ∆t > 1 or only if certain conditions are met, for instance,
if the lower policy reaches a goal set by the higher-level policy. Temporal abstraction
can help mitigate the credit assignment problem in two ways: (1) Since the actions
of the higher-level policies are temporally extended, rewards in the distant future
can be effectively backpropagated over longer time scales. (2) Lower-level policies
solve more manageable and shorter sub-problems of the original task such that the
credit assignment problem is less pronounced.
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Reward Abstraction The policies in the different levels of the hierarchy are learned
with RL methods, and each level might receive its unique reward signal. The highest-
level RL agent typically receives the original environment reward while all the lower-
level policies are trained on internal rewards computed by the higher levels. One
of the most straightforward implementations of reward abstraction is to learn goal-
reaching policies on the lower levels with goals provided by the higher levels (Dayan
et al., 1992). Like temporal abstraction, reward abstraction can help ease the credit
assignment problem.

Using hierarchical abstractions can make the HRL problem non-stationary. For
instance, a lower-level policy might not be able to reach any targets at the beginning
of the training but improves over time, or the execution time of a lower-level policy
decreases with more training. The issue of a non-stationary training distribution
can be counteracted by subgoal re-labeling (Nachum et al., 2018) or by introducing
timed sub-goals (Gürtler et al., 2021).

Instead of learning a complicated policy, HRL can also be used for efficient ex-
ploration. Instead of action-level exploration, the higher-level policies can be used
for subtask or goal exploration (Jong et al., 2008; Nachum et al., 2018; Forestier et al.,
2020).

2.2.5 Intrinsically Motivated Reinforcement Learning

The goal of Intrinsically Motivated Reinforcement Learning (IMRL) and develop-
mental RL is to design agents that explore the environment by setting their own
goals instead of solving pre-defined goals or maximizing external rewards. Inspired
by how infants and children learn, the hope of IMRL is to design genuinely au-
tonomous agents that build a useful representation of the world and acquire new
skills in an open-ended fashion. Aubret et al. (2019) and Colas (2021) provide thor-
ough surveys of the field.

IM is closely related to the concept of embodiment (Bongard et al., 2003; Asada
et al., 2009; Cangelosi et al., 2015). The general idea of embodied learning is that the
physical constraints of a learning system profoundly influence the representations
and skills the system can learn. Therefore, the learning system must be understood
as a unit between learning methods and embodiment (Baranes et al., 2013a; Martius,
Der, et al., 2013; Gumbsch, Butz, et al., 2019). Another closely related field of re-
search is curriculum learning (Portelas et al., 2020). This field studies how a learning
curriculum can be built that facilitates acquiring new and progressively harder skills.
For instance, Florensa et al. (2018) learns a Generative Adversarial Network (GAN)
to generate goals of intermediate difficulty. The same idea for goal-generating poli-
cies is used in Sukhbaatar et al. (2018) and Campero et al. (2021). IMRL based meth-
ods can be divided into two major classes:

Knowledge-Based IM Knowledge-Based IM (see Linke et al. (2020) for a survey
of the field) is about the agent’s belief of how the world works and what it actually
observes. For instance, an agent can be motivated to recreate and explore surprising
situations (Achiam and Sastry, 2017), where surprise can be defined as the disagree-
ment between the predictions of a learned world model and the actual observations
from the environment (Schmidhuber, 1991; Pathak et al., 2017). Approaches based
on learning progress (Schmidhuber, 1991; Lopes et al., 2012; K. Kim et al., 2020) con-
centrate learning efforts on tasks the agent can learn. If a task is too difficult or too
easy, the agent’s interest in the task vanishes. Novelty (M. Bellemare et al., 2016) or
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information gain (Houthooft et al., 2016) can be other measures to drive the intrinsi-
cally motivated exploration of an agent. In Schrodt et al. (2017), production rules are
learned from sensorimotor experiences to move a video game character in a purely
unsupervised fashion.

Competence-Based IM Competence-based IMRL agents are driven by the motiva-
tion to maximize their control over the environment, either by learning diverse sets
of skills (Mouret et al., 2015) or by reaching self-imposed goals (Baranes et al., 2010;
Santucci et al., 2016; Colas et al., 2019; Warde-Farley et al., 2019; Nair, Bahl, et al.,
2020; Pong et al., 2020).

IM can also be used to learn better world models (Chitnis et al., 2021). The model
can then drive further exploration (Sekar et al., 2020; Mendonca et al., 2021) or it can
be used to solve downstream tasks.
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3.1 Introduction

This chapter presents an intrinsically motivated Hierarchical Reinforcement Learn-
ing (HRL) agent that learns to control its environment by utilizing structured models
and intrinsically motivated self-play. To enable the agent to gain control over objects
from just a few successful tries in compositional multi-object and open-ended envi-
ronments, its design is inspired by nature.

Many if not all animals show behavior that is acquired not only through learning,
but that is innate (Versace et al., 2015), i.e., that is genetically hard-wired (Kanwisher,
2010). Innate behavior increases the chances of survival of an animal and facilitates
learning by providing helpful training samples to learn complex skills (Sherman
Ross et al., 1957) in a world of countless possibilities. Reflexes are one of the most
simple forms of innate behavior and often do not involve higher cognitive processes
of the central nervous system. For instance, the patellar or knee-jerk reflex in hu-
mans is directly controlled by the spinal cord (Johns, 2014). Other reflexes serve as
an initial stimulus to aid the learning of behaviors that are critical for survival. For
example, the sucking reflex in mammals promotes the learning of breastfeeding be-
havior by encouraging the newborn to suck at any object close to the baby’s mouth.
In that way, the newborn is guaranteed to positively reinforce the sucking behavior
once it is close to the mother’s breast (Sherman Ross et al., 1957).

In precocial species, newborns show relatively mature behavior (Versace et al.,
2015), like the complex escape behavior of prey animals (Miller et al., 2005), right or
short after birth. On the contrary, newborns in altricial species are very dependent
until long after birth. They have to learn most of their behaviors or skills throughout
a prolonged maturation period. They conduct experiments and analyze the statistics
of their observations to form intuitive theories about the world (Gopnik et al., 2004).
Nonetheless, hard-wired skills like the ability of primates to identify other primates’
faces (Scalaidhe et al., 1999) or the well-tuned relationship between teacher (adult)
and student (infant) (Aitken, 2018) can facilitate the learning process. Since the op-
portunities and the number of possible skills to learn are almost endless, infants
show a pronounced intrinsic motivation for self-play, often with any objects within
their reach. The purpose may not be immediately apparent to us. However, to play
is to manipulate, to gain control.

Similar to nature, where species with different degrees of pre-structured systems
evolved, analogous design directions developed in Machine Learning (ML). One
extreme is completely uninformed learning that relies only on data, also called end-
to-end learning. The other extreme is hand-designed modules that incorporate prior
knowledge about the learning problem, also known as inductive biases, algorithmic
biases, or structural biases.

This project studies how inductive biases in the form of structured models can
facilitate learning temporally extended, low-level Reinforcement Learning (RL) poli-
cies with terminating conditions, also referred to as skills and closely related to
options (Richard S Sutton, Precup, et al., 1999). This hybrid architecture between
model-based and model-free RL is called the Control What You Can (CWYC) frame-
work. In contrast to the standard approach in model-based RL, which is to learn
one unstructured model for all the agent-environment interactions in an end-to-end
fashion (M. Deisenroth et al., 2011; Chua et al., 2018), in CWYC several structured
models are learned that can dynamically adapt to an environment by learning from
data. Similar to the innate behaviors and genetically hard-wired structures in ani-
mals, the structured models in CWYC serve multiple purposes: (1) The structured
models can learn or adapt to the peculiarities of different environments from just a
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few training samples compared to the massive amount of training data required to
learn unstructured models. (2) Most of the planning complexity, usually done by the
low-level control policies, is offloaded to the models allowing the low-level policies
to be much simpler composable subroutines. (3) As with infants’ sucking reflex or
self-play, the structured models can be used to generate situations that create valu-
able training data for the low-level policies or skills, moving the exploration problem
from the low-level control commands to abstract goal spaces and task spaces.

Structured Models

Low-Level Control

Intrinsic Motivation

HRL

FIGURE 3.1: Overview of the CWYC architecture. CWYC consists of the follow-
ing components: (1) Several task spaces defined over groups of coordinates in the
observation vector. (2) A task scheduler that distributes learning efforts between
tasks. (3) A sub-task planner with (4) an associated task dependency graph. (5)
Sub-goal proposal networks. (6) Low-level control policies or skills and (8) an in-
trinsic motivation module that is derived from the history (7) that gets recorded for

each skill and trial.

In CWYC, the following inductive biases are introduced to solve compositional
object-manipulation tasks in complex environments (see Fig. 3.1): (1) An entity- or
object-centric state representation. (2) A task scheduler that allocates time and atten-
tion to tasks in which the agent can make progress towards learning them, creating a
self-guided learning curriculum similar to Achiam, Edwards, et al. (2018). (3) A sub-
task planner from which (4) a graph gets derived that models dependencies between
compositional multi-object tasks similar to Konidaris et al. (2009). (5) A structure to
learn geometric relations between task-relevant objects in the environment (Santoro
et al., 2017; Zambaldi et al., 2019). This model is used to generate intermediate goals
for potential intermediate subtasks similar to Florensa et al. (2018). (6) An intrinsic
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motivation module that models the agent’s desire to maximize learning progress. In-
trinsic motivation is implemented as a combination of prediction error and learning
progress as the primary force that drives self-guided learning (Forestier et al., 2020).
The models are organized in a hierarchy and direct the exploration and behavior of
(7) the low-level RL policies that get executed in the environment.

Section 3.2 of this chapter introduces the CWYC architecture in full detail. Sec-
tion 3.3 discusses the environments in which experiments are conducted to empiri-
cally demonstrate the effectiveness of the CWYC architecture. The CWYC agent is
compared against several baselines which are introduced in section Sec. 3.4. Sec-
tion 3.5 presents the experimental results and Sec. 3.6 discusses various ablations to
the CWYC architecture by showing their impact on the performance of the agent.
This chapter closes with a discussion in Sec. 3.7.
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3.2 Method

The following sections introduce the CWYC framework in full detail.

3.2.1 Preliminaries

In the following, the MDP formulation introduced in Sec. 2.1 of Ch. 2 is used. The
goal of this work is to design an agent that gains control over the environment. In
other words, to design an agent that alters the observations o ∈ O = Rn from the
environment in arbitrary ways. The observations are grounded in the environment
via a perception module f obs : S → O that maps MDP states s to observations o =
f obs(s). Since the perception module grounds observations in the outside world,
the agent has to manipulate the environment in order to change the observations.
This work focuses on compositional object-manipulation environments in which an
agent is supposed to change the location or orientation of randomly scattered objects
in the environment. In particular, multi-stage goal-reaching tasks are studied that
require the agent to reach a series of task-dependent (sub-)goals. As soon as the
agent reaches a subgoal, the agent’s focus switches from one task to a potential next
task. Overall success is defined as reaching the goal of a final task.

1

2

3

...

K

semantics

Move Forklift

Locomotion

Move Anvil

o1

task o

g1

tasks goals

FIGURE 3.2: Schematics of the observation vector. Observations are divided into
non-overlapping, simultaneously controllable tasks oT . Every task has a semantic
meaning that is unknown to the agent. Independent goals gT can be set for any of

the tasks.

The observation vector is assumed to be pre-partitioned into groups of non-
overlapping, simultaneously controllable components referred to as task spacesOT .
Here, the object-centric state representation is an inductive bias hard-coded in the
observation. The same inductive bias can be introduced by using Graph Neural
Networks (GNNs) (Battaglia et al., 2018) or similar structured models. Each task
space has a corresponding goal space GT , similar as in Andrychowicz et al. (2017),
that specifies a desired target gT ∈ GT for the task-space vector oT ∈ OT .
Example: In a potential locomotion task, the agent needs to change its (x, y)-coordinates
in the observation vector by changing its position. In an object manipulation task, the agent
has to change the object’s (x, y)-coordinates in the observation vector by moving the object
from location a to location b.
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Figure 3.2 shows a graphical depiction of the observation vector and the group-
ing of coordinates into task spaces with their respective semantic meanings. The se-
mantics of the task spaces is unknown to the agent at all times. All the agent knows
is what groups of coordinates belong together. The perception problem, that is, con-
structing task spaces from high-dimensional image data or other sensor modalities
is an orthogonal line of research. Readers interested in representation learning are
referred to Péré et al. (2018) and Burgess et al. (2019).

Formally, the observation space factorizes in K object- or entity-centric subspaces
O = O1 × . . .×OK. Each subspace OT has a corresponding goal space denoted by
GT ⊆ OT . Since manipulation of a vector oT ∈ OT can be interpreted as solving a
particular task, e.g., moving an object to a target location gT ∈ GT , in the following
subspaces are also referred to as task spaces, with T ∈ {1, . . . , K}. It is assumed that
task spaces are non-overlapping and encompass only simultaneously controllable
components. Given a specific goal gT for a task T , the agent’s objective is to create
an action sequence that brings oT as close as possible to gT , according to some metric
dT : OT × GT → R. The Euclidean distance between task and goal state

dT = ||oT − gT ||22 (3.1)

is used as a metric in all the experiments discussed in Sec. 3.5. This metric has two
advantages: (1) The Euclidean distance is general and does not impose any particu-
lar structure on the goal spaces. Therefore, it can be easily applied to any goal space.
(2) This particular distance function can be easily computed by the agent because all
the relevant information is contained in the observation vector.

FIGURE 3.3: Sketch of a single trial. At the beginning of each trial, the agent selects
a final task T and a self-imposed goal gT , e.g., move the anvil to the target location
marked by the giant cross. However, to solve a particular task, it might be necessary
to solve multiple subtasks, e.g., move to the forklift, pick up the anvil with the
forklift, move the anvil with the help of the forklift to its target location. In that case,
the agent must create an appropriate chain of subtasks and subgoals that connects

the individual subtasks.

All experiments consist of two phases:
In the intrinsic phase or developmental phase, the agent does not receive any ex-
ternal goals or environment rewards. Instead, the agent has time to freely explore
the environment and gain control over as much of the environment as possible. The
developmental phase is divided into trials. At the beginning of each trial, the en-
vironment is reset to a random state and the agent creates a self-imposed goal gT

for a task T that maximizes learning progress (see Sec. 3.2.3), e.g., move to location
(x, y). While the agent tries to solve the task T , it evaluates its action at time step t
by computing an internal reward function given by:

r(t, T ) = −dT (t) = −||oT (t)− gT (t)||22. (3.2)
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The developmental phase is followed by the extrinsic phase, in which the agent is
confronted with external goals for any of the tasks T . In this phase, the agent’s
objective is to solve various given tasks and reach the externally provided goals
using skills learned during the developmental phase. The agent’s performance is
evaluated using the same metric as the agent uses to compute its internal reward.
Example: Figure 3.3 shows a sketch of a potential trial: The final task is to move a very
heavy anvil to the target location marked by a big cross. Alone, the agent cannot move the
anvil. It needs a tool. In this case, a forklift is the right tool for the job. To succeed in the
task, the agent has to reach the forklift, bring the forklift to the anvil, and eventually move
the anvil with the help of the forklift to the target location.

Note that time t is measured relative to the beginning of a trial. Each trial has a
maximum number of Tmax time steps.
Learning in the developmental phase is governed by several components as shown
in Fig. 3.1. Their detailed interplay is as follows:
Tasks T (1) define groups of components (coordinates) in the observation vector.
Each task has a semantic meaning attached to it. The semantic meanings are un-
known to the agent.
A task scheduler (2) is used by the agent at the beginning of each trial to select a
self-imposed task T (final task) to maximize expected learning progress.
Given a final task, the task planner B (3) computes a viable sub-task sequence from
a learned task-dependency graph (4).
The subgoal generators Gℓ→k (5) create a time-dependent goal gℓ(t) for each task
transition from task ℓ to task k.
Goal-conditioned control policies (6) πT (o, gT ) control the agent in the environ-
ment and encapsulate the individual subroutines or skills.
Between trials, a history of different quantities like the learning progress and sur-
prising events are recorded in a per-task history buffer (7).
An intrinsic motivation module (8) computes the rewards and target signals for the
task scheduler, task planner, and subgoal generator based on learning progress
and surprise.

All components are trained concurrently from data collected during the devel-
opmental phase without external supervision. Prior knowledge enters only in the
form of the predefined task spaces and the internal structure of the models.

3.2.2 Intrinsic Motivation

In the developmental phase, the agent’s objective is to gain control over the environ-
ment, that is, to succeed in or master all potential tasks in the environment. In trial i,
the agent declares success in a self-imposed task T ⋆, if oT

⋆
is close, up to a precision

δT
⋆ ≥ 0, to the goal state gT

⋆
w.r.t. dT

⋆
:

succT
⋆
(i) =

{
1 if dT

⋆
(t) ≤ δT

⋆
for t ≤ Tmax and T ⋆ = T final,

0 otherwise.
(3.3)

It is important to note that the agent only succeeds in trial i if it attempts to solve the
self-imposed task T ⋆ as the final task in a potential sequence of subtasks.
Example: Coming back to the example depicted in Fig. 3.3 in which the agent is supposed
to move the anvil to the target location with the cross. The agent only succeeds in the task if
it executes the task sequence: reach forklift, transport forklift to anvil, move anvil to target
location. Suppose the agent instead executes the task sequence: get forklift, move forklift to
target location. In the process, the agent might pick up the anvil just by pure chance and
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(B) Per-task history buffer.

FIGURE 3.4: Object- or task-based intrinsic motivation: (A) For each task space OT
several per-trial quantities are stored in a per-task history buffer. (B) The per-task
history buffers store quantities like the success rate, the learning progress, and the

prediction error of a forward model.

bring it to the cross. In that case, the agent will not succeed in the task because it was not
even attempting to move the anvil.

As some goals can be easier to reach than others, the agent does not look at a
single trial to measure success, but uses a recent history of Z trials to compute a
success rate or the controllability of the corresponding task:

srT (i) = 1/Z ∑
i∈ST

succT (i), (3.4)

with ST being the set of the last Z trial indices in which the agent attempted to solve
task T .

To effectively distribute its learning effort between the different tasks, the agent is
motivated to maximize its instantaneous learning progress on a trial-by-trial basis.
The instantaneous learning progress is defined as the derivative of the success rate
with respect to task trials:

ρT (i) =
∆srT (i)

∆i
. (3.5)

The reason for maximizing the learning progress instead of the success rate directly
is the following: Once the agent masters a task, the success rate is a constant function
of 1. Therefore, the agent would continue to concentrate its learning efforts on tasks
it has mastered already, although no further progress can be made in those tasks.
With the learning progress, however, the agent only concentrates on tasks that can
improve in terms of their success rate and stops focusing on tasks as soon as no
further progress can be made either because the agent has mastered the task or it
cannot be learned at all.

Since learning progress can be sparse, especially at the beginning of learning a
new task, the agent is also motivated to recreate surprising events it encountered
in past trials. The agent deems an event surprising if it was not predicted by an
internal forward model f fw : O × A → O of the world (see Sec. 2.2.3 in Ch. 2 for
more details) that the agent learns over time. The prediction error of the forward
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model is defined as:

e(t) = ∥( f fw(o(t), a(t))− o(t + 1)∥2
2. (3.6)

Given the definition of the prediction error, a surprising event is defined as (see also
Gumbsch, Otte, et al., 2017):

surpriseT (t) =

{
1 if |∆eT (t)

∆t | > µT + θ · σT ,
0 otherwise,

(3.7)

where eT is the prediction error in task space OT and µT and σT are the first and
second moments of the distribution of the time derivative of the prediction error.
The time derivative of the prediction error is assumed to be Gaussian distributed :

(eT (t)− eT (t− 1))/∆t =
∆eT (t)

∆t
∼ N (µT , (σT )2). (3.8)

The parameter θ in Eq. 3.7 is a threshold that defines the confidence interval outside
which the agent labels an event as surprising. The following example can explain
why surprising events can help to guide the agent’s exploration but should be used
with care:
Example: Assuming the agent only knows how to move itself, it will just move around,
not knowing how to manipulate other parts of the environment. That means, the agent can
neither move the forklift nor the anvil yet. However, whenever the agent moves to the forklift
just by chance, the forklift suddenly starts to move and creates a high prediction error or
surprise signal. Thus, it is likely that this particular situation is a good starting point for
actually solving the “move forklift” task and to continue to explore from this situation. Now
an autonomous drone enters the scene, flying out of reach of the agent. The independent
movement of the drone will constantly create surprising events for the agent because it can
not predict the drone’s movement, disregarding how much the agent observes the drone.
Thus, the agent’s initial urge to control the drone should fade over time since the object is not
controllable by the agent.

With this example in mind, the prediction error should not be the primary driver
of the agent’s exploration but rather spark initial interest in pursuing a task. It is
worth noting that the agent does not have to pursue a particular task ℓ to encounter
unanticipated events in that task. The agent can follow any other task k as long as
the prediction error in the task ℓ is high enough. In that way, interest in any task
can be sparked at any given point in time, even though this task was only of meager
interest for the agent so far.

3.2.3 (Self-Imposed) Task Scheduler

During the learning/developmental phase, the agent can decide which task it wants
to pursue in each trial. Intuitively, it should be beneficial for the agent to concentrate
on tasks in which it can make the most learning progress in or that had surprising
events in the past.

The task scheduler (see Fig. 3.1(2) and Fig. 3.5) keeps track of the agent’s interest
in the different tasks and is implemented as a multi-armed bandit. The per-task
reward for the multi-armed bandit is defined as:

rT (i) = |ρT (i)|+ β · surpriseT (i), (3.9)
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1 2 3 . . . K
T

final task priority ∝ learning progress
+ surprise

FIGURE 3.5: The agent distributes its learning resources between the different tasks.
The priority of pursuing a task is computed as a combination of learning progress
and surprise. At the beginning of each trial, the agent selects a final task T ⋆. This
selection progress is implemented as a multi-armed bandit that tries to maximize

the reward specified in Eq. 3.9.

with the trial-based surprise:

surpriseT (i) = 1{surpriseT (k, t)), ∀t, k<i}(i), (3.10)

and 1 being the indicator function. Equation 3.10 is 1 if surpriseT (t) = 1 for any
time step t in any trial k ≤ i. While the primary quantity to maximize is the learning
progress, the surprise signal is added to the reward, with β ≪ 1, to spark an initial
interest in the agent to attempt a task that the agent has not explored before but that
showed some unexplainable behavior in the past.

The absolute value of the learning progress |ρT (i)| is used because the agent
should prioritize a task more when it can improve in a task and if performance
degrades over time (Baranes et al., 2013b). Initially, the surprise term dominates
the reward as |ρT (i)| → 0. As soon as actual progress can be made, the learn-
ing progress takes the leading role in the reward signal. The reward signal is non-
stationary because the learning progress in each task changes over time. To track the
non-stationary reward, the task scheduler updates an internal estimate of the reward
according to:

QT (i) = QT (i− 1) + α(rT (i)−QT (i− 1)), (3.11)

with the learning rate α > 0. Equation 3.11 is a running exponential average of the
per-task reward.

To promote exploration, a stochastic policy with T ⋆ ∼ p(T ⋆ = T ) = QT / ∑j Qj

is used to select tasks.

3.2.4 Task-Planning Architecture

More difficult self-imposed tasks might require one or several subtasks to be per-
formed in a particular order to be solved successfully. A self-imposed task in one
trial can be a subtask of an other task in a different trial.
Example: For instance, if the agent wants to move the anvil, it has to move to the forklift
first, then move with the forklift to the anvil, and finally transport the anvil with the forklift
to its final position. But just moving to a different location can also be a valid self-imposed
task.

A task planner determines the sequence of subtasks that need to be solved in
order to solve a task T . To do so, the task planner keeps track of the time Tℓ→k
required to solve a particular task k if it was preceded by task ℓ.
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FIGURE 3.6: The task-planning module. (A) The transition matrix B of the task
planner keeps track of the time (B)k, ℓ ∝ Tℓ→k required to solve task k if it was
preceded by task ℓ. (B) By using backtracking, a task graph is derived from the
task planner. The task graph starts from the self-imposed task T ⋆ and computes
backward all possible sequences of tasks that need to be solved in order to solve

T ⋆.

Example: For instance, if the agent attempts to relocate the anvil right after it reaches it,
the time to solve the “move anvil” task will be Tmax. This is because the anvil is too heavy for
the agent to be transported on its own. However, if the agent performs the “move forklift”
task right before it attempts to move the anvil, the time to solve the “move anvil” task will be
smaller than Tmax because the forklift enables the agent to carry the heavy anvil. Hence, the
“move forklift” task is a prerequisite for the “move anvil” task.

As before, surprising events are used as an additional proxy signal for potential
future success.
Example: If the forklift enables the agent to move the anvil, a high prediction error will
occur the first time the agent collides with the anvil while controlling the forklift.

The values of each task transition is captured by the entry Bk,ℓ of a transition
matrix B (see Fig. 3.6A), where k ∈ [1, . . . , K] and ℓ ∈ [S, 1, . . . , K] enumerate
the current and preceding subtasks, respectively, and S represents the “start” of a
potential subtask sequence:

Bk,ℓ(i) =
Qk,ℓ(i)

∑m Qk,m(i)
, (3.12)

with:

Qk,ℓ(i) =
〈

1− Tℓ→k(i)
Tmax(i)

+ γ · surpriseT (i)
〉

. (3.13)

In Eq. 3.13, ⟨·⟩ denotes a running average and Tℓ→k is the runtime for solving task k
if it was proceeded by task ℓ. Without success, Tℓ→k equals Tmax. Similarly to Eq. 3.9,
this quantity is initially dominated by the surprise signals, with γ≪ 1.

The matrix B can also be cast as an adjacency matrix of an acyclic weighted task
graph (see Fig. 3.1(4) and Fig. 3.6B). The task graph contains all potential sequences
of subtasks starting in S and ending in T ⋆, from which the sequence with the mini-
mum total execution time is selected and executed by the agent. An ϵ-greedy policy
is used to encourage the exploration of different subtask sequences.
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S 2 1 3

move agent move forklift move anvil

FIGURE 3.7: Example of a potential subtask sequence that solves the “move anvil”
task. Once the agent figures out a viable subtask sequence, it also needs to come
up with a series of subgoals that connect the subtasks in a meaningful way. The
final goal (here shown as a cross) of the last task is sampled independently at the

beginning of the trial.

3.2.5 Subgoal Sampling

Each (sub)-task is a goal-reaching problem.
Example: For instance, in the running example depicted in Fig. 3.3, it is not enough to
move the forklift to any position in the environment in order to transport the anvil. Instead,
the forklift has to be moved precisely to the position of the anvil to do so, see Fig. 3.7.

To this end, a goal proposal network is trained for each task transition Gℓ→k in
the form of an attention network that can identify pairwise relations among similar
observations. The model Gℓ→k : O → [0, 1] associates a value/attention to each
coordinate in the observation vector o:

Gℓ→k(o) = e−γ ∑n
a=1 ∑n

b=a+1 ∥w1
aboa+w2

abob+w3
ab∥

2
, (3.14)

where w1, w2, w3 ∈ Rn×Rn, and γ > 0 are trainable parameters and w1
ab is a single

component of the matrix w1.
To get an intuition about the parametrization of the goal proposal network, con-

sider a particular pair of coordinates (a, b) in the observation vector.
Example: For instance, a could be the agent’s x coordinate and b could be the forklift’s x
coordinate. With w1

a, b = −w2
a, b ̸= 0, the model can express that both coordinates have to

have a distance of zero or coincide in the proposed goal. The network can also model offsets
or global reference points with w3

ab.
See Fig. 3.8 for the schematics of the network architecture.
The attention maps w1, w2 and w3 are learned via regression:

Lℓ→k = min
w1

ab,w2
ab,w3

ab,γ
Eo∼D ∥Gℓ→k(o)− rℓ→k(o)∥2, (3.15)

with the target being:

rℓ→k(ot) = min(1, succk · Γℓ→k(ot) + surprisek(t)). (3.16)

In Eq. 3.16, Γℓ→k is defined as:

Γℓ→k(ot) =

{
1 if the agent switches from task ℓ to task k in ot,
0 otherwise.

(3.17)
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FIGURE 3.8: Network architecture of the goal proposal network. For each task
transition, the network learns three attention maps w1, w2, and w3. The w1 and
w2 model pairwise relations between coordinates in the observation vector. The w3

models offsets and global reference points. Here, the x- and y coordinates of the
agent and the forklift have to coincide in the proposed goal. Only the upper trian-
gular matrix of the attention maps is learned because the matrices are symmetrical.

The intuition behind the target signal (Eq. 3.16) is as follows: An observation counts
as a positive training sample for Gℓ→k if the agent transitioned from task ℓ to k,
hence Γℓ→k = 1, and the agent succeeds in the following task k. At the beginning
of the training, surprise is another source of positive training samples. All other
observations are labeled as negative samples during training.
Example: As in the previously presented example, let (a, b) be the agent’s and forklift’s
x coordinates. The first couple of times the agent moves to the position of the forklift it will
cause a surprise signal in the task space of the forklift by changing the forklift’s position. The
goal sampling network learns from these positive training samples that something interesting
happens with the forklift whenever the agent is close to it. Consequently, it will produce goals
that lead to such situations. Once the agent succeeds in the “move forklift” task after moving
to the forklift location, the goal proposal network will further refine its goal proposals through
the success-dependent term in Eq. 3.16.

The goal proposal network can learn relationships after a few positive examples
(in the order of 10), possibly due to its restricted model class. The goal proposal
network can also be considered a relational network (Santoro et al., 2017), albeit it is
easier to train.

Sampling a goal from the network is done by computing the maximum of the
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attention over the observation vector. For each subtask, the goal is selected with the
maximal value in the attention map. However, the coordinates I+ in the observation
vector that belong to a task T + that has still to be solved in the task chain are fixed,
because they can likely not be controlled yet:

o∗ = arg max
o′

Gℓ→k(o′) (3.18)

subject to o′k = ok, ∀k ∈ I+.

The goal for subtask ℓ is then defined as gℓ(o) = (o∗)ℓ. This is a convex program,
and its solution can be computed analytically.

In the non-stationary environments discussed in this work, the goal proposal
networks are a critical component of the CWYC framework that aim to learn rela-
tions between entities in the world. The agent sorts observations of the environment
into interesting, uninteresting, and undetermined observations. Interesting obser-
vations are those in which an unanticipated event (high prediction error) occurs or
which lead to success in a subsequent task. All other observations are labeled as
uninteresting for a particular task. There is a third class of undetermined observa-
tions. Undetermined observations contain similar situations to observations labeled
as interesting but do not spark high interest.
Example: For instance, running into, hence suddenly moving, the forklift might spark in-
terest in the “move forklift” task because of a sudden jump in the prediction error. Therefore,
the agent tries to recreate situations in which the agent and the forklift are close. However,
after the agent picks up the forklift, the movement of the forklift is entirely determined by
the agent’s actions resulting in low prediction errors and no surprise. Hence, none of the
following observations are labeled as interesting. However, the agent and the forklift are
still very close, resulting in conflicting training data. Consequently, this data is considered
undetermined by the agent.

Conclusively, we discard all undetermined transitions within a trial that come
after an observation with a positive label.

After removing all data that might prevent the goal proposal networks from
learning the proper relations, positive events remain rare compared to the massive
body of uninteresting data. Hence, the training data is balanced in each batch during
training.

3.2.6 Low-level Control

For each task space OT , the CWYC agent learns a separate goal-reaching policy
πT (ot, gT (t)). Policies are trained with the actor-critic framework for continuous
control, see Sec. 2.2.1 of Ch. 2 for more details. Specifically, policies are trained with
either Soft Actor Critic (SAC) (Haarnoja et al., 2018) or Deep Deterministic Policy Gra-
dient (DDPG)+Hindsight Experience Replay (HER) (Andrychowicz et al., 2017). The
goal-reaching policies are temporally extended. They do not have to run until the
end of the trial. Instead, each policy has a terminal condition allowing it to terminate
early at TT ≤ Tmax. A policy πT terminates if the task-space vector oT is close, up
to a threshold δT , to the desired goal state gT according to:

TT =

{
t if ∥oT (t)− gT (t)∥2

2 ≤ δT for t ≤ Tmax,
Tmax otherwise..

(3.19)
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3.3 Environments

The capabilities of the CWYC architecture are tested in two environments. The
WAREHOUSE environment is specifically designed to highlight the difficulties in
learning compositional multi-stage tasks in environments with rare agent-object and
object-object interactions. This environment is based on the running example intro-
duced in the methods section. WAREHOUSE is used to study the different compo-
nents of the CWYC architecture more thoroughly. The FETCH PICK&PLACE TOO-
LUSE environment is a robotic object manipulation environment. The following
paragraphs present the two environments in more detail.

WAREHOUSE The WAREHOUSE environment is depicted in Fig. 3.9. The environ-
ment consists of the following elements:

Robot (T = 0) The agent’s actions directly control a robot in the environment.

Forklift (T = 1) The forklift can be controlled by the agent as soon as the robot gets
close to the forklift location.

Anvil (T = 2) The anvil is too heavy to be moved by the robot directly. The agent
can only move the anvil if it controls the forklift with the robot.

Cone (T = 3) The cone is an unreliable object, as its behavior changes randomly
between trials. In some of the trials, it can be moved by the robot. In other
trials it is bolted to the floor and therefore completely immovable.

Drone (T = 4) An autonomous drone flies around randomly in the environment.
It is out of reach of the robot; thus, it cannot be controlled by the agent.

In WAREHOUSE the 16-dimensional continuous Markov Decision Process (MDP)
state s and the observation vector o are connected by an identity mapping:

o = s = f obs(s) ∈ R16. (3.20)

The observation vector is given by:

o = [o0, o1, . . . , o4, ẋ, ẏ, p1, . . . , p4] (3.21)

with [. . .] being the concatenation operator. The oT = (xT , yT ) are the different task
spaces, with xT and yT being the positional coordinates of the respective entity. The
task spaces have the following semantic meaning: (T = 0) Locomotion, (T = 1) Move
Forklift, (T = 2) Move Anvil, (T = 3) Move Cone, (T = 4) Control Drone. The (ẋ, ẏ)
are the robot’s velocities. The indicator variables p1 to p4 indicate whether the agent
is in possession of the i-th object (pi = 1) or not (pi = 0).

The agent controls the robot and any controllable object in possession of the robot
by applying forces in the x- and y-axis to the robot:

a = (Fx, Fy) ∈ R2. (3.22)

The robot’s dynamics is modeled as a 2-dimensional double integrator, which is
subject to the laws of motion with the application of friction from the environment,
rendering the control of the robot non-trivial. The other objects do not have their
own dynamics, except the drone. They are either not moving at all, or the robot’s
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FIGURE 3.9: WAREHOUSE consists of a robot that the agent directly controls. The
robot can pick up and move a forklift. A heavy anvil cannot be controlled by the
agent directly but only with the help of the forklift. An autonomous drone moves
randomly in the environment and cannot be controlled by the agent. A randomly
placed cone is bolted to the floor in some of the trials, while in others not. Hence,
the robot can move it only in some of the trials. In the bottom left corner is a
screenshot of the simulated environment. A sphere represents the robot, while

colored blocks represent the other objects.

movement entirely governs their movement. A random policy controls the move-
ment of the drone. Some objects are more difficult to move than others and might
depend on other entities in the environment, e.g., the anvil depends on the forklift.

In the developmental phase, the agent computes a reward for each task T ac-
cording to:

rT (t) = −dT (t) = −∥oT (t)− gT (t)∥2
2. (3.23)

The reward is partially sparse in the sense that it does not include the distance be-
tween robot and object. If the robot tries to relocate an object and is not moving it,
the reward signal is constant, making the exploration problem very challenging.

The bottom left overlay in Fig. 3.9 shows the environment in the simulation. The
environment is simulated in the MuJoCo physics simulator (Todorov et al., 2012). In
the simulation, the robot is visualized as a sphere. The other objects are visualized
as colored cubes.

At the beginning of each trial, the environment gets reset. The robot always starts
in the middle of the warehouse while all the other objects are spawned at a random
location. Thus, it is not sufficient for the agent to learn one static policy. Each trial
has a total length of Tmax = 1600 steps.

The warehouse is relatively large, and objects can be placed quite far apart.
Therefore, random interactions between the agent and the objects are infrequent.
One major challenge in this environment is the exploration problem, and the agent
has to learn from these rare events efficiently.
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FETCH PICK&PLACE TOOLUSE In the second environment, the agent controls a
7 Degree of Freedom (DoF) fetch robot. The environment is shown in Fig. 3.10. Be-
sides the robot, the environment consists of a hook-shaped tool and a cube spawned
on a table in front of but out of reach of the robotic arm. With its 4 dimensional
continuous action space, the agent controls the x-, y-, and z-movement of the end-
effector in Cartesian space and the opening and closing of a gripper attached to the
end-effector.

FIGURE 3.10: In the robotic manipulation environment, the agent controls a fetch
robot. The robot can use a hook-shaped tool to move a cube to a target location that

is otherwise unreachable for the robotic arm.

In this environment, the agent does not observe the MDP state directly, including
all the joint angles of the fetch robot. Instead, it receives an observation that contains
the Cartesian coordinates of the end-effector and the relative positions between the
end-effector and the cube and the end-effector and the tool, among other informa-
tion. The environment is derived from the FETCH PICK&PLACE environment in the
OPENAI GYM (Brockman et al., 2016) collection of RL tasks. Two modifications are
applied to the original environment: (1) A tool is added to the environment together
with the tool’s positional, rotational, and velocity information in the observation
vector. (2) The table is extended to allow the cube to be placed out of reach of the
robotic arm.

The task spaces are the 3-dimensional positions of the end-effector, the tool (mea-
sured at the location of the green sphere in Fig. 3.10), and the cube. The correspond-
ing semantic meanings/tasks are Move End-Effector, Use Hook, and Move Cube.

In the developmental phase, the agent computes its intrinsic reward according
to Eq. 3.23. Each trial has a total length of Tmax = 150 steps.



3.4. Baselines 53

3.4 Baselines

The CWYC framework is compared against several baselines: First, a version of
CWYC in which some of the components are replaced by oracles. Second, a vanilla
version of the SAC algorithm with a shaped reward function to guide the explo-
ration. CWYC is also compared against a state-of-the-art hierarchical RL algorithm
and an Intrinsic Motivation (IM) baseline. In FETCH PICK&PLACE TOOLUSE, CWYC
is compared against vanilla DDPG+HER as this algorithm is specifically tuned to the
FETCH PICK&PLACE environment. The following sections explain the baselines in
more detail.

CWYC with Oracles To assess the upper bound on the performance of CWYC in
WAREHOUSE, a baseline is crafted in which all of the learned high-level components
including the task planner, the task graph, and the subgoal generators are replaced
by oracles.

S Loco-
motion

Move
Forklift

Move
Anvil

Move
Cone

Control
Drone

FIGURE 3.11: Oracle task graph. Locomotion does not have any prerequisites. Loco-
motion has to be solved first to solve Move Forklift and Move Cone. Move Forklift is a

prerequisite for Move Anvil. Control Drone cannot be solved at all.

Figure 3.11 shows the oracle task graph. Locomotion can be solved immediately
because the agent’s actions directly control the robot. To solve Move Forklift, Locomo-
tion has to be solved first. The same goes for Move Cone. Before Move Anvil can be
solved, Move Forklift has to be solved first. But to solve Move Forklift, Locomotion has
to be solved already. Control Drone cannot be solved at all because the drone moves
autonomously and is out of reach for the robot.

Figure 3.12 and Fig. 3.13 show the oracle attention weight maps w1 (left), w2

(middle) and w3 (right) for the Locomotion to Move Forklift, Move Forklift to Move
Anvil, and Locomotion to Move Cone task transitions, respectively. Again, the (x0, y0)-
coordinates correspond to the agent’s position. The (xk, yk)-coordinates, with k =
1, . . . , 4, correspond to the objects’ positions, i.e., k = 1 is the location of the forklift,
k = 2 is the location of the anvil, k = 3 is the location of the cone, and k = 4 is the
location of the drone.

According to Fig. 3.12, to succeed in Move Forklift the positional coordinates of
the agent (x0, y0) and the forklift (x1, y1) have to be the same after transitioning
from Locomotion to Move Forklift. In other words, the goal proposed by G0→1 is given
by g0(t) = o1(t). In the case of the Move Forklift to Move Anvil transition, the posi-
tions of the agent (x0, y0), the forklift (x1, y1), and the anvil (x2, y2) have to be the
same. Since Move Anvil requires Move Forklift to be solved and Move Forklift needs
Locomotion to be solved it is already guaranteed that o0 = o1.
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FIGURE 3.12: Oracle attention weight maps w1 (left), w2 (middle), and w3 for the
transition between Locomotion and Move Forklift. At the end of Locomotion, the task
space o0 = (x0, y0) has to be equal to the position of the forklift g0 = o1 = (x1, y1).
As a reminder, (xk, yk) are the positional coordinates of the different entities in the
environment, with k = 0 being the robot, k = 1 being the forklift, k = 2 being the

anvil, k = 3 being the cone, and k = 4 being the drone.

(A) Move Forklift to Move Anvil task transition. (B) Locomotion to Move Cone task transition.

FIGURE 3.13: Oracle attention weight maps for (A) the Move Forklift to Move Anvil
and (B) the Locomotion to Move Cone task transitions. Same notation as in Fig. 3.12.

Soft Actor-Critic with Oracle Reward SAC does not make use of hierarchies or
IM. As in CWYC, SAC learns one policy per task space. However, instead of using
a sequence of policies to solve a single task, SAC has to use a single policy to solve
the entire task in one go. That makes it harder for SAC to learn the more challeng-
ing tasks such as Move Anvil since one policy has to learn a complex trajectory in
one shot. For instance, the Move Anvil policy has to first pick up the forklift, move
with the forklift to the anvil, and eventually transport the anvil to its target location.
To mitigate the issue that SAC has to learn much more complex policies and that
it has to solve the exploration problem for each task independently, a much more
dense/informative reward signal is used for the individual tasks as listed below.

Locomotion The Euclidean distance between the agent’s location and the goal loca-
tion is used.

Move Forklift The Euclidean distance between the forklift’s location and the goal
location plus the euclidean distance between the agent’s location and the fork-
lift’s location is used.

Move Anvil The Euclidean distance between the anvil’s location and the goal loca-
tion plus the euclidean distance between the agent’s location and the forklift’s
location as well as the distance between the forklift’s location and the location
of the anvil is used.

Move Cone The Euclidean distance between the cone’s location and the goal loca-
tion plus the euclidean distance between the agent’s location and the cone’s
location is used.
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Control Drone The Euclidean distance between the drone’s location and the goal lo-
cation plus the euclidean distance between the agent’s location and the drone’s
location is used.

In the following, SAC+ is used to refer to the SAC baseline with privileged knowl-
edge.

Hierarchical RL Baseline with Oracle Rewards HIRO (Nachum et al., 2018) is an
algorithm designed to solve HRL problems. The HIRO agent consists of a goal-
conditioned low-level policy µlo that interacts directly with the environment and a
goal-conditioned high-level policy µhi that interacts with the low-level policy by pro-
viding temporally extended goals to the low-level policy. HIRO uses Twin Delayed
DDPG (TD3) (Fujimoto et al., 2018) to learn both µlo and µhi. During the training of
µhi, goal relabeling of high-level goals is used to account for sub-optimal low-level
policies.

FIGURE 3.14: Schematics of the HIRO agent. Source: Nachum et al. (2018)

The goals for the high-level policy are the goals for the individual tasks: Locomo-
tion, Move Forklift, Move Anvil, Move Cone, and Control Drone. The actions or goals
produced by the high-level policy, which are the goals for the low-level policy, span
the entire state space following the original implementation. For each task, one pair
of low- and high-level policies are instantiated and trained independently of each
other.

The high-level policy in HIRO is trained with the same shaped and dense reward
signals as the ones used for training the SAC+ agent to account for the challenging
exploration problem. The low-level policy gets the same reward signal as in the
original implementation. This privileged baseline is referred to by HIRO+.

Intrinsic Motivation Baseline As IM baseline, ICM (Pathak et al., 2017) is used.
ICM consists of two components: (1) A policy π that is learned with Asynchronous
Advantage Actor Critic (A3C) (Mnih, Badia, et al., 2016) and a reward-generator that
generates a curiosity-driven intrinsic reward signal ri

t. The policy is trained to max-
imize the intrinsic reward and a potential extrinsic reward re

t . Figure 3.15 shows the
schematics of the ICM agent. The policy is adapted to be goal-conditioned and uses
the non-privileged reward signal as an extrinsic reward. An independent policy is
learned for each task. In Pathak et al. (2017), the prediction error of a forward model
is used as an intrinsic reward. Similarly, here the prediction error of the forward
model in the CWYC framework is provided as an intrinsic reward to the learner.
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This baseline is called ICMe. Also, a version of ICM is tested in which the surprise
signal is provided as an intrinsic reward which should give a much cleaner signal.
This version is referred to by ICMs.

FIGURE 3.15: Schematics of the ICM agent. Source: Pathak et al. (2017)
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3.5 Experimental Results

This section presents the experimental results for WAREHOUSE and FETCH PICK&PLACE

TOOLUSE. The performance of CWYC is compared against the performance of CWYC
with oracles, HIRO+, SAC+, DDPG+HER (only in FETCH PICK&PLACE TOOLUSE),
ICMs, and ICMe.

3.5.1 Warehouse

Figure 3.16A shows the time evolution of the overall competence of the different
agents during the developmental phase. The overall competence is defined as the
average success rate among the various tasks:

competence(i) =
1
|T |∑T

srT (i). (3.24)

The means (solid lines) and standard deviations (color bands) from 10 independent
runs with different seeds are plotted. In WAREHOUSE, the maximum achievable
competence is 70% (broken horizontal line) due to the uncontrollable drone and the
unreliable cone (which is controllable only in 50% of the trials).

CWYC w oracles CWYC HIRO+ - - - - - ICMs - - - - - ICMe SAC+
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(A) Overall competence of the agents in WARE-
HOUSE.
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(B) Success rate of the agents in Locomotion.

FIGURE 3.16: (A) Overall competence in WAREHOUSE and (B) success rate of
the agents in Locomotion throughout learning in the developmental phase. The
x-axis shows the number of environment steps, i.e., the number of observa-

tions/transitioned collected in the environment.

CWYC with oracles achieves the maximum achievable competence the fastest.
This is expected since in this baseline the task planner, task graph and the goal gen-
erators are replaced by oracles. Therefore, all that is left to learn for the agent are the
low-level control policies. It is also important to note that the exploration problem is
solved for this baseline as the low-level goal-reaching policies receive optimal goals
right from the start of the developmental phase. CWYC also manages to reach the
maximum achievable performance. However, the CWYC agent is slower as it has to
learn all its components from experience during the developmental phase. All the
other baselines achieve only sub-optimal performance. The competences of HIRO+,
SAC+, ICMs, and ICMe plateau at 25%.

Figure 3.16B and Fig. 3.17A to Fig. 3.17D show the success rates of the different
agents for the individual tasks. All the agents are capable of learning Locomotion.
This is expected as it is the simplest goal-reaching task in which the agent has direct
control over the task space via the robot’s movement. In any of the more challenging
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tasks, all the baselines fail to learn a successful control policy, while CWYC eventu-
ally achieves the same performance as CWYC with oracles.

CWYC w oracles CWYC HIRO+ - - - - - ICMs - - - - - ICMe SAC+
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(A) Move Forklift.
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(B) Move Anvil.
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(C) Move Cone.
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(D) Control Drone.

FIGURE 3.17: Success rate of the agents in (A) Move Forklift, (B) Move Anvil, (C) Move
Cone, and (D) Control Drone throughout training in the developmental phase.

Why do the baselines have that much trouble in solving the other tasks and how
does CWYC manage to successfully solve all of the other tasks (except for the un-
solvable Control Drone task)? To answer this question, it is insightful to look at the
different components of CWYC and what they learned during the developmental
phase.

First, let’s look at how the different agents allocate their learning resources. As
a reminder, all the baselines distribute their learning time equally between the dif-
ferent tasks. This can be inefficient because some of the tasks depend on other tasks
and progress in these tasks can only be made after the other tasks are mastered to a
certain degree. CWYC on the other hand distributes its learning efforts efficiently be-
tween the various tasks to maximize its overall learning progress. Figure 3.18 shows
the task prioritization of the task scheduler throughout the developmental phase. At
the beginning of the training, the CWYC agent spends most of its learning resources
on Locomotion since the agent has direct control over the robot and the task does not
have any prerequisites. Once the agent masters Locomotion at roughly 2 · 106 environ-
ment steps (see Fig. 3.16B) the agent starts to lose interest in the task (the probability
of selecting Locomotion lowers) and begins to shift learning efforts towards Move
Forklift (the likelihood of selecting the task increases) as Move Forklift has Locomotion
as its only prerequisite. Simultaneously, the interest in Move Cone slowly raises as it
also has Locomotion as its only prerequisite. However, the interest in the task grows
much slower than the interest in Move Forklift due to its unreliable nature. Once the
agent masters Move Forklift at around 3 · 106 environment steps, the agent switches
to Move Anvil because the agent now acquired the skill to use the forklift to move
the heavy anvil. Once all the fully controllable tasks are learned and resources free
up, the agent begins to concentrate more and more learning efforts on the unreliable
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cone. Since the agent does not have control over the autonomous drone, the agent’s
interest in that task drops quickly and stays at a constant low level.

Locomotion Move Forklift Move Anvil - - - - - Move Cone Control Drone
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FIGURE 3.18: The learned task prioritization of the CWYC agent during the devel-
opmental phase. At the beginning of the developmental phase, the task scheduler
concentrates most of the agent’s learning efforts on Locomotion. After the agent mas-
ters the task, most of the learning efforts are shifted towards Move Forklift. Once the
task is solved, the agent eventually concentrates on Move Anvil. Once all the other
tasks are solved, the agent spends the remaining time learning Move Cone. A con-

stant low priority is assigned to Control Drone.

All the baselines except for CWYC with oracles have to learn the different tasks
with a single per-task policy in one shot. For instance, the Move Anvil policy has to
first move the robot to the forklift, transport the forklift to the anvil, and eventually
relocate the anvil with the help of the forklift to its target location. CWYC, on the
other hand, learns specialized temporally-extended policies for the individual tasks
that are only concerned with solving that specific task. The agent can then stitch
together these expert policies to solve a final task. This has two advantages: (1)
The individual policies can be much simpler as each policy is a simple goal-reaching
policy. (2) The exploration problem becomes much easier because the individual
policies have to collect only relevant data for solving the simple goal-reaching task.
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(A) Initial task transition matrix.
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(B) Learned task transition matrix.

FIGURE 3.19: (A) Initial and (B) learned task transition matrices for the warehouse
environment. The labels within the cells show the probability of executing a task k

before a task j.
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FIGURE 3.20: Learned task graph. The darker an arrow is, the higher the probabil-
ity for the task transition to occur according to the learned task planner in Fig. 3.19B

Figure 3.19 shows the learned task transition matrix while Fig. 3.20 shows the
corresponding learned task graph that is used to stitch together the different policies
of the CWYC agent. The numbers in the transition matrix indicate the probability of
executing a task k before task j. For instance, the probability of executing Locomotion
before Move Cone is 80%. In comparison, the probability of executing Move Forklift
before Move Cone amounts to 20%. In the task graph, arrows are darker if the prob-
ability in the task transition matrix is higher. The CWYC agent correctly learns that
Locomotion does not have any prerequisites. In the case of Move Forklift, the agent
has the highest chance of succeeding if it is proceeded by Locomotion. Move Anvil
needs Move Forklift to be solved first to be successful. Move Cone can be solved if
Locomotion precedes it. Surprisingly, the agent also assigns a low probability to the
Move Forklift to Move Cone and Move Anvil to Move Cone transitions. This is because
it is not critical for Move Cone if one of the other two tasks get solved first. However,
as the time of solving Move Cone increases with the length of the subtask chain, these
two task transitions have a much lower probability of being executed compared to
the Locomotion to Move Cone transition.

As discussed in Sec. 3.2.5, it is not enough for the agent to know in which order
the tasks have to be executed, but the agent also has to be in the right state at the end
of each subtask to be successful in the next. These “relational funnel states” depend
on the time-varying positional relations of the different entities in the environment.
The task of the goal or attention network is to learn these relations. Figure 3.21
shows the learned attention weight maps for the Locomotion to Move Forklift (middle)
and Move Forklift to Move Anvil (right) task transitions next to an initial random
(left) attention weight map. Only the relevant part of the attention weight maps are
shown in the visualizations, i.e., coordinates like the indicator variables are omitted.
Moreover, the w1 and w2 attention weight maps belonging to one task transition are
visualized in one single map that is computed according to:

w = min{|w1|, |w2|}. (3.25)

A non-zero value in the attention weight maps shown in Fig. 3.21A to Fig. 3.21C in-
dicate that the coordinate pairs are involved in the relational attention computation.
The weight matrices are initialized with random weights. Consequently, the initial
goals produced by the goal proposal network are completely random and change
chaotically every time step. Already after a few positive samples (see Sec. 3.2.5
for the definition), the attention network learns the relevant object relations for the
different task transitions. For instance, in the Locomotion to Move Forklift transition
(Fig. 3.21B), the relation between the robot and the forklift is important. More con-
cretely, the attention is maximal if the distance between the robot and the forklift
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FIGURE 3.21: Attention weight matrices of the (A) untrained network, (B) the Loco-
motion to Move Forklift task transition, and (C) the Move Forklift to Move Anvil task

transition. The matrices are computed according to Eq. 3.25.

is close to zero. In the Move Forklift to Move Anvil transition, the relationship be-
tween robot and forklift, robot and anvil, and forklift and anvil are important. The
attention is maximal if the distance between all three entities is zero.

Figure 3.22 shows the average distance between the learned goal g and the ora-
cle goal g⋆ for the Locomotion to Move Forklift transition in relation to the number of
positive samples. It is worth noting that first, the distance between g and g⋆ goes
to almost zero after just a dozen positive samples. Second, it takes around 1.4 · 106

environment transitions to collect roughly a dozen positive training samples high-
lighting how rare interactions between the different entities are in the environment.

As discussed in the Methods section of this chapter, it is not enough to solely rely
on the learning progress to learn the more difficult tasks because learning progress
is quite rare, especially early on when learning a new task. Hence, the prediction
error of a forward model is used to guide the exploration of the agent as long as no
other training signal is available. Figure 3.23A shows a trajectory of the robot (red)
in the environment. At some point in time, the robot collides with the forklift. The
trajectory of the two is visualized in purple. Figure 3.23B shows the corresponding
prediction error of the forward model. The observation of the moment in which the
robot interacts with the forklift is identified as a surprising element. The respective
observation is added to the training buffer of the attention network for the Loco-
motion to Move Forklift transition as a positive sample. All observations before this
event are added as negative examples. Observations after the event are discarded
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FIGURE 3.22: Distance between the learned goal g and the oracle goal g⋆ for the
Locomotion to Move Forklift transition as the number of positive training samples

increases.
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FIGURE 3.23: (A) Trajectory of the robot (red) and the robot with the forklift (pur-
ple) in WAREHOUSE. (B) Corresponding prediction error of the forward model. The
moment the robot collides with the forklift is identified as a surprising event as the

prediction error exceeds a certain threshold (broken horizontal line).

as they are potentially misleading: They are not identified as a surprising event, but
the same relationship between robot and forklift holds as for the observation that is
identified as a surprising event. This can lead to conflicting signals during training
as discussed in Sec. 3.2.5.

3.5.2 Fetch Pick&Place with Tool

Figure 3.24 shows the success rate for the different agents in FETCH PICK&PLACE

TOOLUSE. CWYC manages to solve all three tasks close to perfection. Also, DDPG+HER
manages to solve all three tasks sufficiently as it is a strong baseline for the OPENAI
GYM FETCH PICK&PLACE environment. Still, there is a clear margin between the
sample efficiency of DDPG+HER and CWYC that is a strong argument for adding
inductive biases to increase the sample efficiency in RL. Again, the inductive biases
in the CWYC agent are not hand-designed to work in this specific environment. In-
stead, the structured models in CWYC allow the agent to adapt to any environment
from experience quickly. This observation becomes much more pronounced if the
performance of CWYC is compared against the performance of the other baselines.
HIRO+ manages to solve Move End-Effector to a certain satisfaction but fails to learn
any of the other tasks. SAC+ and ICMs struggle to even solve Move End-Effector and
are not able to solve the Use Hook or Move Cube tasks. ICMe does not manage to solve
any of the tasks in FETCH PICK&PLACE TOOLUSE.
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FIGURE 3.24: Success rates in the (A) Move End-Effector, (B) Use Hook, and (C) Move
Cube tasks in FETCH PICK&PLACE TOOLUSE.
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3.6 Ablation Studies

In this section, the impact of individual components of CWYC on the overall com-
petence is studied by performing ablations. Some parts are more crucial for success
than others. For instance, the goal proposal network is critical for the agent’s suc-
cess. Without meaningful and consistent goals, the robot moves aimlessly through
the environment without a clear goal in mind. Similarly, the task scheduler is essen-
tial to solve the more challenging hierarchical tasks. For instance, if the agent tries
to solve Move Anvil first and only afterwards Move Forklift, it will never succeed in
any of the two tasks. On the contrary, the impact of the surprise signal and the task
scheduler on the overall competence of the CWYC agent is more intricate, and it is
not straightforward to evaluate their importance. Thus, in the next two paragraphs,
these two components will be discussed in more detail by studying the following ab-
lations of CWYC: CWYCs− refers to a version of CWYC in which the surprise signal
is ablated. CWYC‡ refers to a version of CWYC in which all tasks have a uniform,
stationary priority of being sampled as the final task.
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FIGURE 3.25: Overall competence of the CWYC, CWYCs−, and CWYC‡ agents in
the warehouse environment.

CWYC without surprise: Figure 3.25 shows the overall competence of CWYCs−

compared to the competence of CWYC. The CWYCs− agent achieves only a frac-
tion of the competence reached by CWYC. Only Locomotion is learned by CWYCs−

successfully as it is the most simple goal-reaching task among all the tasks.
What is the reason for the sub-optimal performance of the CWYCs− agent? Fig-

ure 3.26 highlights the problem. Figure 3.26A shows the distance between the goals
g proposed by the learned goal proposal network of CWYC and the oracle goals
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FIGURE 3.26: Number of positive samples in the training buffer of the goal pro-
posal network over number of environment steps (yellow) and distance between
learned goal g and oracle goal g⋆ for the Locomotion to Move Anvil task transition

for (A) CWYC and (B) CWYCs−.
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g⋆ in comparison to the number of positive training examples for the Locomotion to
Move Forklift transition. At the beginning of the developmental phase, it takes a very
long time to get any positive training examples at all. These initial training exam-
ples come exclusively from surprising events generated during random collisions
between the robot and the forklift. However, once the agent makes progress in learn-
ing Move Forklift, the learning progress signal leads to a sudden rise in the number of
positive training samples at around 0.2 · 107 steps. In the case of the CWYCs− agent,
the initial positive training samples from the surprise signal are missing and the
agent never comes to a point in which it can make any substantial learning progress
in Move Forklift. Consequently, the goal proposal network never learns to propose
any meaningful goals.

Due to the lack of a meaningful learning signal for the more challenging tasks,
the task scheduler and task planner are also not able to adapt to the environment
as shown in Fig. 3.27A and Fig. 3.27B. For the simple Locomotion task, the CWYCs−

agent gets a learning signal and therefore spends most of its learning resources on
that task while completely ignoring all the more difficult tasks (Fig. 3.27A). Indeed,
the task planner correctly learns that Locomotion does not have any prerequisites.
However, it does not learn any meaningful task dependencies for all the other tasks
(Fig. 3.27B).
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(A) Task scheduler.
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(B) Task planner.

FIGURE 3.27: Learned (A) task scheduler and (B) task planner of the CWYCs−

agent.

CWYC without prioritized task scheduling: The effect of a missing task sched-
uler on the overall performance can be seen in Fig. 3.25. The impact on the overall
performance is not as abysmal as for the CWYCs− agent. Nevertheless, the agent
still suffers from a significant drop in sample complexity and overall performance
compared to CWYC. The reason for the sub-optimal performance of CWYC‡ is that
since learning efforts are distributed uniformly between the different tasks, the agent
tries to solve the more challenging tasks already early on in training. At this point,
it cannot make any substantial learning progress. This sub-optimal distribution of
learning resources results in a reduced learning speed.
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3.7 Discussion

This chapter presented CWYC, an intrinsically motivated agent that learns to control
its environment via self-motivated free play. CWYC can be seen as a hybrid archi-
tecture between model-based and model-free RL: The agent learns model-free low-
level control policies to solve hierarchical goal-reaching tasks by offloading some of
the planning complexity to structured models. The structured models serve mul-
tiple purposes: (1) They introduce inductive biases that allow the agent to adapt
quickly to an environment from just a few observations. (2) They remove complex-
ity from the low-level controller, and (3) they allow for a structured task-/goal-level
exploration in contrast to the unstructured action-based exploration typically used
in model-free RL.

The experimental section of this chapter demonstrated in two challenging object
manipulation environments that the inductive biases introduced in the CWYC ar-
chitecture help learn capable control policies where most of the baselines fail. The
individual components of CWYC were discussed after they adapted to the specific
environments to gain better insights into what they learned and how they facilitate
the learning of the low-level controllers. The key components are: (1) A self-guided
learning curriculum that distributes attention between tasks to maximize the over-
all learning progress. (3) An intrinsic motivation module that promotes the self-
motivated free play of the agent in the environment and provides valuable learning
signals for the other components. (4) A task-level planner with an associated task
graph that allows the agent to compose multiple simple goal-reaching policies to
solve challenging tasks. (5) A goal-proposal network that proposes goals for the
subtasks in the task chain.

The choice of the more intricate inductive biases introduced in the CWYC archi-
tecture was justified by ablating these components and studying the impact on the
overall performance. Without detecting surprising events, the CWYC agent fails to
adapt any of the structured models to the specific environment, resulting in complete
failure in any of the more challenging compositional tasks. Furthermore, without a
proper learning curriculum, the agent spends too much energy on tasks in which
it cannot make any learning progress, slowing down the learning progress signifi-
cantly.

There are also certain drawbacks of an architecture like CWYC: (1) Imposing bi-
ases on the architecture in the form of hand-designed structured models makes it
difficult for the architecture to adapt to situations that were not considered by the
human designer or to find other optimal solutions that are potentially less intuitive
for humans. (2) The disjoint nature of the individual modules increases the like-
lihood of individual points of failure. The other modules can hardly compensate
for the failure of one module in the architecture as each model has its specific pur-
pose. (3) The rigid structure of the architecture does not allow for unconventional
solutions and makes concurrent training of the entire architecture more challenging.

Given the two extremes of fully unstructured end-to-end trained architectures
and fully hand-design models, CWYC is an example of an architecture that sits be-
tween the two extremes and combines the strengths from both worlds. The struc-
tured models of the CWYC architecture inherit the benefits of hand-designed models
in that they introduce inductive biases that facilitate rapid learning from just a few
examples. Yet, these models have enough plasticity to adapt to the particularities of
different environments by learning from data.
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4.1 Introduction

This chapter explores the direct use of models inside control policies to solve chal-
lenging robotic manipulation tasks. In the previous chapter, it was assumed that
the transition kernel of the Markov Decision Process (MDP) is unknown. Instead of
learning an (approximated) model of the transition kernel, the Control What You Can
(CWYC) agent learned various structured models that captured certain high-level
aspects of the system that allowed the agent to efficiently explore the environment
and plan for future success in compositional object-manipulation tasks.

In recent years, using simulators as models for optimizing motion patterns for
physical robots has become increasingly accepted in the Reinforcement Learning
(RL) community with the emergence of new, highly parallelizable simulators like
ISAAC GYM (Makoviychuk et al., 2021) and JAX MD (Schoenholz et al., 2020). Si-
multaneously, the simulators become more accurate by directly modeling certain
simulation aspects from data (Lee et al., 2020). Together with techniques like do-
main randomization (OpenAI et al., 2019) this enables one-shot sim-to-real transfer.
The simulator model can be considered an unstructured model f : O ×A → O that
maps from raw observations ot ∈ O and actions at ∈ A to next raw observations
ot+1 without imposing any additional structure onto the model’s output. One way
of utilizing the MDP model is to use Model-Based Reinforcement Learning (MBRL)
to find planning-based control policies. Section 2.2.3 of chapter Ch. 2 discusses the
various ways in which a model of the MDP can be used. Instead of planning in the
task space and goal space, this work focuses on planning directly in the joint space
as part of an Model Predictive Control (MPC) policy, see Sec. 2.2.3.3 in Ch. 2 for more
details. The following two types of policies will be discussed in this chapter:

MPC Policies solve an optimization problem at each step during execution. Plan-
ning methods optimize a short trajectory snippet or plan into the future. Only the
first action of the plan is executed before planning begins anew in the next time step.
That means that all the heavy computation is done during execution time. Because
this process can be very slow, MPC policies are typically hard to deploy in real-time
operation domains. Despite this shortcoming, recent work in the MBRL community
on population-based algorithms and sampling-based methods (G. Williams et al.,
2015; Chua et al., 2018; Nagabandi et al., 2018; Hafner et al., 2019; T. Wang et al.,
2020) show remarkable results in high-dimensional simulated robotic control tasks.
Figure 4.1 shows two behaviors created by an MPC policy: In the DAPG RELOCATE

environment, a 24 Degree of Freedom (DoF) simulated SCHADOW hand picks up a
ball from a table and juggles it around a target location. In the OPENAI MUJOCO

HUMANOID STANDUP environment, a 17 DoF humanoid robot stands up and bal-
ances itself in the upright position. These tasks are quite challenging to learn for
model-free policy optimization methods, as can be seen in Fig. 4.11.

NN Control Policies, on the other hand, can be learned entirely offline. Assum-
ing certain generalization capabilities, a Neural Network (NN) policy can be queried
quickly for any arbitrary point in the state space. In that way, NN policies can of-
fload most of the computational burden into the learning stage. NN policies can
be learned in multiple ways. One possibility is to continuously interact with the
environment and optimize a policy with policy gradient techniques as discussed in
Sec. 2.2.1 of Ch. 2. This is usually referred to as online RL. Another way is to use
offline RL or Imitation Learning (IL). In offline RL, access to the environment is pro-
hibited during training. The learning agent has only access to a static offline dataset.
Methods for learning NN policies from offline datasets include Behavioral Cloning
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(A) DAPG RELOCATE.

(B) OPENAI GYM HUMANOID STANDUP environment.

FIGURE 4.1: Example behaviors found by the improved Cross-Entropy Method
(iCEM). (A) In the DAPG RELOCATE environment, a 24 DoF ADROID hand learns
to juggle a ball around a target location. (B) In the OPENAI GYM HUMANOID
STANDUP environment, a 17 DoF humanoid robot learns to stand up and balance

in an upright position.

(BC) or online RL methods (Hussein et al., 2017) with adaptations to the offline set-
ting. Recently, several algorithms (Kumar et al., 2020; Z. Wang et al., 2020; Yu et al.,
2021) were proposed specifically designed for the offline RL setting.

Section 4.2.1 of this chapter presents iCEM, a sample-based trajectory planning
algorithm that is based on the gradient-free Cross-Entropy Method (CEM) (R. Rubin-
stein, 1999) for trajectory optimization. By adding temporally structured exploration
and memory to the optimizer, iCEM can be used for rapid and sample efficient plan-
ning in high-dimensional robotic control tasks. Moreover, iCEM produces close to
optimal solutions in cases in which CEM completely fails to deliver any good solu-
tion. At the same time, iCEM uses only a fraction of the number of samples required
by CEM to achieve the same or better performance.

Although iCEM is a big step toward making sample-based planning algorithms
more suitable for real-time robotic control tasks, the disadvantage of doing most of
the heavy computation during runtime remains challenging. Section 4.2.2 of this
chapter presents Adaptive Policy EXtraction (APEX), a framework for extracting NN
policies from the near-optimal trajectories produced by iCEM. The MPC policy acts
as a teacher for the NN student policy in APEX. Instead of having a purely one-sided
influence between teacher and student, APEX allows for a mutual influence between
the two. In that way, the NN policy improves over time, but the MPC policy also
improves with a more capable NN policy. During the execution, the NN policy can
be run alone, or the NN policy can be used to warm start the planner inside the MPC
policy to decrease the sample complexity and runtime of the planner further.
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4.2 Method

The following two sections present the iCEM algorithm for fast sample-based tra-
jectory optimization and APEX, an IL-based NN policy extraction scheme with a
planning-based teacher. In the following, the standard MDP formulation introduced
in Sec. 2.1 of Ch. 2 is used. Additional remarks regarding notation differences be-
tween the RL and control literature can be found in Sec. 2.2.3.

4.2.1 Fast Sample-Based Trajectory Optimization

Section 2.2.3.3 of Ch. 2 introduces CEM as a gradient-free sample-based trajectory
optimizer that recently gained traction in the model-based RL community, e.g., by
the work of Chua et al. (2018), Hafner et al. (2019), and T. Wang et al. (2020). The
particular appeal of methods like CEM lies in several important factors: (1) The pos-
sibility of optimizing black-box functions. All that is required from a function under
consideration is that it can be queried for arbitrary inputs. (2) A lower sensitivity to
hyperparameter tuning and thus higher robustness. (3) No requirement of gradient
information. (4) A lower susceptibility to local optima.

However, there is a problem intrinsic to the nature of sample-based optimiz-
ers, which makes these methods often unsuitable for real-time planning. Planning
methods as part of a closed-loop MPC policy do all the heavy computation during
runtime. After each step in the environment, a new plan has to be computed incor-
porating the incoming stream of recent sensory information.

To make sample-based optimization for trajectory planning more applicable for
real-time control, iCEM enhances CEM in several ways. The following sections dis-
cuss all the modifications.

4.2.1.1 Colored Action Noise Exploration for Broad State-Space Coverage

CEM adapts the parameters θ of its sampling distribution according to the popu-
lation statistics of an elite set. The elites get selected from the sample population
based on a ranking computed by evaluating each sample w.r.t. a performance met-
ric. While the parameters of the sampling distribution are adapted along the action
dimension, there is no correlation between actions along the time axis. Applying
temporally uncorrelated actions to a robotic system typically leads to only minor
deviations of the joints from their initial position, resulting in a poor coverage of
the full state space. This is shown by the blue state-space trajectory in Fig. 4.2A

for a 1-dimensional point-mass system. However, finding an optimal solution of
the trajectory planning problem heavily relies on an initially highly diverse sample
population, i.e., in a broad coverage of the state space. The lower the diversity in the
sample population, the more samples are needed and the longer the planning hori-
zon has to be in order to find an optimal solution. Consequently, this will increase
the computational burden of each planning step in the MPC policy.

In nature, animals revert to different exploration strategies when they need to
efficiently explore the space in search for food, rather than plain Brownian explo-
ration. When prey is scarce, animals like sharks or other predatory species pro-
duce trajectories which can be described by the so-called Lévy walks (Humphries
et al., 2010). Classically, Lévy walks exhibit velocities with long-term correlations
and consequentially produce trajectories with higher variance than a Brownian mo-
tion (Shlesinger et al., 1982).

A way of analyzing the temporal correlation structure of an action sequence sam-
pled from different types of noises is via the Power Spectral Density (PSD) of the
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action sequence:

PSDa0,...,aH−1( f ) ∝
1
f β

, (4.1)

with (ai)
H−1
i=0 being the action sequence under consideration and f being a partic-

ular frequency component of the signal. Intuitively, the PSD quantifies how much
each frequency is present in the time series or, in other words, how the energy is
distributed between the frequency components in the time series.

For instance, CEM samples temporally independent actions from a multivariate
Gaussian sampling distribution N (µa, Σa), with means µa and diagonal covariance
matrix Σ = σ2

a · 1. This results in a constant power spectrum, with β = 0 (also known
as white noise), as it is shown by the blue curve in Fig. 4.2B.

To achieve a broader coverage of the state space as shown by the pink and brown
curves in Fig. 4.2A, a larger exponent β of the power-law distribution can be chosen.
As it can be seen by Fig. 4.2B, a larger exponent results in a larger contribution of
the lower frequency components in the respective PSD, while higher frequencies get
more and more suppressed. This corresponds to less erratic changes in the control
outputs; thus, to much smoother behavior of a robot.

To this end, generalized colored-noise for the action sequence (ai)
H−1
i=0 is intro-

duced as power-law distributed noise as defined in Eq. 4.1. An exponent β = 0
corresponds to white noise while an exponent of β > 0 means that higher frequen-
cies are less prominent in the PSD than lower ones. In signal processing this type
of noise is also called colored noise and some exponents have a particular name.
For instance, colored noise with an exponent of β = 1 is known as pink noise, and
Brownian or red noise has an exponent of β = 2.

An efficient implementation of a noise generator (Timmer et al., 1995) is used that
is based on the Fast Fourier Transform (Cochran et al., 1967) to produce correlated
action sequences. The implementation relies on the fact that the PSD of a time series
can be directly modified in the frequency space. To sample actions with a PSD as
in Eq. 4.1, the following transformation needs to be applied to the original action
sequence (ai)

H−1
i=0 sampled from a white noise process:

ai =F−1
[

1
f β/2F [ai]

]
gives PSDa( f )=

∥∥∥∥ 1
f β/2F [ai]( f )

∥∥∥∥2

=
1
f β

PSDa( f )∝
1
f β

. (4.2)

The resulting sampling function, which is called Cβ(d, h), returns d (one for each
action dimension) sequences of length H sampled from a colored noise distribution
with exponent β and with zero mean and unit variance.

Evidence for the benefit of non-constant power spectra in robotic control tasks
can be seen in Fig. 4.2B. From frequency response analysis for dynamical systems,
it is well known that different dynamical systems, like robotic systems, have very
specific Frequency Response Functions (FRFs) (Sinha, 1989). The green curves in
Fig. 4.2B show the PSDs of action sequences that allow a humanoid robot to stand
up. The two successful runs are far away from white noise (β = 0) with exponents
between β = 2 and β = 4.
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FIGURE 4.2: Colored random noise. (A) Random walks with colored noise of differ-
ent temporal structures. (B) Power spectrum of colored random action sequences
for different β and two successful action sequences in the HUMANOID STANDUP

task.

4.2.1.2 Reusing Information Between Planning Steps

The MPC policy is closed-loop. Consequently, replanning needs to happen anew in
every step to incorporating all the new sensory information coming from the envi-
ronment. Typically, only information in the form of the updated sampling distribu-
tions gets transferred between planning steps, while all the other information, e.g.,
the actual solution set, gets discarded entirely. According to the parameters used in
Chua et al. (2018), this amounts to an average of ∼55000 discarded actions per step.

This is despite two observations: (1) Although there might be a deviation be-
tween the imagined model state prediction and the actual system state after exe-
cuting the first action, this deviation is typically small. (2) The solution set rarely
collapses to a singular solution but covers a small neighborhood around the best
solution from which the first action gets executed. These two observations make it
clear that the previous solution can contain valuable information for the next plan-
ning step. To acknowledge this fact, memory is added to iCEM that allows it to reuse
some of the data from the previous plan.

Keep Elites
iCEM keeps a fraction of the previous elites between inner CEM-iterations and adds
them to the new sample population in the next CEM iteration. Again, previous
solutions might still be valid if the deviation between imagined and actual outcomes
is small enough and if the elites cover a small neighborhood around the optimal
solution. There are a lot of settings, e.g., sparse-reward settings or settings in which
certain funnel states have to be reached, in which a very particular solution has to
be found. Once such a solution is found by iCEM, it should not lose this solution
between CEM iterations.
Example: In the FETCH PICK&PLACE environment shown in Fig. 4.3, the task of the
robot arm is to pick up a cube that is randomly spawned on a table in front of the robot and
bring it to a target location either on the table or in the air. The reward signal in this envi-
ronment is partially sparse in that only the distance between the cube and target location is
considered but not the distance between end-effector and cube. As long as the end-effector is
not in contact with the cube, the reward signal is constant. Consequently, finding a solution
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FIGURE 4.3: In the OPENAI GYM FETCH PICK&PLACE environment, a fetch robot
has to pick up a cube and bring it to a target location either on the table or in the
air. The cube’s position on the table is a funnel state through which the robot has to

go through to be successful.

in which the end-effector touches the cube is very unlikely with purely sampling-based ex-
ploration. Once such a solution is found, it might be the only viable candidate in the sample
population, marginalizing out its impact in the update of the parameters of the sampling
distribution.

Shift Elites
To not lose a promising solution found in one time step, iCEM carries over the elites
of the previous planning step to the next. In experiments, it can be observed that a
particularly good solution typically survives for a longer time in the elite set over
multiple consecutive planning steps. Thus, these solutions are more emphasized in
the updated of the sampling distribution parameters. Not the entire elite-set is car-
ried over, though, because that would drastically shrink the variance of the sampling
distribution in the first CEM-iteration. Consequently, only a fraction of the elites are
kept.

Once some of the elites are carried over to the next time step, the first action
needs to be discarded from the action plans because it was already sent to the robot.
Ergo, the previous elite plans are too short, as they are now missing the last action.
To restore the full planning horizon, iCEM samples a new action from the sampling
distribution and appends it to the plans carried over from the previous time step.

4.2.2 Neural Network Policy Extraction

Figure 4.1 shows some of the behaviors found by iCEM in high-dimensional robotic
control tasks. This section discusses how high-performing NN policies can be ex-
tracted from these behaviors.

Extracting an NN policy from a powerful sample-based optimizer like iCEM is
one of the missing pieces to truly bridge the gap between model-based RL in sim-
ulation and real-time robotics. As of today, this is still an open challenge (T. Wang
et al., 2020).

The following sections discuss the issues that arise during distillation of a multi-
modal stochastic teacher into a NN policy. To this end, APEX is introduced as an
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adaptive policy extraction procedure that integrates iCEM with BC and Dataset Ag-
gregation (DAgger) (Stéphane Ross, G. Gordon, et al., 2011), and a novel adaptive
variant of Guided Policy Search (GPS) (Levine and Koltun, 2013). Although the
main goal of APEX is to distill an NN policy, the specific integration of methods also
produces an improving adaptive teacher with higher performance than the original
iCEM optimizer.

4.2.2.1 Imitation Learning

BC is used to imitate the actions of the iCEM-MPC teacher policy with an NN stu-
dent policy. BC is the simplest form of imitation learning in that it minimizes the
log-likelihood loss between the teacher action distribution and the student distribu-
tion in a purely supervised fashion:

Lθ = E(s, a)∼DiCEM
[− log πθ(a | s)] , (4.3)

with πθ being the NN policy with parameters θ and state-action tuples (s, a) being
sampled from a dataset DiCEM of iCEM rollouts.

There is an issue with the vanilla BC loss. It is only minimized on samples from
the teacher state-visitation distribution. Thus, as soon as the student leaves the dis-
tribution of states visited by the teacher, no guarantees can be given regarding the
student’s performance. This problem is known as covariate shift (Stéphane Ross and
Bagnell, 2010) between teacher and student distribution and arises from the interac-
tive and sequential nature of RL.

DAgger
A straightforward way of mitigating the covariate shift is to use DAgger (Stéphane
Ross, G. Gordon, et al., 2011). In DAgger, data is collected not only from the teacher
but also from the student. Whenever the student creates data outside of the teacher
distribution, i.e., the student visits states not visited by the teacher while executing
suboptimal actions, the data gets relabeled with optimal actions from the teacher.
This limits the class of teachers to those that can be queried for arbitrary observations
such as iCEM.

Guided Policy Search
Even if started from the same initial configuration, iCEM can yield vastly different
solutions for the same problem due to its stochastic nature and the finite sample size
during planning. This renders the NN training very challenging
Example: In the situation depicted in Fig. 4.4A, a robotic gripper tries to reach a cube
far away. Between the gripper’s and cube’s position is an obstacle that the gripper has to
bypass to get the cube. The robotic gripper can decide to take the upper or lower trajectory.
Since the iCEM planner is stochastic, sometimes it will find one and some other times the
second solution, resulting in the multi-modal distribution (black) shown in Fig. 4.4B. If an
NN policy gets trained from the multi-modal distribution shown in Fig. 4.4B, it will learn
the average action shown as a red curve. This results in a catastrophic failure as the robotic
gripper collides with the obstacle.

GPS is used to mitigate the multi-modality issue. GPS adds a penalty term to the
cost function of the iCEM planner that penalizes large deviations between the action
distribution of the NN policy π(a | s) and the empirical action distribution of the
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(A) Model planning.

−1 −0.5 0 0.5 1
follow lower trajectory follow upper trajectory

action amplitude

(B) Multi-modal action distribution.

FIGURE 4.4: (A) A gripper robot tries to reach a cube while avoiding the obstacle
between gripper and cube. Arrows indicate state transitions. The state transitions
highlighted with red arrows mark a bifurcation point. Depending on which action
the robot chooses, it will either take the upper or the lower trajectory. (B) Multi-
modal action distribution (black) results in the bifurcation point on the left. A value
of a = −0.5 will lead to the lower trajectory. A value of a = 0.5 means that the
gripper follows the upper trajectory. By minimizing the BC loss, the NN policy

learn the average action (red).

sample population N (µa, σ2
a ):

a ⋆
t ← arg min

at

Jt(at, st) + λDKL(πθ ||N (µa, σ2
a )), (4.4)

with λ being the Lagrange multiplier for the relaxed constrained optimization prob-
lem and DKL(P||Q) being the Kullback–Leibler divergence (Kullback et al., 1951)
between distributions P and Q. The µa and σ2

a are estimated from the sample popu-
lation.

4.2.2.2 Neural Network Policy Informed Trajectory Optimization

The GPS cost establishes a mutual influence between the NN and MPC policies via
the Kullback–Leibler divergence between their respective action distributions. The
following sections discuss issues of vanilla GPS, a possible solution to these issues,
and other ways of making the connection between the NN and MPC policies tighter.

Adaptive Auxiliary Cost Weighting
There is a fundamental problem with the GPS cost term (as well as with any other
auxiliary cost term). Instead of solving the original optimization problem, a mod-
ified optimization problem is solved. The new problem has the form of a linear
combination between the original cost J and any additional cost terms with a fixed
mixing term λ. There are instances in which the modified optimization problem
does not yield a viable solution although such a solution exists for the original opti-
mization problem.
Example: In the situation depicted in Fig. 4.5, the NN policy (shown in red) is subopti-
mal and proposes a solution in which the robotic gripper collides with the obstacle. Since
the weighting term of the GPS cost is fixed, the optimizer (black) cannot account for the
suboptimality of the policy and therefore fails to find one of the viable solutions shown in
Fig. 4.4A.
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This issue is solved by introducing an adaptive λj-term for each auxiliary task
Caux

j in the total cost:

a ⋆
t ← arg min

at

Jt(at, st) + ∑
j

λjCaux
j (at, st), (4.5)

with λj being defined as:

λj = cj
R(J)

R(Caux
j ) + ϵ

(4.6)

and
R(X) = max

elite-set
X− min

elite-set
X . (4.7)

To understand how the adaptive λ works intuitively, it helps to consider the case in
which there is no variance in the main objective J, i.e., R(J) = 0. With a locally
flat cost landscape, there is no point in further restricting the solution set of the
optimizer by adding any auxiliary costs. The planner should explore the solution
space as freely as possible by setting λj = 0 as its main objective is to decrease
J. Only if the optimizer gets a proper signal for the original cost, i.e., R(J) > 0,
it makes sense to restrict the solution set to respect any further constraints of the
optimization problem. The denominator in Eq. 4.6 ensures that the auxiliary cost
weight increases the more the solution violates the constraint. The λj are upper
bounded by the constants cj ≥ 1 and ϵ≪ 1 is a regularization constant.

FIGURE 4.5: (Red) Trajectory produced by a sub-optimal NN policy. (Black) MPC
trajectories with GPS and a fixed cost weighting.

Policy Informed Shift Initialization
To further strengthen the coupling between the NN and MPC policies, iCEM uses
the mean action proposed by the NN policy to initialize the last step of any plan that
results from shifting an elite from a previous planning step to the next, see Sec. 4.2.1.2
for more details about shifting elites.

Warmstarting
In addition, the MPC policy gets warmstarted with the NN policy. Two versions of
warmstarting are tested: (1) The mean of the iCEM sampling distribution is initial-
ized with the mean of the action distribution of the NN policy. (2) A sample is added
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to the iCEM sample population in which the actions along the planning horizon are
the mean actions proposed by the NN policy.

Both versions have a slightly different effect on the sampling distribution: Ver-
sion (1) directly influences the sampling distribution by changing its mean param-
eter. This can result in a collapse of the sample population to a suboptimal region
of the optimization landscape, as discussed in the case of the adaptive auxiliary cost
weighting. The effect of version (2) on the sampling distribution is more subtle. The
NN policy sample affects the sampling distribution only indirectly if it is part of the
elite set and gets used in the update of the sampling distribution parameters. If the
NN policy is already well trained, the sample from the NN policy might already
solve the task.

The version of GPS with warmstarting is referred to by GPSπ.
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4.3 Environments

The performance of iCEM and APEX is studied in various challenging high-dimen-
sional simulated robotic control tasks with continuous observation and action spaces.
From OPENAI GYM (Brockman et al., 2016), the HALFCHEETAH RUNNING (Fig. 4.6A),
HUMANOID STANDUP (Fig. 4.6B) and FETCH PICK&PLACE (Fig. 4.6C) tasks are con-
sidered. In HALFCHEETAH RUNNING, the goal of a 6 DoF cheetah is to maximize the
velocity along the x-axis without falling. The cheetah can only move in the xz-plane.
A rolling motion of the cheetah, commonly found by strong optimization schemes,
is prohibited by heavily penalizing large angles of the root joint. The observation-
space of the HALFCHEETAH RUNNING environment is 18 dimensional and includes
the absolute position of the cheetah, all the joint angles, as well as the joint angular
velocities. In HUMANOID STANDUP, the goal of a 17 DoF humanoid robot is to stand
up from a lying position and balance itself in an upright position. The observation-
space of HUMANOID STANDUP is 376-dimensional and includes the humanoid’s
absolute position, joint angles, and angular velocities, as well as measurements of
external forces and mass and inertia information. In FETCH PICK&PLACE, a 7 DoF
FETCH robot has to pick up a cube and bring it to a target location on the ground
or in the air. The (25 + 3 + 3)-dimensional observation space contains information
about the FETCH robot and the cube, as well as their relative positioning. Addition-
ally, the desired and achieved goal states (each 3-dimensional) are appended to the
observation vector. The 4 actions control the movement of the end-effector in Carte-
sian space and the opening and closing of the gripper. The reward signal is partially
sparse in that it is computed as the distance between the cube and target location.
Thus, the reward is constant as long as the cube is not moving. This makes the ex-
ploration problem particularly hard in this environment, since the agent does not
receive any feedback as long as it does not make progress on the actual task.

(A) HALFCHEETAH RUN-
NING.

(B) HUMANOID STANDUP
.

(C) FETCH PICK&PLACE
.

FIGURE 4.6: OPENAI GYM environments. The performances of iCEM and APEX
are tested in (A) HALFCHEETAH RUNNING, (B) HUMANOID STANDUP and (C)

FETCH PICK&PLACE.

The other set of environments comes from the DAPG project (Rajeswaran et al.,
2018) and includes a 24 DoF ADROID hand that has to solve various dexterous hand
manipulation tasks. The ADROID hand is not attached to a body and can freely float
in the air.

In this work, the RELOCATE (Fig. 4.7A) and DOOR (Fig. 4.7B) environments are
considered. The task in RELOCATE is to pick up a ball and bring it to a random
target location in the air. The ball is randomly spawned on a table in front of the
hand. The reward signal in this environment is the sum of the distance between
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the palm and the ball and the distance between the ball and the target location, as
well as bounties for lifting the ball and getting the ball close to the target. The 39-
dimensional observation space contains information about the hand, the ball, the
target location, and their relative relationship. The task in DOOR is to open a door in
front of the robot. The reward in this environment is partially sparse. It is computed
as a real-valued indicator variable of the door’s openness and does not consider the
distance between palm and door. The reward signal is constant if the hand cannot
open the door at all. Again, this makes the exploration problem in this environment
very hard. The 39 dimensional observation space contains information about the
hand and the door, including the position of the latch and handle and their relative
positions to the hand, as well as an indicator variable for the door’s openness.

(A) RELOCATE. (B) DOOR.

FIGURE 4.7: DAPG environments. The performances of iCEM and APEX are tested
in (A) RELOCATE and (B) DOOR.
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4.4 Baselines

This section discusses the different baselines used to compare the performances
of iCEM and APEX with their respective state-of-the-art counterpart algorithms.
Where applicable, the same settings are used across all baselines.

Fast Sample-Based Trajectory Optimization iCEM is compared against the fol-
lowing baselines. The first baseline is the plain CEM as discussed in Sec. 2.2.3.3 of
Ch. 2.

The second baseline adds various standard modifications to the vanilla CEM: (1)
A momentum term (De Boer et al., 2005) in the refitting of the distributions between
the CEM-iterations:

µi+1
t = αµi

t + (1− α)µelite−seti , (4.8)

where α ∈ [0, 1] and i is the index of the inner CEM-iterations. The µi
t are the cur-

rent means of the sampling distributions and µelite−seti are the estimates of the new
means based on the elite set. The reasoning behind the momentum term is that
only a small elite set is used to estimate the sampling distribution’s many param-
eters, resulting in a poor signal-to-noise ratio. (2) For sampling bounded actions,
a truncated normal distribution (Fig. 4.8B) with suitable bounds is used instead of
an unbounded normal distribution (Fig. 4.8A) with clipping (Fig. 4.8C). The differ-
ence between truncating and clipping is that in the case of clipping, samples outside
of the bounds are clipped to the nearest boundary, resulting in a probability mass
concentration around the boundaries as an artifact of the clipping operation. An
accept-reject sampling method is used to sample from a truncated normal distribu-
tion, e.g., new samples are generated until a sample falls inside the bounds. This
avoids the oversampling of values at the boundaries. (3) As discussed in Sec. 2.2.3.3,
executing a plan in an MPC fashion means to solve the exact same problem again
going from one time step to the next with the horizon shifted by one. As a typical
modification (Chua et al., 2018; T. Wang et al., 2020), the initial mean µt of the CEM
distribution is shift initialized from the optimized µt−1 according to:

µt(·, j) = µt−1(·, j + 1) for 1 ≤ j ≤ h− 1 (4.9)

µt(·, h) = 0⃗, (4.10)

where the parenthesis denote index-access: (action dimension, horizon timestep).
This variance of CEM is called CEMMPC. Also iCEM applies the same standard mod-
ifications to iCEM as CEMMPC, with the exception of initializing µt(·, h) in Eq. 4.10
with µt−1(·, h).

To make the comparison between iCEM and the baselines more intuitive, an

x

(A) Normal distribution.

x

(B) Truncated normal distribu-
tion.

x

(C) Clipped normal distribution.

FIGURE 4.8: Comparison between (A) a normal distribution, (B) a truncated normal
distribution, and (C) a clipped normal distribution.
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TABLE 4.1: Budget dependent internal optimizer settings
(notation: CEM iterations / N).

Budgets
50 70 100 150 200 250 300 400 500 1000 2000 4000

iCEM 2 / 25 2 / 40 3 / 40 3 / 60 4 / 65 4 / 85 4 / 100 5 / 120 5 / 150 6 / 270 8 / 480 10 / 900
CEM 2 / 25 2 / 35 2 / 50 2 / 75 3 / 66 3 / 83 3 / 100 4 / 100 4 / 125 4 / 250 6 / 333 8 / 500

overall planning budget is defined as the total number of trajectories per step. Ta-
ble 4.1 shows the different budgets used in the experimental evaluations. For any
given budget, the first number indicates the number of internal CEM iterations per
step (see Sec. 2.2.3.3 of Ch. 2) and the second number shows the number of sampled
imagined trajectories.

Chua et al. (2018) modifies the truncated sampling distribution such that the
bounds are always set to 2σ, where σ is adapted to be not larger than 1

2 b, with b
being the minimum distance to the action bounds. This variance is referred to as
CEMPETS.

NN Policy Extraction APEX is compared against several IL baselines, as well as
ablations of APEX. Since the main interest is in the performance of the extracted NN
policy, the same iCEM-MPC teacher policy is used in all the baselines.

As the simplest baseline, BC is used without any feedback loop between the NN
and MPC policies. The BC-DAgger baseline adds DAgger to BC, still without any
feedback loop between the NN and MPC policies. Finally, BC is tested with guidance
cost (fixed λ) and warm-starting (BC-GPSλfixed

π ).
For reference, the performance of Soft Actor Critic (SAC) as a model-free RL

baseline is provided to get an idea of the difficulty of the learned tasks.
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4.5 Experimental Results

The following sections present and discuss the experimental results for iCEM and
APEX.

Fast Sample-Based Trajectory Optimization Figure 4.9 shows the performances
of iCEM (yellow), CEM (purple), CEMMPC (blue), and CEMPETS (red) for different
planning budgets. Again, the budget is defined as the total number of imagined tra-
jectories per step. Intuitively, a higher planning budget means that the planner has
access to more computational resources. Results are averaged over 50 independent
runs with different seeds. Solid lines show means and the color bands around the
solid lines indicate the standard deviations. Notice the log scale on the x-axis. In all
the tasks, iCEM achieves the best results among all budgets. Even for the extremely
low budget settings (around 10 trajectories per step), iCEM can solve most of the
tasks where the other baselines fail.
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FIGURE 4.9: Performance of iCEM, CEM, CEMMPC, and CEMPETS relative to the
planning budget for the (A) HALFCHEETAH RUNNING, (B) HUMANOID STANDUP,

(C) DOOR, and (D) RELOCATE environments. Notice the log-scale on the x-axis.

To quantify the improvements of iCEM over the baselines, Table 4.2 compares the
performance of iCEM with the respective best baseline in each environment. A sam-
ple efficiency factor for iCEM is reported based on the approximate budget needed
to reach 90% of the best baseline performance (at budget 4000). In conclusion, iCEM
is 2.7 − 21.9× more sample efficient than the baselines, which is a significant im-
provement. Similarly, it is evaluated how much the performance of iCEM improved
w.r.t. the best baseline for a given budget (averaged over budgets < 1000). Again,
the evaluation reveals that iCEM achieves 120− 1030% of the best baseline perfor-
mance.

What is the reason for the considerable reduction in sample complexity and
gain in performance of iCEM compared to the baselines? Figure 4.10 sheds light
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on this question by adding individual components to CEMMPC (blue bars) and re-
moving individual components from iCEM (yellow bars) in HALFCHEETAH RUN-
NING and FETCH PICK&PLACE. Among the environments, adding colored noise
has the biggest impact on the performance for reasons discussed in Sec. 4.2.1.1. In
HALFCHEETAH RUNNING, for instance, running fast requires a fast and coordinated
movement of the legs, while in FETCH PICK&PLACE smooth and temporally ex-
tended motions typically lead to higher successes. In FETCH PICK&PLACE, keeping
the previous elites also has a noticeable impact on the performance. This is due to
the partially sparse reward setting; thus, the small likelihood of finding a solution
with a non-constant cost signal as discussed in Sec. 4.2.1.2. Once such a solution
is found, keeping it over multiple planning steps highly increases the likelihood of
success.

While adding individual components to CEMMPC can have a significant impact
on the planner’s performance, removing individual parts from iCEM (yellow bars)
does not have the same magnitude of impact. This indicates that not one single
component of iCEM is responsible for its overall performance but that the interplay
between all the additions to CEMMPC is essential to achieve the highest performance.
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FIGURE 4.10: Ablation studies of iCEM for (A) HALFCHEETAH RUNNING and (B)
FETCH PICK&PLACE. Blue bars show CEMMPC with each improvement added

separately. Yellow bars show iCEM with each feature removed separately.

NN Policy Extraction This section presents the results of the IL-based NN policy
extraction scheme APEX. The high-quality data produced by iCEM is used as refer-
ence trajectories for the BC loss. Additionally, iCEM is used inside DAgger to relabel
suboptimal actions taken by the NN policy.

TABLE 4.2: Sample efficiency and performance increase of iCEM w.r.t. the best
baseline. The first four columns consider the budget needed to reach 90% of the best
baseline (dashed lines in Fig. 4.9). The last column shows the average improvement

over the best baseline in the budget interval.

90% base- ∼ budget ∼ budget efficiency iCEM w.r.t. baseline
line@4000 iCEM baseline factor budgets %

HALFCHEETAH RUNNING 7744 312 840 2.7 50–1000 120%
HUMANOID STANDUP 378577 121 372 3.06 50–1000 128%

FETCH PICK&PLACE 0.87 185 1330 7.2 50–1000 243%
DOOR 0.86 45 985 21.9 100–1000 1030%

RELOCATE 0.88 95 1300 13.7 100–1000 413%
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FIGURE 4.11: Policy performance on the test environments for APEX and baselines.
SAC performance is provided for reference.

Figure 4.11 shows the performance of the NN policy learned with APEX (blue)
as well as the performance of the NN policies learned with the vanilla BC loss (yel-
low), BC-DAgger (green), iCEM-GPSλfixed

π (red), and the asymptotic performance of
the model-free and off-policy RL baseline SAC (dotted horizontal line). Results are
averaged over 10 independent runs with different seeds. In HALFCHEETAH RUN-
NING, SAC achieves the best asymptotic performance, closely followed by APEX.
BC and BC-DAgger fail completely to learn a good policy. iCEM-GPSλfixed

π achieves
slightly better performance than BC-DAgger but is also not able to match the perfor-
mance of SAC or APEX. Given these results, it can be concluded that adding DAgger
or GPS alone to BC does not solve the policy extraction problem to full satisfaction.
In HUMANOID STANDUP, SAC only finds the sub-optimal solution of sitting, cor-
responding to a reward of around 50000. While all other methods achieve better
performance than SAC, only the policy learned with APEX can stand up. However,
even the policy learned with APEX fails to balance in an upright position for longer
time periods because of the many ways the humanoid robot can fall. In DOOR and
FETCH PICK&PLACE, SAC does not learn any reasonable policy. Only APEX can
learn acceptable NN policies in these environments.

Figure 4.12 and Fig. 4.13 provide insights into why the NN policies learned with
APEX show much better performances then the ones learned by the baselines. Fig-
ure 4.12 compares the variance of the actions produced by multiple runs of DAgger
with iCEM and iCEM-GPSλfixed

π as teachers on a single policy rollout. Because of the
inherently stochastic nature of the unconstrained iCEM, the distribution of relabeled
actions is very broad (Fig. 4.12A). In comparison, the additional GPS cost in iCEM-
GPSλfixed

π leads to solutions of the planner that concentrate more around the solution
of the NN policy (Fig. 4.12B). In the case of the unconstrained iCEM, this makes
learning a good performing NN policy very hard because the BC loss learns an av-
erage action from the data. If the data is conflicting, this might lead to catastrophic
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FIGURE 4.12: Variance of DAgger action relabeling after relabeling the same trajec-
tory 10 times in case of (A) iCEM and (B) iCEM-GPSλfixed

π in FETCH PICK&PLACE.

failure. For instance, in the example depicted in Fig. 4.4, an average policy learned
from both types of solutions (moving around the obstacle via the upper or lower
path) might move directly into the obstacle. Constraining the solution set produced
by the planning method to stay close to the solution of the NN policy helps stabilize
the training of the policy and minimizes the likelihood of conflicting reference data.
However, constraining the planner too much might lead to suboptimal solutions as
well if the NN policy is too far away from the optimal solution. Figure 4.13 shows
the difference between an adaptive and a fixed λ in the GPS cost for the FETCH

PICK&PLACE environment. With a fixed λ, the action variance of iCEM-GPSλfixed

π

shrinks too fast and concentrates around the actions proposed by the suboptimal
NN policy shown as the dotted horizontal line. In FETCH PICK&PLACE, the optimal
solution corresponds to moving the gripper closer to the cube’s location. Suppose
the NN policy is too far away from this solution and the planner is too constrained.
In that case, the planner will not even get close to the cube’s position resulting in
a completely flat, thus uninformative, cost signal because of the partially sparse re-
ward/cost that depends only on the distance between the cube and target but not
on the distance between the gripper and the cube. With an adaptive λ, however,
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FIGURE 4.13: (A) When guiding with a weak policy, the action sampling distri-
bution for iCEM-GPS with fixed and adaptive λ over multiple CEM-iterations (at
predefined time steps). The dashed line shows the action of an expert policy. The
dotted line shows the action of a suboptimal policy. (B) The effect of an adaptive λ

on the success rate in the FETCH PICK&PLACE environment.
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iCEM-GPSλadaptive

π keeps a larger action variance; thus, it is flexible enough to find the
optimal actions shown as the broken horizontal line. The performance plot shown in
Fig. 4.13B for iCEM-GPS with adaptive and fixed λ in FETCH PICK&PLACE confirms
the benefit of an adaptive λ in the GPS cost. In the case of a medium NN policy
iCEM-GPSλadaptive

π outperforms the pure iCEM expert.
Finally, the feedback loop between the NN policy and the iCEM planner in-

side APEX needs to be discussed. Figure 4.14 shows the performance of APEX’s
NN policy (solid blue line) next to the performance of APEX’s iCEM (broken blue
line) throughout training in the HALFCHEETAH RUNNING environment. At the
beginning of training, APEX’s iCEM achieves the same performance as the purely
planning-based iCEM. This is due to the adaptive λ in the GPS cost that prevents
the planner inside APEX from collapsing to the suboptimal solution proposed by
the NN policy. During training, the NN policy inside APEX becomes more capable,
also boosting the planner’s performance far above the performance of the purely
planning-based iCEM. In HALFCHEETAH RUNNING, vanilla iCEM is not able to beat
the performance of SAC, while the NN policy boosted iCEM inside APEX achieves
even higher performance than SAC.
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FIGURE 4.14: Interplay between APEX’s NN policy and APEX’s iCEM throughout
training in the HALFCHEETAH RUNNING environment.
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4.6 Discussion

This chapter presented iCEM and APEX. iCEM aims to close the gap between sample-
based global trajectory optimization and real-time robotic control. iCEM is based on
CEM for MPC. CEMMPC showed to produce compelling solutions to the trajectory
optimization problem in simulated environments (Chua et al., 2018; Hafner et al.,
2019). Applying sample-based planning methods like CEM in real robotic control
tasks is challenging, however, because all the heavy computation is done during
the deployment. In particular, if the planner is used inside an MPC policy to close
the action-perception loop. Executed in closed loop, the CEM optimizer must com-
pute a new plan after each step in the environment to incorporate all the new in-
formation from the sensorimotor stream. iCEM extends CEMMPC in several ways to
decrease the sample complexity in each planning step significantly. (1) From (lin-
ear) system identification it is known that (linear and time-invariant) dynamical sys-
tems have characteristic FRFs and corresponding transfer functions that are used to
efficiently explore the operation space and estimate the parameters of the (linear)
system (Sinha, 1989). iCEM leverages this knowledge about the frequency-specific
response of dynamical systems by replacing the Gaussian action sampling distribu-
tion inside CEM with a power-law distribution. While action sequences sampled
from a Gaussian distribution have a uniform PSD, lower frequencies in the PSD of
action sequences sampled from a power-law distribution are amplified. In compar-
ison, higher frequencies are repressed depending on the exponent of the power-law
distribution. In Fig. 4.2 of Sec. 4.2 it was shown that the state-space coverage of a
point mass depends on the type of power-low distributed exploration noise. More-
over, it was shown that successful trajectories in HUMANOID STANDUP result from
power-law distributed action sequences with an exponent between 2 and 4, while
Gaussian distributed (β = 0) action sequences do not lead to success. Consequently,
the experimental results presented in Fig. 4.10 revealed that adding colored noise to
CEMMPC leads to the most significant boost in the performance of the optimizer. (2)
iCEM makes use of the observation that the imagined plans computed in one time
step are still mostly valid in the next step because deviations between the imag-
ined and actual observed outcomes are typically small. Moreover, the solution set
produced by the planner rarely collapses to a singular solution but covers a small
neighborhood around the best solution. To this end, iCEM keeps a memory of pre-
viously computed plans and reuses them in the next time step. The experimental
results shown in Fig. 4.10 suggest that iCEM benefits from its memory, especially
in environments where the exploration problem is challenging and the likelihood
of finding any viable solution is very low. Once such a rare solution is found, the
memory allows iCEM to remember this solution over multiple time steps; thus, in-
creasing the likelihood of overall success dramatically. All in all, the additions to
CEMMPC presented in this chapter make iCEM 2.7 − 21.9 times more sample effi-
cient than the best next baseline and boost the performance by 120− 1030%. That
means that iCEM can achieve the same performance as the baselines by using much
fewer samples, reducing the computational complexity per step significantly.

Table 4.3 shows the runtimes of iCEM for different budgets and environments. In
the simplest HALFCHEETAH RUNNING environment, iCEM already reaches close to
real-time performance while using a computationally expensive CPU-based simula-
tor as a model. With highly parallelizable GPU-based simulators like ISAAC GYM
or learned NN-based models, the runtime can be reduced much further, pushing
iCEM even further toward the realm of real-time control (Pinneri et al., 2020).

Suppose a planning method cannot be used directly for control, for instance,



4.6. Discussion 89

TABLE 4.3: Runtimes for iCEM with different compute budgets. Times are given
in seconds per env-step (total wall-clock time = time/step × episode length) on a

Xeon® Gold 6154 CPU @ 3.00GHz.

Budget (trajectories per step)
Envs Threads 100 300 500 2000 dt

HALFCHEETAH RUNNING 1 0.326 0.884 1.520 5.851 0.05
32 0.027 0.066 0.109 0.399

HUMANOID STANDUP 1 2.745 8.811 13.259 47.469 0.015
32 0.163 0.456 0.719 2.79

FETCH PICK&PLACE 1 8.391 26.988 40.630 166.223 0.04
32 0.368 1.068 1.573 6.010

because of limited onboard computational resources. In that case, another way of
utilizing the strengths of iCEM for (real-time) control is by using IL techniques to
extract an NN control policy from the near-optimal trajectories produced by iCEM.
NN policies have advantages over planning methods. (1) All the computational
complexity is moved to the training phase while querying the policy for actions
during runtime is computationally cheap. (2) NN policies can be queried on any
arbitrary state, even those not seen during training. Yet, no optimality or safety
guarantees can be given outside the data distribution. However, learning an NN
policy from a stochastic teacher can be challenging and lead to suboptimal results if
done naively, as shown for several BC-based IL baselines in Fig. 4.11. In APEX, the
iCEM-MPC policy is used as a teacher to train an NN student policy. The NN policy
is trained with a BC loss. To mitigate a potential covariate shift due to different state-
visitation distributions between the teacher and the student policy, DAgger is used
to relabel the suboptimal actions taken by the student with actions from the teacher.
In addition, GPS is used to constrain the solution set of the teacher to be close to
the student’s solution. As shown by Fig. 4.12, this can help provide more consistent
training examples for the BC loss, especially if the teacher is stochastic and does not
converge to a single best solution. If applied naively, GPS can result in a suboptimal
teacher performance as shown by Fig. 4.13. This effect is especially prevalent early
on in training, where the solution found by the student is far away from the optimal
solution. With an adaptive λ in the GPS cost, this effect can be attenuated by making
the influence of the student on the teacher dependent on the performance of the
student.

Despite all these improvements, BC-based IL techniques have some drawbacks.
For instance, they are upper bounded by the teacher’s performance and cannot be
trained from mixed behaviors. Offline-RL is a different type of IL technique that
gained traction recently (Kumar et al., 2020; Nair, Dalal, et al., 2020; Z. Wang et
al., 2020; Kostrikov et al., 2021). In offline-RL, an RL agent is trained on the sub-
MDP induced by a fixed dataset of agent-environment interactions. Offline-RL has
several advantages over BC. (1) It can deal with datasets produced by a mixture of
behavioral policies. (2) In principle, it can surpass the performance of the behavioral
policies that generated the dataset by learning a policy in the sub-MDP that is more
optimal. (3) It can learn different and new tasks from the same data using reward
relabeling. When this work was published, the field of offline-RL was not mature
enough to be used out-of-the-box in APEX. In the future, it would be an exciting
direction to replace the BC-based IL part in APEX with methods from offline-RL.
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5.1 Introduction

The works summarized in the previous chapter discussed several improvements
to the control side of Model-Based Reinforcement Learning (MBRL). Another ma-
jor challenge in the MBRL domain is to design or learn accurate dynamics models.
Especially if applied to real-world systems, special care is needed to account for the
inevitably noisy dynamics of the environment. Noise can originate from unobserved
variables, like external perturbations, or irreducible noise in the system, e.g., from
unreliable sensor readings. To account for the possible uncertainties about the dy-
namics of a robotic system and the environment during planning, this work presents
Risk-Averse Zero-Order Trajectory Optimization Method (RAZER), a framework for un-
certainty estimation and uncertainty-aware planning. RAZER consists of two com-
ponents: (1) A learned model of the Markov Decision Process (MDP) that allows to
estimate and disentangle between different types of uncertainties accurately. (2) An
uncertainty-aware Model Predictive Control (MPC) planning policy that explicitly
handles uncertainties in the optimization objective.

Previous works in the MBRL literature use learned models to estimate uncer-
tainties in parametric (Chua et al., 2018) and non-parametric (M. P. Deisenroth et
al., 2013; Kamthe et al., 2018) models. In these methods, uncertainties are merely
used for sampling-based estimation of the expected task cost, while most of the in-
formation contained in the underlying noise distributions is unused. Also, these
methods do not distinguish between the different types of uncertainties present in
the learned models, namely aleatoric and epistemic uncertainties (Hora, 1996; Der
Kiureghian et al., 2009). The aleatoric or statistical uncertainty stems from any in-
herent noise in the system under consideration. The aleatoric uncertainty cannot be
further reduced regardless of how much more the system is observed. In the context
of learned models, epistemic or systemic uncertainty stems from insufficient training
data. This type of uncertainty can be reduced by collecting more training data; thus,
reducing the model’s prediction error to the system’s noise level. These two types of
uncertainties are well known in the model-free Reinforcement Learning (RL) litera-
ture (Mihatsch et al., 2002; Garcıa et al., 2015) and control literature (Arruda et al.,
2017; Abraham et al., 2020) but are not well explored in the context of MBRL.

This work presents RAZER, a planning-based RL agent that utilizes learned en-
sembles of probabilistic Neural Networks (NNs) to model the dynamics of the MDP.
A carefully designed model architecture allows RAZER to differentiate between the
aleatoric and the epistemic uncertainties. An MPC policy inside RAZER uses these
uncertainties explicitly in the optimization objective for uncertainty-aware planning.
The performance of the uncertainty-aware planner RAZER is compared to a method
that only estimates the expected cost via Monte-Carlo (MC) sampling in three do-
mains: (1) In the active learning domain, the goal of the agent is to actively seek
states for which the prediction accuracy of the learned model is suboptimal. In
this setting, the epistemic uncertainty serves as a proxy measure for information
gain (Pfaffelhuber, 1972) and is maximized as an intrinsic reward during planning,
similar to how humans and other animals take actions that reduce the uncertainty
about the environment (Belger et al., 2018). The epistemic uncertainty is measured in
terms of the multi-step ensemble disagreement of the learned forward model. (2) In
the uncertainty-aware planning domain, the agent’s goal is to optimize the task cost
using the learned model while minimizing the uncertainty about the future. Being
able to assess the uncertainty about future outcomes of certain actions is an essential
ability of living beings (Alhussein et al., 2021) that increases the chance of survival.
Thus, it is crucial to equip robots with the same skill to minimize the risk of failure
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and allow for safe human-robot interactions. In this setting, the agent uses the model
acquired during active learning. (3) In the third domain, the agent’s goal is to opti-
mize the task cost while complying with external safety constraints and accounting
for the environmental uncertainties. Being able to define explicit constraints in the
optimization objective is very important in industrial environments. Furthermore,
accounting for the uncertainty in the environment becomes vital in multi-agent en-
vironments where the robot has only partial information.
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5.2 Method

The following sections present the three main contributions of RAZER: (1) The accu-
rate estimation and separation of uncertainties in learned ensembles of probabilistic
NNs. (2) An uncertainty-aware trajectory planning method with the explicit han-
dling of aleatoric and epistemic uncertainties in the optimization objective. (3) The
explicit handling of probabilistic safety constraints in sampling-based trajectory op-
timizers with learned models.

5.2.1 Preliminaries

In the following, the standard MDP formulation introduced in Sec. 2.1 of Ch. 2 is
used. Moreover, the notation commonly found in the RL literature is adopted as
discussed in Sec. 2.2.3.

This work is concerned with the accurate estimation and disentanglement of un-
certainties in systems with noisy dynamics. Therefore, it is assumed that the time
evolution of states s ∈ S ⊆ Rns is governed by the following equation:

st+1 = f (st, at, η(t)), (5.1)

with a ∈ A ⊆ Rna being a control input or action, f : S × A ×Rns → S being the
noisy system dynamics governing the transition from state st to st+1 and

η(t) = η(st, at) (5.2)

being a random variable modeling the noise in the system. No restrictions are put
on the functional form of f nor η. For instance, f might be a non-linear function
and η might be sampled from any arbitrary distribution and might enter the system
dynamics in a non-linear way.

Consequently, without prior knowledge about the system dynamics f , a class of
general function approximators, such as NNs, can be used that can be learned purely
from data in an end-to-end fashion. Furthermore, since this work is interested in
estimating and separating uncertainties in the system arising from the noise model
η and the inherently erroneous approximations of the learned models, RAZER uses
ensembles of probabilistic NNs to estimate and separate these uncertainties.

5.2.2 Ensemble of Probabilistic Neural Networks

RAZER learns a model fθ : S × A → (S ×R
ns
>0)

K, with parameters θ, that approx-
imates the system dynamics in Eq. 5.1. In many cases, the model does not directly
predict the true MDP state s but an observation o = f obs(s) produced by a perception
model f obs : S → O. The following analysis remains valid independent of whether
the model predicts states or observations.

Like Chua et al. (2018), RAZER uses an ensemble of NNs with stochastic outputs
as model class for its forward model. Each ensemble member f k

θk
: S ×A → S ×R

ns
>0,

k = 1, . . . , K, predicts the parameters:

f k
θk
(st−1, at−1) = (µk

θk
(t), Σk

θk
(t)) (5.3)

of a multivariate diagonal Gaussian distribution:

Ŝt ∼ N (µk
θk
(t), Σk

θk
(t)), (5.4)



96 Chapter 5. Uncertainty-Aware Planning in MBRL

where θk are the parameters of the k-th model. The µk
θk

: S ×A → S :

µk
θk
(t) = µk

θk
(st−1, at−1) (5.5)

are the output from the network head estimating the means and Σk
θk

: S ×A → R
ns
>0:

Σk
θk
(t) = Σk

θk
(st−1, at−1) (5.6)

are the output of the network head estimating the diagonal covariance matrix Σk
θk
=

σk
θk
· 1 of the Gaussian distribution.
The ensemble is trained with the negative log-likelihood loss on the Gaussian

outputs of the individual networks:

Lθ = ∑
k
Lk

θk

= ∑
k

E(st, at, st+1)∼D

[
− log(N (µk

θk
(t), Σk

θk
(t)))

]
, (5.7)

with D being the dataset of state-action transitions.
Although the model is trained on individual transition tuples (st, at, st+1) sam-

pled i.i.d. from the datasetD, it is queried on consecutive steps in an auto-regressive
fashion during planning. Consequently, any sequence of actions (ah)

H−1
h=0 defines a

predictive distribution over imagined trajectories τ = (st, a0, Ŝt+1, a1, . . .):

ψτ(st, a0,..., h−1) = p(τ | st, a0,..., h−1), (5.8)

starting from the ground-truth state st of the MDP.
Since probabilistic models f k

θk
are used for approximating the actual system dy-

namics in Eq. 5.1, the model predictions (or particles) Ŝk
t+h are distributed according

to Eq. 5.4. Furthermore, the ensemble of probabilistic models induces an empirical
distribution over the parameters f k

θk
(st+h)) = (µθ(t + h), Σθ(t + h)) of the Gaussian

distribution at a certain planning step h:

ψϑ(st+h, ah) = p( fθ(st+h, ah)). (5.9)

This allows the ensemble model to approximate non-trivial and potentially multi-
modal distributions of trajectories despite the assumption that the particles are Gaus-
sian distributed.

5.2.3 Uncertainty Estimation with Ensembles of Probabilistic Neural Net-
works

Every action sequence (ah)
H−1
h=0 with initial state st induces a distribution ψτ over

trajectories. To efficiently sample from ψτ, the sampling procedure T1 from Chua
et al. (2018) is used: At each planning step h, K particles are sampled, one from each
ensemble member f k

θk
:

Ŝk
t+h ∼ N (µk

θk
(t + h), Σk

θk
(t + h))

= N (µk
θk
(Ŝπ(k)

t+h−1, at+h−1),

Σk
θk
(Ŝπ(k)

t+h−1, at+h−1)). (5.10)
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FIGURE 5.1: Probabilistic Ensembles with Trajectory Sampling and Uncertainty
Separation (PETSUS). Each ensemble member f k

θk
predicts the mean µk and diag-

onal covariance matrix Σk of a Gaussian distribution. The networks are repeated
along the planning horizon to predict H steps into the future in an auto-regressive
fashion. The red pathways correspond to the sampling procedure T1 proposed in
Chua et al. (2018). The yellow pathways are added to disentangle aleatoric and

epistemic uncertainties.

Afterward, the order of the particles is rearranged according to the permutation op-
erator π, and the procedure repeats itself in an auto-regressive fashion until the end
of the planning horizon H. In Eq. 5.10, Ŝπ(k)

t+h−1 is the particle from the π(k)-th model
sampled in the previous planning step. For h = 0, the ground-truth MDP state s(t)
and the first action a0 are fed into the models. The red pathways in Fig. 5.1 depict
the sampling procedure.

In Chua et al. (2018), sampled trajectories are used to perform a Monte Carlo
estimation of the expected trajectory cost Eτ∼ψτ [c(τ)]. However, the sampling-based
estimation does not consider the properties of the trajectory distribution ψτ. For
instance, ψτ might be a high-entropy or heavy-tailed distribution. Sampling from
such distributions with a limited number of samples may lead to overly risky or
unsafe behavior. Moreover, computing the cost of a trajectory as the expectation
over sampled trajectories makes it difficult to differentiate between aleatoric and
epistemic uncertainties during planning, nor does it give explicit control over the
degree of risk-averseness of the agent.

5.2.4 Separation of Uncertainties

RAZER alleviates these shortcomings by directly looking at the statistical proper-
ties of ψτ. This allows RAZER to differentiate between the epistemic uncertainty,
denoted as E, and the aleatoric uncertainty, denoted as A.

Aleatoric Uncertainty One way of estimating the aleatoric uncertainty is to look
at the ensemble disagreement of the forward model. This, however, is typically
a bad estimate as it can be entangled with the epistemic uncertainty of the model.
Therefore, RAZER measures aleatoric uncertainty in terms of the differential entropy
of the particle sampling distributions defined by Eq. 5.4. More concretely, given the
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k-th particle Ŝt+h at planning step h, the corresponding differential entropy is defined
as:

hk
h(Ŝt+h) = hk

h[− logN (µk
θk
(t + h), Σk

θk
(t + h))]. (5.11)

Equation 5.11 uses the definition of the differential entropy h[ f ] of a continuous ran-
dom variable X with probability density function f (x) and support X :

h[ f ] = E[− ln( f (x))] = −
∫
X

f (x) ln( f (x))dx. (5.12)

The aleatoric uncertainty Ah at planning step h is defined as the mean differential
entropy of the particle sampling distributions:

Ah =
1
K

K

∑
k=1

hk
h. (5.13)

Since 1-step predictive Gaussian distributions are assumed, Eq. 5.13 is an expectation
over differential Gaussian entropies, which can be computed in closed form (Cover,
1999).

An alternative approach for computing the aleatoric uncertainty is to look at the
entropy of the distribution of network parameters θk induced by the ensemble. How-
ever, this is not entirely satisfying since large NNs tend to be over-parametrized.
Therefore, the ensemble members might find vastly different solutions to the same
optimization problem.

Intuitively, Eq. 5.14 says that the aleatoric uncertainty decreases the more the in-
dividual particle sampling distributions are peaked, corresponding to less noisy sys-
tem dynamics. Conversely, the more noise gets injected into the system, the more
“tailedness” the particle sampling distributions and higher the entropies are, result-
ing in a large aleatoric uncertainty.

Epistemic Uncertainty For estimating the model’s epistemic uncertainty, RAZER
extends the ensemble model from Chua et al. (2018) by an additional forward-path
(yellow pathways in Fig. 5.1). In addition to the particle sampling, which involves
permutations of the particles after each planning step (shown in red), a so-called
“mean path” propagates only the mean predictions of the ensemble members along
the planning horizon while keeping the order of the “mean particles” fixed. The
resulting network architecture is called Probabilitic Ensembles with Trajectory Sampling
and Uncertainty Separation (PETSUS). The additional mean path in PETSUS allows
RAZER to capture the statistical properties of the particle sampling distributions
for each ensemble member independently. With this, the epistemic uncertainty E is
defined as the entropy of the mean particle sampling distribution parameters f k

θk
=

(µk
θk
(t), Σk

θk
(t)):

Eh = H[ f k
θk
(µk

θk
(t + h− 1), at+h−1)]. (5.14)

Notice that in the case of the mean path, the mean prediction µk
θk
(t + h − 1) of the

previous step is fed into f k
θk

instead of the previous particle Ŝt+h−1.
Intuitively, Eq. 5.14 can be understood as follows: If every ensemble member

faithfully captures the underlying noise distribution of the dynamical system, then
the entropy of the distribution over the parameters of the sampling distributions
goes to zero. On the contrary, if the moments of the different ensemble members
do not match the moments of the noise distribution because of a lack of sufficient
training data, the entropy will be non-zero.
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An alternative approach for computing the epistemic uncertainty is to calcu-
late the Fisher information metric I := Var[∇θ logL(st+1|st, at)] (Hüllermeier et al.,
2021), where L denotes the likelihood function. However, this tends to be expensive
to compute, especially for larger NNs.

5.2.5 Entropy vs. Variance as Uncertainty Measurement

The Gaussian distribution is the maximum entropy distribution for a given variance
σ2. Its entropy scales linearly with log(σ2) (Cover, 1999). Therefore, the entropy
of a Gaussian distribution and its variance can be used interchangeably to estimate
the uncertainties. However, experiments showed that utilizing the variance directly
causes RAZER to be much more risk-averse, which can be explained by the fact
that the log-term inside the entropy squashes the variance. Moreover, variances are
much easier to relate to because they have the same unit as the observations. Conse-
quently, equations Eq. 5.13 and Eq. 5.14 can be formulated in terms of variances:

Ah =
1
K

K

∑
k=1

Σk
θk
(t + h) (5.15)

and
Eh = Var[µk

θk
(t + h)] + Var[Σk

θk
(t + h)]. (5.16)

5.2.6 Probabilistic Safety Constraints

Safety is of utmost importance whenever data-driven control algorithms are applied
to real systems. One option of introducing safety constraints in constrained opti-
mization is by applying a constant penalty to constraint-violating imagined trajecto-
ries (A. E. Smith et al., 1997). Nevertheless, erroneous stochastic non-linear models
often lead to non-trivial predictive distributions making assessing the risk of failure
challenging using only a limited number of samples. For this reason, it would be fa-
vorable to control the risk of violating the safety constraints by considering the full
predictive distribution.

Given a state space S with a constraint-violation region C ⊆ S , the probability of
the action sequence (ah)

H−1
h=0 entering the region C at planning step h is defined as:

p(Ŝt+h ∈ C | st, a0,..., h−1) =
∫
C

ψτ(s | st, a0,..., h−1) ds. (5.17)

In practice, this integral is intractable due to the non-linear propagation of the un-
certainties and the potentially non-trivial topology of the constraint-violation region
C.

To simplify the computation, only box violations are considered in this work. As
a result, each dimension of s is constrained to be outside of the interval [a, b] ∈ {a, b |
a, b ∈ R2, a < b}. Furthermore, Ŝt+h is estimated through moment-matching
between a diagonal Gaussian distributionN (s; µ̂, σ̂) and the empirical distribution
induced by the particle population at planning step h. With this, the probability of
particle Ŝ entering the constraint-violation set C is given by the integral:

p(Ŝt+h ∈ C | st, a0,..., h−1) =
d

∏
i=0

∫
C
N (si; µ̂i, σ̂i) dsi. (5.18)
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5.2.7 Planning and Control

RAZER uses the improved Cross-Entropy Method (iCEM) (see Ch. 4) to generate a finite
number of action sequences (an

h)
H−1
h=0 , n = 1, . . . , N, inside an MPC policy. In each

time step t, the current ground-truth MDP state st and the first actions a0,...,N
0 are fed

through the ensemble resulting in N×K particles per step, with N being the number
of independent action sequences and K being the number of ensemble members.
This process is repeated in an auto-regressive fashion until the end of the planning
horizon H.

Task Cost Like Chua et al. (2018), RAZER computes the task specific cost for an
action sequence (an

h)
H−1
h=0 according to:

cn(st, an
0,..., H−1) = c(st, an

0) +
H−1

∑
h=1

1
K

K

∑
k=1

c(Ŝk,n
t+h, an

h). (5.19)

Already the expected task cost accounts for the uncertainty in the predictions to a
certain degree; thus, encourages risk-averse behavior. For instance, if some of the
particles Ŝ·,n for an action sequence n incur a high cost, the expected cost of the tra-
jectory will increase. This makes it less likely for the action sequence to appear in
the elite set. Consequently, the agent will avoid plans that lead to high expected
costs and therefore are riskier. Nevertheless, using just the expected trajectory cost
has several drawbacks: (1) It relies on a finite sampling size to estimate the expected
cost. Especially for heavy-tailed distributions, this can lead to an overly optimistic
behavior that might result in catastrophic failure. (2) It does not differentiate be-
tween aleatoric and epistemic uncertainties. (3) Since the expected task cost does
not differentiate between the different types of uncertainties, they cannot be treated
differently, nor can their effect on the agent’s behavior be influenced.

RAZER solves these issues by modeling and separating the aleatoric and epis-
temic uncertainties explicitly in the optimization objective.

Aleatoric Cost With the definition of the aleatoric uncertainty given in Eq. 5.15, the
corresponding auxiliary cost term is defined as:

cn
A(st, an

0,..., H−1) = wA

H−1

∑
h=0

√
An

h , (5.20)

where wA ≥ 0 controls the risk-averseness of the agent.

Epistemic Cost Similarly, the definition of the epistemic uncertainty in Eq. 5.16 can
be used to formulate an auxiliary cost term:

cn
E(st, an

0,..., H−1) = −wE

H−1

∑
h=0

√
En

h , (5.21)

where wE ≥ 1 controls the agent’s intrinsic motivation to maximize its information
gain by exploring yet unexplored states.



5.2. Method 101

Safety Cost Finally, RAZER’s capability to efficiently compute violations of prob-
abilistic safety constraints can be used to formulate an auxiliary cost term:

cn
C(st, a0,..., H−1) = wC

H−1

∑
h=0

q
p(Ŝn

t+h ∈ C) > δ
y

(5.22)

in which wC ≥ controls how strongly safety violation are penalized and δ ≥ 0 is a
threshold on the confidence that the constraint is violated. The J·K in Eq. 5.22 is called
the Iverson bracket and is 1 if the argument is true and 0 otherwise. An alternative
way of implementing safety constraints in sampling-based planners is by changing
the ranking function as done in Wen et al. (2018).

Equation 5.20 and 5.21 are computed in the state space while Eq. 5.19 is com-
puted in the task-specific cost space. This makes it difficult to weigh the different
terms against each other in the total cost. Alternatively, Eq. 5.20 and Eq. 5.21 can be
computed in the task cost space as well. However, the task cost space formulation
has several drawbacks: (1) One advantage of MBRL is that the learned models are
task agnostic; thus, they can be used to solve a wide variety of tasks. If the epistemic
cost is computed in the task cost space, the resulting exploration is coupled to a spe-
cific task, and the transferability of the learned model might suffer. (2) On the one
hand, computing the aleatoric cost in the task-specific cost space seems reasonable
because a failure typically results in a high task cost, for instance, because a human
designer adds prior knowledge about failure cases to the cost function. On the other
hand, it can be argued that high uncertainty in the state space typically results in
control difficulties which should be avoided independent of the task at hand. Ad-
ditionally, treating aleatoric uncertainty in a task-independent way can reduce the
complexity of designing cost functions. Because of these reasons, the state-space
formulation is used in all of the presented experiments.
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5.3 Environments

The following sections introduce the different environments studied in the experi-
mental section. What differentiates these environments from all the environments
studied so far is that their system dynamics is noisy. All environments are simulated
with the MuJoCo physics engine (Todorov et al., 2012).

THREE BRIDGES This toy environment is specifically designed for showcasing the
different qualities of the epistemic and aleatoric uncertainties in planning. The agent
controls a 2 Degree of Freedom (DoF) point mass in three dimensional space. The
point mass is subject to the laws of motion. With its continuous actions, the agent
applies forces in the x- and y-direction to the robot:

a = (Fx, Fy) ∈ R2. (5.23)

The 10 dimensional continuous state vector:

s = (x, y, z, a, b, c, d, ẋ, ẏ, ż) (5.24)

contains the 3 positional (x to z), 4 quaternion- (a to d) and 3 velocity-based (ẋ to ż)
agent-centric coordinates.

FIGURE 5.2: In the THREE BRIDGES environment, the agent controls a point mass.
The point mass is spawned on the left platform and must reach the right platform

by crossing one of three bridges.

As shown in Fig. 5.2, THREE BRIDGES consists of the agent controlled point mass
(visualized as blue cube), two platforms and three bridges that connect the plat-
forms. Below the platforms and bridges is lava that immediately destroys the robot
as soon as it comes in contact with the lava. Walls around the outer edges of the
landmass (except for the south edge of the lower bridge and all the edges of the
landmass that are inside of it) prevent the robot from falling into the lava.

The agent’s task is to steer the point mass from its starting platform on the left
to the goal platform on the right by crossing one of the three bridges without falling
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into the lava. More precisely, the domain reward is defined as

r(st, at, st+1) =


−|xt − x⋆| if zt+1 ≥ −1.5,
0 if xt+1 ≥ x⋆,

and zt+1 ≥ −1.5,
−1 otherwise,

(5.25)

where x⋆ is the x-coordinate of the finish line. The task-specific cost is defined as the
negative reward:

c(st, at, st+1) = −r(st, at, st+1). (5.26)

Intuitively, the agent receives a reward equal to the negative distance to the finish
line in every step. The reward is zero as long as the agent is right from the finish
line. If the agent steers the point mass into the lava (z < −1.5), the agent receives a
reward of −1 in every step until the end of the trial.

The noise in THREE BRIDGES is modeled in the form of random external forces
(visualized by the fans in the environment) sampled every 5 steps anew from Fext ∈
U (0, Fext

max). They are applied to the point mass whenever it is on the middle bridge.
Otherwise, the system is entirely deterministic. Since the external forces are strong
enough to push the point mass from the central bridge, this is the most dangerous
bridge to cross. However, going over the middle bridge is the shortest path from the
starting point to the finish, resulting in a minimum task-specific cost. The route over
the lower bridge is longer than the path over the middle bridge but safer since the
movement of the point mass is entirely deterministic. The upper bridge is the safest
because it is broader than the two other bridges, it has a guard on the north edge of
the bridge, and the movement of the point mass is fully deterministic. However, the
path over the upper bridge is the longest.

NOISY HALFCHEETAH This environment adds simulator state noise to the OPE-
NAI GYM environment HALFCHEETAH. In HALFCHEETAH, the agent controls a 6
DoF cheetah and the goal is to maximize the velocity along the x-axis without flip-
ping over. The observation space in HALFCHEETAH is 18 dimensional and includes
the absolute position of the cheetah, the joint angles, as well as the joint angular ve-
locities. The cheetah can only move in the xz-plane. The simulator-state noise gets
sampled from a Normal distribution:

η(t) ∼ N (µ, Σ), (5.27)

with µ = [0, · · · , 0]T and diagonal covariance matrix Σ = 0.2 · 1. The noise is added
to the simulator state according to:

s′t = st + η(t) · 1ẋ>6, (5.28)

with 1(·) being the indicator function and ẋ being the velocity in the x-direction.
Consequently, simulator state noise is only added if the cheetah’s velocity in the
x-direction is greater than 6.

To evaluate external safety constraints, a virtual ceiling at height z = 0.3 is added
to NOISY HALFCHEETAH. In the experiment, the agent has to maximize the task-
specific reward while avoiding violations of the safety constraints.
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NOISY FETCH PICK&PLACE This environment adds action noise to the OPENAI
GYM environment FETCH PICK&PLACE. In FETCH PICK&PLACE the agent controls
a 7 DoF fetch robot with the task of picking up a cube and bringing it to a target
location either on the table or in the air. The (25 + 3 + 3) dimensional observa-
tion space contains information about the fetch robot and the cube as well as their
relative positioning. Two 3 dimensional vectors holding the achieved and the de-
sired goal positions are appended to the observation vector. The 4 actions control
the movement of the end-effector in Cartesian space and the opening and closing
of the gripper. The reward signal is partially sparse in that it is computed from the
distance between the cube and the target only and does not contain the distance
between the end-effector and the cube. That means the reward signal is constant
as long as the end-effector does not touch the cube. The Gaussian distributed ac-
tion noise ηagripper(t) ∼ N (µ, Σ) is only applied to the action dimension controlling
the opening and closing of the gripper. Furthermore, it is only applied if the end-
effector’s y-position is smaller than 1.67. Figure 5.3 shows the environment. The
goal in the environment is to transport the cube from the left side of the table to a
target location on the right side of the table that is in the air (red sphere in Fig. 5.3).
The initial position and target position are fixed in this environment to keep the fo-
cus on the uncertainty-aware planning aspect. In particular, the cube’s position is
centered at y = −1.5 while the target is in the air at y = 2.0.

FIGURE 5.3: In NOISY FETCH PICK&PLACE, action noise is applied to the action
dimension controlling the opening and closing of the gripper. The noise is applied
if the gripper is on the right-hand side (from the robot’s perspective) of the vertical
cyan line. Otherwise, no action noise is applied. The task in the environment is to
transport the cube from the right side of the table to an in-air target location (red
sphere) on the left side of the table. The “glitch effect” indicates the region in which
action noise is added to the action dimension that controls the opening and closing

of the gripper.

Given the difficulty in learning the dynamics of the environment, we concentrate
on the planning aspect in NOISY FETCH PICK&PLACE. To this end, experiments are
performed with access to the ground-truth model which simulates a learned model.
The same noise is applied to the real system and the “mental model”. In that way,
the mental model simulates a learned model with no epistemic uncertainty and an
accurate estimation of the aleatoric uncertainty.

SOLO8 LEANOVEROBJECT In this environment, the agent controls a quadruped
robot (Grimminger et al., 2020) and the goal is to track two targets (green markers)
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with the purple markers at the front and rear ends of the robot’s base (Fig. 5.4) with-
out hitting the red volume in front of the robot. The robot starts in a laying position
as shown in the inset of Fig. 5.4. Gaussian distributed action noise η ∼ N (µ, Σ),
with zero mean and diagonal covariance matrix Σ = 0.3 · 1, is applied to all action
dimensions to mimic real-world disturbances. The state-space of the environment
is 47 dimensional. It contains the absolute position, rotation, velocity, and angular
velocity of the robot’s base, as well as the positions and velocities of all the joints.
In addition, the state contains the positions of the end-effectors and of the markers
at the front and back of the robot. The action space is 8 dimensional and controls
the relative positions of the joints. The two front legs of the robot are attached to
the ground using soft constraints to prevent the robot from jumping uncontrollably,
which would make the task much more challenging.

FIGURE 5.4: In SOLO8 LEANOVEROBJECT, a quadruped robot has to stand up from
a ground position to track two targets (green spheres) with its front and rear end
(purple spheres). The front feet of the robot are attached to the ground. Therefore,
it has to lean slightly forward to decrease the tracking error. A fragile object (unsafe

region, red cube) is in front of the robot.

As in the NOISY FETCH PICK&PLACE experiments, the ground-truth model is
used to simulate a learned model. The same noise is applied in the mental model
and the real system to simulate a learned model with no epistemic uncertainty and
an accurate estimate of the aleatoric uncertainty.
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5.4 Baselines

In the experiment discussed in the next section, the uncertainty-aware planner RAZER
is compared against Probabilistic Ensembles with Trajectory Sampling (PETS) (Chua et
al., 2018). RAZER’s architecture is an extension of the PETS architecture. Hence, both
share the same base regarding model learning and sampling-based trajectory opti-
mization. RAZER extends PETS in two aspects. First, the learned model in RAZER
can separate and accurately estimate its forward predictions’ aleatoric and epistemic
uncertainties using the full information of the predictive distributions. PETS, on the
other hand, relies on sample-based estimations of uncertainties and does not sepa-
rate the aleatoric from the epistemic uncertainty explicitly. Second, RAZER explic-
itly considers the aleatoric and epistemic uncertainties in its optimization objective.
This allows RAZER to use the epistemic uncertainty (Eq. 5.20 and Eq. 5.21) in an ac-
tive learning context to improve the model predictions and the aleatoric uncertainty
(Eq. 5.20 and Eq. 5.21) for risk-averse planning. Since PETS does not model the
two uncertainties explicitly, uncertainties enter the planning only implicitly during
the computation of the mean trajectory cost (Eq. 5.19). Furthermore, RAZER allows
handling probabilistic safety constraints (Eq. 5.22) in a principled way (Eq. 5.2.6).

To make the comparison between PETS and RAZER fair, both use the same
model architecture for the ensemble network, including the same hyperparameters.
PETS, however, does not make use of the information from the mean particle path-
way (yellow pathway in Fig. 5.1). For planning, both PETS and RAZER use the
sampling-based trajectory optimizer iCEM with the same set of hyper-parameters.

PETS and RAZER are compared in three domains: (1) In the active learning set-
ting (Settles, 2010), it is studied how the learned model can be actively improved by
maximizing the epistemic uncertainty as a proxy for information to drive the agent’s
exploration. (2) In the risk-averse planning setting, the planners’ capabilities to cope
with noisy system dynamics is studied. (3) The third domain deals with planning
under external safety constraints. In this domain, the PETS agent receives a high
penalty cost whenever a particle violates the safety constraint, while RAZER opti-
mizes Eq. 5.22.
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5.5 Experimental Results

RAZER is studied in 4 continuous state- and action-space environments and com-
pared against PETS in three domains: (1) Active learning, (2) risk-averse planning,
and (3) planning under safety constraints.

5.5.1 Active Learning for Model Improvement

If model uncertainties are used for uncertainty-aware planning, they are only mean-
ingful if the model has a good understanding and estimation of the uncertainty land-
scape. Uncertainty about the model predictions might stem from the noisy system
dynamics or the model’s erroneous predictions. Learning the parameters of the ap-
proximate noise model requires a sufficient amount of diverse data from the system
under consideration. With too little or too similar data, the agent might avoid parts
of the state space due to overestimating the model’s aleatoric uncertainty. However,
if the agent underestimates the aleatoric uncertainty, it might enter unsafe regions.
By adding the epistemic bonus to the domain-specific cost, RAZER can actively seek
states with high epistemic uncertainty, that is, states that maximize information gain
because no or only little training data exists yet.

(A) RAZER. (B) PETS.

FIGURE 5.5: State-space coverage of (A) RAZER and (B) PETS during active explo-
ration in THREE BRIDGES. States highlighted with a lighter color are visited earlier
in the exploration, while a darker color indicates states visited later in the explo-

ration.

Figure 5.6 shows qualitatively the state coverage of RAZER (Fig. 5.5A) and PETS
(Fig. 5.5B) in THREE BRIDGES. The state coverage is computed by projecting the
continuous states to the xy-plane and dividing them into 50 equally spaced bins
in the range −20 ≤ x0 ≤ 20 and −10 ≤ x1 ≤ 15. To produce Fig. 5.5, the bins
contain the first timestep (over the course of the entire training) in which the agent
visited the state. If the agent visited the state earlier in the training, the respective
state in Fig. 5.5 has a lighter color. States that are visited later have a darker color.
Figure 5.6 shows the state coverage over time, computed as the fractions between
states visited at least once and the total number of states. In each step, the agents
receive the task reward defined by Eq. 5.25. PETS finds the solution of taking the
lower bridge quite early in the exploration phase and fully commits to this particular
solution without exploring any of the other options much further. RAZER, on the
other hand, receives the epistemic uncertainty cost defined in Eq. 5.21 in addition to
the task-specific cost. Hence, exploring states with a large ensemble disagreement
is more incentivized. At the end of the active exploration phase, RAZER explored
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FIGURE 5.6: State-space coverage of PETS and RAZER for different values of wE. A
larger weight of the epistemic cost encourages RAZER to seek states that maximize
information gain. Means and standard deviations are computed over 5 indepen-

dent runs with different seeds.

most of the state space, including all three bridges, sufficiently well to better estimate
the global uncertainty landscape. In contrast, PETS only explores the lower bridge
extensively and therefore lacks sufficient training data to learn a globally accurate
model of the uncertainty landscape in THREE BRIDGES.

Figure 5.6 shows quantitatively the state coverage of PETS and RAZER for differ-
ent values of wE. The quantitative result for the state coverage of PETS confirms the
qualitative observation in Fig. 5.5B. After an initial exploration phase, the state cov-
erage plateaus once the agent finds the solution of taking the lower bridge. RAZER,
on the other hand, keeps exploring the environment until the end of the active ex-
ploration phase. The weight of the epistemic uncertainty cost, wE, controls how
much emphasis the agent puts on active exploration versus solving the actual task.
With a large enough wE, the agent even starts to extensively explore the dangerous
middle bridge ignoring the task success altogether. While this leads to inferior task
performance and might even be dangerous in the real world, it gives RAZER a bet-
ter estimate of the global uncertainty landscape, which is important for risk-averse
planning during deployment, for instance, on a real robot.

5.5.2 Uncertainty-Aware Model-Based Planning

The previous section verified that the epistemic uncertainty cost in RAZER indeed
encourages the agent to actively seek novel states to understand the global uncer-
tainty landscape better.

This section shows that a planner that explicitly handles aleatoric uncertainties
(Eq. 5.13) in the cost (Eq. 5.20) is better at avoiding overly risky behavior compared
to a planner that optimizes the mean task cost (Eq. 5.19) exclusively.

THREE BRIDGES This experiment is designed to study the uncertainty-aware plan-
ning capabilities of RAZER and PETS. The same learned model is used for planning
to make the comparison between the two methods fair. To properly account for
the uncertainties during planning, the planner needs to have a good estimate of
the overall uncertainty landscape. To this end, the model learned with RAZER and
wE = 0.05 is used since this model is trained with the most diverse data covering
most of the state space (see Fig. 5.6).



5.5. Experimental Results 109

Figure 5.7 shows the success rate of PETS and RAZER in THREE BRIDGES. The
random forces applied to the point mass on the middle bridge are tuned such that
there is only a small but greater than zero chance for the agent to steer the point
mass over that bridge without falling into the deadly lava. During exploration, PETS
avoids the middle bridge altogether (see Fig. 5.5B) because its model overestimates
the uncertainties along that path due to a lack of sufficient training data. With the ac-
curate model of RAZER, though, PETS sometimes sees a chance to cross the middle
bridge because of the finite sample size during the computation of the expected task
cost per imagined trajectory. If the samples do not contain a trajectory that results in
the agent’s death, the agent might be tempted to cross the middle bridge as the task
cost for this path is minimal. This can result in the agent falling into the lava or some-
times the agent might be lucky and succeeds. In the other case, the samples contain
a deadly trajectory resulting in an increased task cost for the path over the middle
bridge and the agent chooses to go over the upper or lower bridge. Consequently,
PETS achieves only a success rate of ∼58%. RAZER, on the other hand, handles the
aleatoric uncertainty explicitly in the optimization objective and does not rely on
sampling to compute it. This has two consequences in THREE BRIDGES: (1) RAZER
achieves generally higher success rates than PETS because RAZER can accurately
estimate the high probability of failure taking the middle bridge and therefore fa-
vors the paths with the lower and upper bridges over the path going over the central
bride. (2) Since the aleatoric uncertainty is explicitly modeled in the optimization ob-
jective, the risk-averseness of the RAZER agent can be varied. According to Fig. 5.7,
wA has an optimum w.r.t. the success rate in the task at around 0.12 with a success
rate of ∼96%. If wA is increased above this level, the agent sometimes becomes too
afraid to move at all, resulting in a drop in the success rate. On the other hand, if wA

is smaller, RAZER shows more risk-taking behavior and might try to reach the goal
platform by taking the middle bridge in favor of a smaller task reward, leading to a
lower success rate as well.
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FIGURE 5.7: Sucess rates of PETS and RAZER in THREE BRIDGES. RAZER is eval-
uated with different values of wA, resulting in varying levels of risk-averseness. In

contrast, the risk-awareness of PETS cannot be controlled explicitly.

NOISY HALFCHEETAH Although in this experiment the agents have access to the
ground-truth model of the environment (in the form of a “mental” simulation that
has the same noise profile as the simulation used for evaluation), PETS consistently
underestimates the uncertainty in the environment and tends to increase the instan-
taneous velocity above the point at which the noise sets in and destabilizes the chee-
tah. This results in a lower average velocity of the PETS agent (Fig. 5.8) as the noise
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FIGURE 5.8: Average velocity of the PETS and RAZER agents in NOISY
HALFCHEETAH.

at higher velocities renders the solution found by the planner more and more sub-
optimal. On the other hand, RAZER, with wE > 0 and wA > 0, manages to safely
push its average velocity close to the boundary of the noisy region by avoiding over-
shooting of its instantaneous velocity. On average, this leads to a higher velocity of
the RAZER agent compared to the PETS agent.

NOISY FETCH PICK&PLACE In this experiment, the agent controls a fetch robot
and has to bring a cube from one side of the table to an in-air target position at the
opposite side of the table. The shortest path from start to goal is in a straight line,
meaning the agent has to lift the cube and simultaneously move it to the target loca-
tion. However, with noise applied to the action controlling the gripper on the side
of the table where the cube is spawned, there is a certain probability of dropping
the cube along the way. Again, PETS optimizes only for the task cost and does not
take into account the environment’s uncertainty explicitly. This results in an overly
optimistic behavior of the PETS agent that is close to the optimal solution for the
deterministic case (red trajectories in Fig. 5.9B). RAZER optimizes for a low aleatoric
uncertainty explicitly; therefore, it adopts a much more cautious behavior (green tra-
jectories in Fig. 5.9B), that is, the agent slides the cube on the table and lifts it only in
the region in which no action noise is applied. Figure 5.9A shows the dropping rates
for PETS and RAZER for different levels of action noise. RAZER maintains a drop-
ping rate lower than 20%, even when considerable noise is applied. The dropping
rate of PETS, however, increases dramatically with higher action noise.

5.5.3 Planning under External Safety Constraints

This section discusses the experiments dealing with external safety constraints. The
RAZER agent handles probabilistic safety constraints (Sec. 5.2.6) explicitly in the
optimization objective via the auxiliary cost defined in Eq. 5.22. PETS does not have
an explicit way of handling safety constraints; therefore, it is given a high penalty
cost whenever it violates the constraint. In addition to the safety constraints, the
agents optimize for the forward velocity of the cheetah.

NOISY HALFCHEETAH In this experiment, a safety constraint is implemented as
a maximum allowed height of the cheetah’s body above the ground, simulating
a narrow passage. Figure 5.10A shows the number of safety violations over time
and Fig. 5.10B shows the average number of safety violation per step for PETS and
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FIGURE 5.9: (A) Dropping rates of PETS and RAZER in NOISY FETCH
PICK&PLACE. (B) Cube trajectories produced by PETS (red) and RAZER (green)

in NOISY FETCH PICK&PLACE.

RAZER. With a higher forward velocity of the cheetah (from training iteration 90
onwards), PETS cannot avoid violating the safety constraints resulting in a sudden
rise in the number of violations. RAZER, on the other hand, manages to keep the
number of safety violations low. The threshold parameter, δ, allows adjusting the
agent’s confidence in respecting the constraint. Figure 5.10B shows that the agent is
willing to risk more safety violations with a higher δ. A value of δ = 1 corresponds
to a sharp decision boundary as it is used here to implement safety constraints in
PETS.
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(A) Safety violations over iterations.

0.05 0.2 0.5 1.0 (PETS)

0

200

400

600

800

δ

av
g.

#
sa

fe
ty

vi
ol

at
io

ns

(B) Average safety violations per step

FIGURE 5.10: (A) Safety violations over iterations and (B) the average number of
safety violation per step of PETS and RAZER in NOISY HALFCHEETAH for different

values of δ.

SOLO8 LEANOVEROBJECT In this experiment, the agent has to control the Solo8
robot while tracking two targets (green spheres in Fig. 5.4) with two markers at-
tached to the front and rear ends of its base (purple spheres in Fig. 5.4). At the same
time, the agent must avoid entering a rectangular volume in front of the robot (red
volume Fig. 5.4). The front feet of the robot are attached to the floor such that the
robot has to lean slightly forward to track the points accurately. However, because
of the action noise in this environment, leaning too much forward can easily lead to
the robot losing balance and falling into the restricted volume. Figure 5.11A shows
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the number of safety violations per step for PETS and RAZER with different values
of δ, while Fig. 5.11B shows the corresponding tracking error. Although a high safety
violation penalty is added to the loss optimized by PETS, it still favors the task cost,
that is a low tracking error, over avoiding safety violations. RAZER, on the other
hand, co-optimizes for a small tracking error and a low count of safety violations
in a probabilistic way, allowing it to drive down the number of safety violations
while maintaining a reasonable tracking accuracy. However, due to the more deli-
cate optimization objective, satisfying the safety constraint comes with the cost of an
increased tracking error (Fig. 5.11B).
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FIGURE 5.11: (A) Safety violation and (B) tracking error of the PETS and RAZER
agents in SOLO8 LEANOVEROBJECT for different values of δ.
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5.6 Discussion

This chapter presented RAZER and demonstrated that with its specific model archi-
tecture PETSUS it is possible to learn accurate probabilistic models of noisy system
dynamics that can be used for uncertainty-aware task-oriented planning. A vital
component of the introduced PETSUS model is that it can separate aleatoric from
epistemic uncertainty. As argued earlier in this chapter and empirically evaluated in
the experimental section, it is very important to make a clear distinction between the
two uncertainties. The aleatoric uncertainty is inherent to the system which is to be
modeled; thus, this uncertainty is irreducible. However, the epistemic uncertainty
is a function of the model itself and either reflects a lack of enough training data
or a too restricted model class. Hence, this type of uncertainty can in principle be
reduced. This has important consequences for autonomous robotic agents. In one
hand, a robot can use its knowledge about its epistemic uncertainty to improve its
mental model. For instance, if the robot has to learn how to manipulate an object
reliably, it can quickly start to concentrate on corner cases that need a lot of data
to be predicted accurately instead of spending valuable time on easy-to-predict in-
teractions, for instance, in which the robot has full control over the object. In fact,
Sancaktar et al. (2022) showed in an unsupervised skill-discovery setting in which
an agent maximizes the ensemble disagreement as a proxy for information gain that
this is precisely the kind of behavior the agent adopts. An agent can freely play with
several cubes in an FETCH PICK&PLACE like construction environment. What is ob-
served in this environment is that the agent very quickly losses interest in lifting the
cube after it discovers this behavior. This is because once the agent can lift a cube, it
has full control over the object and there is no uncertainty about the future. Throw-
ing the cube around, however, is very unpredictable; hence, the agent spends a lot
of time trying to master that skill. On the other hand, knowing where and when
the uncertainty stems from an inherently unpredictable system is equally important.
Suppose a robot can solve a task or execute a motion in multiple ways. In that case,
it should always take the option that minimizes the overall aleatoric uncertainty to
maximize its controllability over the environment.

This work has demonstrated that an approach such as PETS to data-driven MPC
that relies on zero-order trajectory optimization of the expected cost is not enough
to manage uncertain environments and safety constraints as purely sample-based
approaches struggle to accurately estimate the risk of specific actions especially if
the distribution of potential outcomes is heavy-tailed and the number of samples is
very low.

Another important domain in which these problems need to be addressed is sim-
to-real transfer. With the advent of highly parallelizable simulators like ISAAC GYM
it becomes more and more common to train model-free RL agents in simulation to
deploy them on real systems in a zero-shot fashion, that is, without further training
in the new domain. To get this transfer to work, techniques like domain random-
ization are used to prevent the agent from overfitting to the simulated environment.
However, it is not clear how to use domain randomization in the context of plan-
ning methods. Moreover, planning methods are very susceptible to exploiting the
particularities of the environment. Accurately modeling uncertainties in simulation
and grounding them in the real world might be one way of opening up the sim-to-
real pipeline for planning-based policies. However, as of now, this is still an open
challenge.
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This thesis presented a collection of works studying nature-inspired inductive bi-
ases in model-free and model-based Reinforcement Learning (RL). With the theoret-
ical analysis and empirical results presented, this work supports the long-lasting hy-
pothesis that inductive or structural biases are necessary for sample efficient learn-
ing and learning generalizations. Yet, this argument is not supposed to be against
data-driven and end-to-end learning approaches. Instead, the argumentation put
forward here aligns with the view stated in “The Need for Biases in Learning Gen-
eralizations” (Mitchell, 1980):

“Although removing all biases from a generalization system may seem to be a desirable
goal, in fact, the result is nearly useless. An unbiased learning system’s ability to classify
new instances is no better than if it simply stored all the training instances and performed a
lookup when asked to classify a subsequent instance.”

Likewise, natural intelligent agents like humans and other animals are not born
as blank slates. Instead, nature equipped these agents with numerous inductive
biases throughout evolution to help them learn more efficiently and survive in the
natural world.

This chapter discusses the results presented in the previous chapters in the con-
text of this hypothesis and highlights similarities between the learning behavior of
natural and the presented artificial agents. The discussion is an attempt to encour-
age further studies of inductive biases in artificial agents, hoping to lead to more
intelligent and autonomously behaving robots.
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FIGURE 6.1: The learned task prioritization of the Control What You Can (CWYC)
agent during the developmental phase in WAREHOUSE. For more information see

Fig. 3.18 in Ch. 3.

Control What You Can Chapter 3 introduced CWYC, an RL agent that explores
its environment and learns various skills in open-ended environments, that is, envi-
ronments that do not provide any external goals during a developmental phase. In
this phase, the agent is purely driven by the intention to maximize its controllability
over the environment. Afterward, the learned skills or subroutines are used in an
extrinsic phase for goal-directed behavior. To solve multi-stage object manipulation
tasks, several hierarchically organized structured models are learned from data of
agent-environment interactions and used by the CWYC agent to manage its learning
efforts and plan on the subroutine level. The structured models implement different
types of inductive biases.
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Figure 6.1 shows the self-guided learning curriculum that is created during the
developmental phase in WAREHOUSE. See Sec. 3.3 in Ch. 3 for more details about
the environment. At the beginning of the training, the agent concentrates most of
its learning efforts on the easiest task, that is, on Locomotion since the agent’s ac-
tions directly control the robot’s movement. Once the agent masters Locomotion, it
switches its learning efforts to Move Forklift because the task does not have any pre-
requisites other than that the robot has to be able to reach the location of the forklift.
On the contrary, the anvil can only be relocated with the help of the forklift. Con-
sequently, the agent starts to learn Move Anvil only once it masters Move Forklift.
A similar self-created learning curriculum can be observed in the statistical learn-
ing of infants (L. B. Smith et al., 2018). One early driver of this curriculum is the
baby’s growing sensory-motor competence. From the first intentional movements
and reaching towards nearby items to crawling and the dexterous in-hand manipu-
lation of objects, an infant acquires many new abilities over time that give it access
to new objects to interact with and new sources of information (James et al., 2014;
Ueno et al., 2018).

start
loco-

motion
forklift anvil

FIGURE 6.2: Learned task graph for Move Anvil in WAREHOUSE. For more infor-
mation see Fig. 3.20 in Ch. 3.

In WAREHOUSE, Move Anvil is a rather complex task in which the agent has to
go through multiple funnel states or stepping stones. First, the robot has to go to
the forklift, then move the forklift to the anvil, and only then can it relocate the anvil
to its target location. Instead of solving Move Anvil with a single control policy that
might become very complicated, the CWYC agent has the ability to decompose the
long-horizon task into multiple smaller subproblems that are easier to handle one at
a time. The task-dependency graph that the agent learns for Move Anvil is shown
in Fig. 6.2. The agent learns a simple control policy for each subtasks while the
task-planner takes care of the planning at the subtask level and the suitable subtask
composition. A similar decomposition of complex tasks into easier-to-manage sub-
tasks can be observed in natural agents. For instance, Capuchin monkeys solve the
task of cracking a nut by first carrying the nut to a large stone, then picking up a
smaller stone to finally use the small stone as a hammer to crack the nut (de Resende
et al., 2008).

Suppose a task requires multiple objects to be manipulated. In that case, it is
usually not enough to know which objects must be manipulated but also in which
relation the objects have to be with respect to each other. For instance, it is not
the same in a tower building task whether two blocks are placed next to or on top
of each other. In the example of the Capuchin monkeys, it matters whether the
monkey smashes the small stone onto the big stone right next to the nut or right
onto the nut itself. In WAREHOUSE, the CWYC agent learns that the relationship be-
tween the agent, forklift, and anvil matters for the success in Move Anvil. The agent
can solve the final task only if the locations of all three entities coincide. Humans
and other primates do not know about the importance of object relations right from
birth (Marcinowski, Campbell, et al., 2016). For instance, newborns cannot reliably
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build non-trivial constructions like towers (Marcinowski, Nelson, et al., 2019) or suc-
cessfully play the game “shape sorter” in which they have to put all kinds of differ-
ently shaped objects through a similarly shaped hole. With training, however, this
skill becomes quickly much more reliable (Hayashi and Matsuzawa, 2003) even if
the task’s difficulty is deliberately increased by altering the properties of the objects
in a non-intuitive way (Hayashi and Takeshita, 2009). This might not be surprising
since humans and other primates are very talented in utilizing tools.
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FIGURE 6.3: Overall competence of the CWYC, CWYCs−, and CWYC‡ agents in
the warehouse environment. For more details, see Fig. 3.6 in Ch. 3.

The different high-level components of the CWYC agent take some of the com-
plexity out of the low-level control policies by capturing certain aspects of the plan-
ning problem. At the same time, they help to structure the agent’s exploration by
sampling goals and tasks instead of random unstructured noise in the action space.
What stimulates the agent to explore its environment and learn new skills in the first
place, however, is its intrinsic motivation to recreate surprising situations and max-
imize its learning progress. In Fig. 6.3, it is shown that removing these intrinsically
motivated reward signals leads to a significantly reduced learning speed and even
to a complete lack of any learning progress in the more complicated tasks. In Fig. 6.3,
CWYCs− ablates the surprising signal and CWYC‡ ablates the learning curriculum.
Likewise, it is observed that infants seek events that violate their expectations about
the world instead of events that are in accordance with their inner beliefs (Stahl et al.,
2015). Studies in pedagogy indicate that students are more intrinsically motivated
to study if they are in a learning-oriented environment rather than the student’s
self-perceived ability in a subject (Spinath et al., 2012). Similarly, the CWYC agent’s
interest in a task is not determined by its absolute competence but by how much
progress the agent can make in learning the task.

Figure 6.4 shows that even a single control policy per task learned with Soft Actor
Critic (SAC) (SAC+) cannot solve the more complicated Move Forklift and Move Anvil
tasks and that even a hierarchical abstraction (HIRO+) or intrinsically motivated
exploration based on surprise (ICMs) or prediction error (ICMe) is not enough to
solve these tasks. Only the CWYC agent can solve these tasks by combining various
inductive biases and Intrinsic Motivation (IM) in the different planning stages.

Already the works summarized in Table 6.1 utilize some of the inductive bi-
ases also found in the CWYC framework to build more autonomously exploring RL
agents. What makes the CWYC unique is its capability to learn object relations and
inter-task dependencies from just a few agent-object and object-object interactions
(in the order of a few dozens). The CWYC does this by utilizing a particular network
structure for the goal proposal network that can learn pairwise object relations very
efficiently from data collected by the agent during the developmental phase. With
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(A) Locomotion.
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(B) Move Forklift.
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(C) Move Anvil.

FIGURE 6.4: Success rate of the agents in (A) Locomotion, (B) Move Forklift, and (C)
Move Anvil throughout training in the developmental phase. For more details, see

Fig. 3.16 and Fig. 3.17 in Ch. 3.

this, the agent can propose new goals that maximize learning progress without re-
lying on a database of previously visited states. Moreover, with Colas et al. (2019)
and Röder et al. (2020), CWYC is one of the few methods that use curiosity in a Hi-
erarchical Reinforcement Learning (HRL) setting. In CWYC, curiosity and learning
progress are used to drive the exploration and a self-imposed learning curriculum
that guides the learning of all the other components of the HRL agent.

There are also certain drawbacks of the proposed architecture: (1) Imposing bi-
ases on the architecture in the form of hand-designed structured models makes it
difficult for the architecture to adapt to situations that were not considered by the hu-
man designer or to find other optimal solutions that are potentially less intuitive for
humans. For example, Sancaktar et al. (2022) uses Graph Neural Networks (GNNs)
to model agent-object and object-object relations and interactions, which in princi-
ple can deal with more complex situations because of a non-linear Neural Network
(NN) that is used inside the GNN to model the relations and interactions between
the nodes in the graph. (2) The disjoint nature of the individual modules increases
the likelihood of individual points of failure. The other modules can hardly compen-
sate for the failure of one module in the architecture as each module has its specific
purpose. One solution to this problem can be to learn monolithic policies that solve
the final tasks in one shot. This can be done by providing all the data collected in
the developmental phase to the individual policies and using reward relabeling to
train them to solve a specific task, e.g., relocating the anvil. In that way, the policies
can compensate for a miscalibrated goal proposal network or subtask planner. Ide-
ally, these components can even be removed altogether during the extrinsic phase.
However, that also means that the individual policies become much more complex,
making them potentially more challenging to train. In addition, such monolithic
policies do not have the same compositional power as the more fine-grained skill

Intrinsic motivation Computational methods
CWYC learning progress + surprise task-level planning, relational attention
h-DQN (Kulkarni et al., 2016) reaching subgoals HRL, DQN
IMGEP (Forestier et al., 2020) learning progress memory-based
CURIOUS (Colas et al., 2019) learning progress DDPG, HER, E-UVFA
SAC-X (M. A. Riedmiller et al., 2018) auxiliary task HRL, (DDPG-like) PI
Relational RL (Zambaldi et al., 2019) - relation net, IMPALA
ICM (Pathak et al., 2017) prediction error A3C, ICM
Goal GAN (Florensa et al., 2018) adversarial goal GAN, TRPO
Asymmetric self-play (Sukhbaatar et al., 2018) self-play Alice/Bob, TRPO, REINFORCE

TABLE 6.1: Table of intrinsically motivated RL agents with the type of IM and the
computational method used for learning the policy.
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policies making them less suitable for one-shot solving of new tasks. (3) The rigid
structure of the architecture does not allow for unconventional solutions and makes
concurrent training of the entire architecture more challenging. In future work, ex-
ploring more adaptive architectures with looser couplings between the individual
modules would be interesting so that the network can decide which modules to use
and when.

iCEM Intelligent behavior is not only driven by high-level cognitive processes like
the ones discussed in the context of the CWYC agent. In most animals, far more
primitive behavioral patterns are even more dominant. For instance, it is known
that certain species, such as predatory animals (Humphries et al., 2010) or honey
bees (Reynolds et al., 2009) fall back to search strategies with long-lasting tempo-
ral patterns if resources are scarce. Such search strategies can be described by Lévy
walks or Lévy flights (Shlesinger et al., 1982). Also, in robotics, it is known that dif-
ferent robotic systems have specific Frequency Response Functions (FRFs), i.e., their
response profile varies with the frequency of alternating stimuli (Sinha, 1989). In
motor babbling, random motor commands are sent to a robot to explore its motor-
control system in an unsupervised fashion. Sending actions to the robot, that are
sampled from a white noise distribution, usually does little in terms of exploration,
as shown by the blue state-space trajectory in Fig. 6.5A. Instead, tiny and jittery
movements of the robot are observed. One alternative is to send action sequences
with different frequency profiles (see Fig. 6.5B for the Power Spectral Density (PSD)
of different power-law distributed noise patterns) to the robot to explore a larger part
of the operational space as shown by the brown and pink state-space trajectories in
Fig. 6.5A. The improved Cross-Entropy Method (iCEM) discussed in Ch. 4 uses tem-
porally correlated action samples to increase the sample efficiency and performance
of a Model-Based Reinforcement Learning (MBRL) planning method compared to a
method that does not produce any temporally correlated action samples. In the em-
pirical studies discussed in Sec. 4.5 of Ch. 4, the temporally correlated exploration of
iCEM shows a significant advantage over the exploration of vanilla Cross-Entropy
Method (CEM) and produces much more coherent behavior among a variety of dif-
ferent environments and robotic manipulation tasks. Moreover, iCEM is 2.7− 21.9×
more sample efficient than the next best baseline and, at the same time, achieves
120− 1030% of the best baseline performance in the considered tasks. That means
that iCEM can run with a much lower computation budget to achieve the same per-
formance as the baselines. Even if used inside a Model Predictive Control (MPC)
policy to close the action-perception loop, this pushes the iCEM planning method
closer to the realm of real-time control, making it especially suitable for real-world
robotic applications and other tasks with long-lasting temporal dependencies. For
instance, in Gumbsch, Butz, et al. (2021), iCEM is used in conjunction with a par-
ticular type of Recurrent Neural Network (RNN) to solve partially observable en-
vironments with sparsely changing latent states. In Sancaktar et al. (2022), iCEM
is used together with a learned GNN for planning trajectories that maximize infor-
mation gain to improve the model. With the improved model, iCEM can perform
zero-shot generalization to long-horizon object-manipulation tasks. It is worth not-
ing that temporally-correlated noise is not always the preferable choice for explo-
ration noise. In fact, random search has the advantage of being unbiased and typi-
cally works best across many domains. The temporally-correlated exploration noise
shines in domains with inertia (e.g., robotics) and sparse-reward long-horizon tasks
such as FETCH PICK&PLACE.
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One essential ingredient that is still missing to make planning methods such as
iCEM truly capable of real-time control of real robotic systems are fast models that
can be efficiently learned from data. This is still an open challenge, especially for
interaction-rich settings with non-smooth dynamics. GNNs (Battaglia et al., 2018)
and transformer (Vaswani et al., 2017) like attention networks are just two types
of promising model classes that are particularly suited for modeling object-object in-
teractions. Risk-Averse Zero-Order Trajectory Optimization Method (RAZER) (see Sec. 5)
addresses this challenge by learning a model of probabilistic NNs and by separat-
ing and accurately estimating the aleatoric and epistemic uncertainties that arise in
the context of model learning. Another avenue that opened up recently is to use
highly parallelizable GPU-based simulators such as ISAAC GYM (Makoviychuk et
al., 2021) for planning. Some other shortcoming of iCEM is its finite planning hori-
zon. This can be especially problematic in sparse-reward tasks or high-frequency
control. Terminal value functions are one option to transform the finite-horizon
planning problem into an infinite-horizon planning problem (Silver, Schrittwieser,
et al., 2017; Lowrey et al., 2019). However, learning a good value function in contin-
uous state spaces and action spaces is a challenge on its own and typically requires
abundant data.

β = 0 (white noise) β = 1 (pink noise) β = 2 (red noise) β = 4
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FIGURE 6.5: Colored random noise. (A) Random walks with colored noise of differ-
ent temporal structures. (B) Power spectrum of colored random action sequences

for different β. See Fig. 4.2 in Ch. 4 for more details.

APEX One other major disadvantage of planning methods such as iCEM is that
they do all the heavy computation during runtime. NN policies, on the other hand,
are expensive to train but are cheap to query on any arbitrary state during runtime.
To combine the strength of planning methods and NN-based policies, the Adaptive
Policy EXtraction (APEX) agent discussed in Ch. 4 learns and runs an NN policy in
tandem with the iCEM planning method. In this setup, the iCEM planner takes the
role of the teacher and the NN policy the role of the student in an Imitation Learning
(IL) arrangement. In Sec. 4.5, it was empirically shown that a one-sided influence
from the teacher to the student might not be sufficient to learn a strong NN policy
from an inherently stochastic teacher like the iCEM planning method. One reason
for this could be that the policy class is not expressive enough to capture the multi-
modal output distribution of the teacher. In the student-teacher relationship found
in social learning, a good teacher constantly gathers feedback from the student to
adapt its teaching strategy. This work showed that such a mutual influence could
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also be beneficial in the discussed IL setting. In the case of the APEX agent, adap-
tive Guided Policy Search (GPS) is used to constrain the solution space of the iCEM
teacher such that it stays close to the behavior of the NN student policy the more
competent it gets. Constraining the planning method’s solution space helps con-
siderably in stabilizing the training of the NN policy by generating more consistent
training data that aligns with the solution already found by the student for the Be-
havioral Cloning (BC) objective. Moreover, the more tightly coupled teacher-student
relationship in the APEX agents even improves the solutions of the planning method
over time alongside the policy.

Even considering all the improvements added to APEX to make the policy learn-
ing more stable, BC-based IL methods have been proven to produce suboptimal
solutions (Stéphane Ross and Bagnell, 2010). One reason for this suboptimal perfor-
mance is the covariate shift between the teacher’s state visitation distribution and
the student’s state visitation distribution. Hence, methods such as Dataset Aggre-
gation (DAgger) (Stéphane Ross, G. Gordon, et al., 2011) were proposed to miti-
gate the covariate shift. However, these methods are also not entirely satisfying as
they require an extensive amount of data for relabeling and access to an expert who
can be queried for actions on arbitrary states. Recently, a new type of IL methods
emerged under the name of offline RL (Kumar et al., 2020; Z. Wang et al., 2020;
Yu et al., 2021). The idea in offline RL is to extract a policy from a fixed dataset of
agent-environment interactions without the possibility of collecting new data in the
environment. In contrast to BC, in offline RL actions are not just reproduced, but
RL methods are used to solve the sub-Markov Decision Process (MDP) induced by
the fixed dataset. This has several advantages. (1) If a state(-action) value function
is learned, the policy can be actively discouraged from taking actions not present in
the dataset (Kumar et al., 2020). (2) Offline RL is, in principle, able to learn from
multiple or stochastic behavioral policies as the RL loss takes care of choosing the
optimal action in each state. (3) While BC merely copies the expert, offline RL has
the chance to learn a better policy than the one that generated the data. When this
work was published, offline RL was not yet ready for off-the-shelf usage. But with
the progress made recently in offline RL, it would be an exciting future direction to
pair APEX with offline RL methods to extract even stronger policies from the iCEM
expert trajectories. Another way of combining the optimizer and the NN policy is to
use the policy to warmstart the optimization (Jetchev et al., 2013; S. W. Chen et al.,
2022) to reduce the runtime of the optimizer further if used for real-time control. But
also the opposite direction is possible by coupling RL methods with trajectory opti-
mization to learn an optimal long-term decision-making strategy (Mirchevska et al.,
2021).

RAZER Learning good predictive models is important to make real-world robotic
control feasible because not all aspects of the real world can be modeled with ana-
lytical equations. However, to act robustly in an inherently uncertain environment
such as the natural world, any autonomous agent also has to take the uncertainties in
the environment into account during planning. The RAZER agent presented in Ch. 5
learns a model of the environment that is later used for planning. In contrast to prior
work (M. Deisenroth et al., 2011; Chua et al., 2018), the Probabilitic Ensembles with Tra-
jectory Sampling and Uncertainty Separation (PETSUS) model inside the RAZER agent
can separate the two main sources of uncertainty that may arise in the domain of
learned models: aleatoric and epistemic uncertainties. While the former type of un-
certainty originates from the inherent noise in the system or any unobserved system
variables, the latter stems from a lack of enough or good training data. Empirical
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FIGURE 6.6: State-space coverage of an uncertainty-unaware planner and RAZER
for different values of wE. A larger weight of the epistemic cost wE encourages
RAZER to seek states for which no or only little training data exists. For more

details, see Fig. 5.6 in Ch. 5.

studies in developmental psychology suggest that infants seek new information by
actively exploring their environment (Begus et al., 2018) and through social interac-
tion (Bazhydai et al., 2020). In Machine Learning (ML), corresponding information-
seeking exploration approaches are studied under the name of active learning (Set-
tles, 2010). The RAZER agent implements active learning by seeking states with high
epistemic uncertainty, i.e., states that maximize the information gain to improve the
model predictions and uncertainty estimates. Figure 6.6 shows the state-space cover-
age of an uncertainty-unaware planner (red) during the active learning phase versus
the state-space coverage of RAZER (green). The uncertainty-unaware planner does
not have direct access to the model uncertainties and therefore explores the state
space only in the vicinity of its solution to the externally provided task. RAZER, on
the other hand, has direct access to the epistemic uncertainty estimates of the model
and uses this information to maximize the information gain during exploration.

RAZER wE = 0.0

(A) Trajectories.
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FIGURE 6.7: Planning in NOISY FETCH PICK&PLACE. (A) The uncertainty-aware
planner RAZER first pushes the cube out of the noisy region before it lifts the
cube to its target location (green). The uncertainty-unaware baseline transports the
cube along a straight line between the initial and target position (red), (B) resulting
in a much higher dropping rate of the uncertainty-unaware planner compared to

RAZER. See Fig. 5.9 in Ch. 5 for more details.
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Once a good model of the noisy dynamics is learned, the solutions of the uncertainty-
aware planner RAZER can be actively shaped in goal-directed behavior, as shown
by Fig. 6.7. In NOISY FETCH PICK&PLACE, the agent controls a fetch robot with the
task of transporting a cube from its initial position on a table to a target position in
the air. If the robot’s end-effector is right (from the perspective of the robot) from
the cyan colored line in Fig. 6.7A, action noise is applied to the robot such that the
gripper opens and closes randomly. An uncertainty-unaware planner might take the
direct path from the cube’s initial position to the target location (red trajectories in
Fig. 6.7A), resulting in a high dropping rate as shown in Fig. 6.7B. The uncertainty-
aware planner RAZER, however, adopts a much safer behavior by first pushing the
cube along the table’s surface and lifting the cube only if it is right from the cyan-
colored line where no action noise is applied (green trajectories in Fig. 6.7A). Conse-
quently, the dropping rate of the RAZER agent is much lower even for high levels of
action noise.

What makes the design of RAZER unique is that the method is very general as
it is learned in an entirely data-driven and end-to-end fashion. Hence, RAZER can
be applied to any system without incorporating much prior knowledge. This is in
stark contrast to other methods. In system identification, for instance, the analyti-
cal equations governing the state evolution are known and only the system-specific
constants are learned from data.

The access to the uncertainty measures of the model’s predictions could also help
close the sim-to-real gap, for instance, by learning a notion of uncertainty in simula-
tion to act more carefully in parts of the state space of the real world that have high
uncertainties. In that way, the robot’s dangerous and tedious exploration phase can
be done entirely offline and in the safe space of the simulation. During deployment
on the real system, the model learned in simulation can then be used for robust
planning and control. However, the uncertainties learned in simulation need to be
calibrated with respect to the uncertainties incurred in the real system, which is still
an unsolved problem.
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The works presented in this thesis discuss nature-inspired inductive biases in Hi-
erarchical Reinforcement Learning (HRL), model-based planning, and model learn-
ing for robotic control. The first project relied heavily on human-designed biases.
First, in the form of specific architectural choices that can be adapted to an envi-
ronment from just a few training examples. Second, in the form of design choices
regarding the agent’s intrinsic motivation that help to structure the exploration in
sparse-interaction environments with compositional object-manipulation tasks. Yet,
robots might have very different demands, perceive and interact differently with the
world, and solve other tasks than humans. Consequently, removing the human de-
signer from the equation and letting data-driven approaches find suitable inductive
biases for robotic systems would be desirable. This idea is not new. In the field of
meta-learning (Duan et al., 2016; Finn et al., 2017), policies are learned such that they
can be adapted to new environments with just a few gradient steps. In neural archi-
tecture search (Negrinho et al., 2017; J. X. Wang et al., 2017; Zoph et al., 2017), the
architecture of Neural Networks (NNs) and the learning algorithms are optimized
directly by data-driven approaches. Entire programs can be synthesized (Balog et
al., 2017), for instance, to create sketches of various geometrical shapes (Ganin et al.,
2018). In robotics, it would be of great interest to deploy these meta-learning tech-
niques in the constrained optimization spaces of physical systems to find the proper
priors for autonomous robotic systems. A closely related research field is continual
or lifelong learning (Z. Chen et al., 2018). The idea of life-long learning is that a robot
is exposed to a continuous stream of sensorimotor information. In the natural world,
some of this information shares some similarities between tasks, while other infor-
mation is unique for a specific task. Thus, learning a new task should not always
start from zero but instead should be embedded into all the previous experience and
the already existing competencies of the robot. Combined with the ideas from meta-
learning, an interesting future research direction is to identify and learn common in-
ductive biases that are transferable between different robots and tasks and inductive
biases that are robot or even task-specific. This repertoire of inductive biases might
serve as a prior to accelerate the development of more efficient and self-organized
learning robots. Consequently, the remaining works discussed in this thesis look
into more data-driven approaches that are applicable to a broader range of problem
domains. Especially model-based approaches have the potential to be used inside
architectures that implement life-long learning as they provide a straightforward
way of continuously incorporating new information to update the inner beliefs of
the agent about the world. However, to make model-based approaches truly apt for
real-world robotic control, one essential ingredient seems to be still missing: Model
architectures that incorporate the necessary biases to effectively model agent-object
and object-object interactions commonly found in the real world and that allow for
causal reasoning. Similar to how the inductive biases in Convolutional Neural Net-
works (CNNs) lead to a paradigm shift from hand-designed solutions to data-driven
solutions in natural image processing and how transformers did the same in the do-
main of natural language processing.
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A
SUPPLEMENTARY BACKGROUND

A.1 Contraction Mapping

Theorem A.1.1. There exists a γ ∈ [0, 1) such that for any two value functions v1(s) and
v2(s) the Bellman operator T π is a γ-contraction mapping under the sup-norm ∥ f (x)∥∞ =
supx∈X | f (x)|:

∥T πv1 − T πv2∥∞ ≤ γ∥v1 − v2∥∞ (A.1)

Proof.

∥T πv1 − T πv2∥∞ = ∥R(s, a) + γ
∫
S

Pπ
ss′v1(s′) ds′

− R(s, a) + γ
∫
S

Pπ
ss′v2(s′) ds′∥∞

= γ sup
s′∈S
|
∫
S

Pπ
ss′v1(s′) ds′ −

∫
S

Pπ
ss′v2(s′) ds′|

= γ sup
s′
|
∫
S

Pπ
ss′v1(s′)− v2(s′) ds′| (A.2)

Since 0 ≤ Pπ
ss′ ≤ 1 it follows

∥T πv1 − T πv2∥∞ = γ sup
s′

∫
S

Pπ
ss′ |v1(s′)− v2(s′)| ds′ (A.3)

From Jensen’s inequality (Jensen, 1906) it follows:

∥T πv1 − T πv2∥∞ ≤ γ
∫
S

Pπ
ss′ sup

s′
|v1(s′)− v2(s′)| ds′

= γ
∫
S

Pπ
ss′ ds′ sup

s′
|v1(s′)− v2(s′)|

≤ γ sup
s′
|v1(s′)− v2(s′)|

= γ∥v1(s′)− v2(s′)∥∞ (A.4)
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A.2 Proof of the Policy Gradient

Theorem A.2.1 (Policy Gradient Theorem). For any differentiable policy πθ and the ob-
jective function defined in Eq. 2.26, the policy gradient is proportional to:

∇θ J(θ) ∝
∫
S

ρπ(s)
∫
A

Qπ(s, a)∇θπ(a | s; θ) ds da

=
∫
S

ρπ(s)
∫
A

Qπ(s, a)π(a | s; θ)∇θ log π(a | s; θ) ds da

= Es∼ρ, a∼π [Qπ(s, a)∇θ log π(a | s; θ)] (A.5)

with log π(a | s; θ) being the gradient of the log-likelihood or Score function.

Proof. We start the proof of the policy gradient theorem with

J(θ) =
∫
S0

p0(s0)Vπ(s0) ds0

=
∫
S0

p0(s0)
∫
A0

πθ(a0 | s0)Qπ(s0, a0) ds0 da0. (A.6)

By noting that the start-state distribution p0(s0) is independent of θ, it follows:

∇θ J(θ) = ∇θ

∫
S0

p0(s0)Vπ(s0) ds0

=
∫
S0

p0(s0)∇θVπ(s0) ds0

=
∫
S0

p0(s0)
∫
A0

∇θ (πθ(a0 | s0)Qπ(s0, a0)) ds0 da0

=
∫
S0

p0(s0)
∫
A0

∇θπθ(a0 | s0)Qπ(s0, a0) ds0 da0

+
∫
S0

p0(s0)
∫
A0

πθ(a0 | s0)∇θQπ(s0, a0) ds0 da0. (A.7)

Substituting Qπ with its respective Bellman equation yields

∇θ J(θ) =
∫
S0

p0(s0)
∫
A0

∇θπθ(a0 | s0)Qπ(s0, a0) ds0 da0

+
∫
S0

p0(s0)
∫
A0

πθ(a0 | s0)

· ∇θ

(∫
S

p(s1 | s0, a0) (R + γ ·Vπ(s1))

)
ds0 da0 ds1. (A.8)

With R being independent of θ, we can remove it from the equation and interchange
the gradient operation with the integration:

∇θ J(θ) =
∫
S0

p0(s0)
∫
A0

∇θπθ(a0 | s0)Qπ(s0, a0) ds0 da0

+
∫
S0

p0(s0)
∫
A0

πθ(a0 | s0)
∫
S

p(s1 | s0, a0) · γ

· ∇θVπ(s1) ds0 da0 ds1. (A.9)
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By reordering the integrals, it follows:

∇θ J(θ) =
∫
S0

p0(s0)
∫
A0

∇θπθ(a0 | s0)Qπ(s0, a0) ds0 da0

+
∫
S

∫
S0

γ · p0(s0)
∫
A0

πθ(a0 | s0)p(s1 | s0, a0)

· ∇θVπ(s1) ds1 ds0 da0. (A.10)

Using
∫
A π(S, a; θ)p(S′ | S, a) = p(S→ S′, 1, π) yields:

∇θ J(θ) =
∫
S0

p0(s0)
∫
A0

∇θπθ(a0 | s0)Qπ(s0, a0) ds0 da0

+
∫
S

∫
S0

γ · p0(s0) · p(s0 → s1, 1, π)

· ∇θVπ(s1) ds1 ds0 da0. (A.11)

Notice that at this point, we can recursively substitute Eq. A.7 into Eq. A.11 and get:

∇θ J(θ) =
∞

∑
t=0

∫
S

∫
S0

γt · p0(s0) · p(s0 → s, t, π)

·
∫
A
∇θπθ(a | s)Qπ(s, a) ds ds0 da

=
∫
S

ρπ(s)
∫
A
∇θπθ(a | s)Qπ(s, a) ds da. (A.12)

Finally, we can use ∇x log f (x) = ∇x f (x)/ f (x) (also known as the log trick) and
write Eq. A.12 as an expectation:

∇θ J(θ) =
∫
S

ρπ(s)
∫
A

πθ(a | s)∇θ log πθ(a | s)Qπ(s, a) ds da

= Es∼ρ,a∼π [Qπ(St, a)∇θ log πθ(a | St)] . (A.13)
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B
RELATIONAL RL

B.1 Algorithm

Algorithm 1: CWYC

1 for episode in episodes do
2 sample final task T ⋆ ∼ T
3 sample final goal gT

⋆
from environment

4 compute task chain κ using (B)k, l starting from T ⋆ ; // κ contains

list task indices

5 i = 1
6 while t < Tmax and no success in T ⋆ do
7 T ′ = Tκ[i]

8 if T ′ ̸= T ⋆ then
9 sample goal gT

′
from Gκ[i],κ[i+1] ; // Eq. 3.18

10 try to reach gT
′

with policy πT
′

11 if succT
′

then
12 i = i + 1 ; // next task in task chain

13 store episode in history buffer
14 calculate statistics based on history
15 train policies for each task
16 train task scheduler ; // Sec. 3.2.3

17 train task planner ; // Sec. 3.2.4

18 train goal proposal networks ; // Sec. 3.2.5
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B.2 Training Details and Parameters

TABLE B.1: WAREHOUSE

(A) Training.

Parameter Value

# parallel rollout worker 5

(B) Environment.

Parameter Value

arena size 20× 20
Tmax 1600
δ 1.0

(C) SAC.

Parameter Value

lr 3× 10−4

batch size 64
policy type gaussian
discount 0.99
reward scale 5
target update interval 1
tau (soft update) 5× 10−3

action prior uniform
reg 1× 10−3

layer size (π, q, v) 256
# layers (π, q, v) 2
# train iterations 200
buffer size 1× 106

(D) Forward Model.

Parameter Value

lr 10−4

batch size 64
input (ot−1, ut−1)
confidence interval 5
network type MLP
layer size 100
θ 5
# layers 9
# train iterations 100

(E) Task Scheduler.

Parameter Value

βT 10−1

lr 10−1

random_eps 0.05
surprise history weighting 0.99

(F) Task Planner.

Parameter Value

βB 10−3

avg. window size 100
surprise history weighting 0.99
sampling_eps 0.05

(G) Goal Proposal Network.

Parameter Value

lr 10−4

batch size 64
L1 reg. 0.0
L2 reg. 0.0
γ init 1.0
γ trainable True
# train iterations 100
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TABLE B.2: FETCH PICK&PLACE TOOLUSE

(A) Training.

Parameter Value

# parallel rollout workers 5

(B) Environment.

Parameter Value

Tmax 150
δ 0.05

(C) DDPG+HER.

Parameter Value

Q_lr 10−3

pi_lr 10−3

batch size 256
polyak 0.95
layer size (π, q) 256
# layers (π, q) 3
# train iterations 80
buffer size 1× 106

action_l2 1.0
relative goals false
replay strategy future
replay_k 4
random_eps 0.3
noise_eps 0.2

(D) Forward Model.

Parameter Value

lr 10−4

batch size 64
input (ot−1, ut−1)
confidence interval 3
network type MLP
layer size 100
θ 3
# layers 9
# train iterations 100

(E) Task Scheduler.

Parameter Value

βT 10−1

lr 10−1

random_eps 0.05
surprise history weighting 0.99

(F) Task Planner.

Parameter Value

βB 10−3

avg. window size 100
surprise history weighting 0.99
sampling_eps 0.05

(G) Goal Proposal Network.

Parameter Value

lr 10−4

batch size 64
L1 reg. 0.0
L2 reg. 0.0
γ init 1.0
γ trainable True
# train iterations 30
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C
PLANNING AND CONTROL

C.1 Fast Sample-Based Trajectory Optimization

C.1.1 Algorithm

Algorithm 2: Proposed iCEM algorithm. Color brown is iCEM and blue is
CEMMPC and iCEM.
1 Parameters:
2 N: number of samples; h: planning horizon; d: action dimension; K: size

of elite-set; β: colored-noise exponent
3 CEM-iterations: number of iterations; γ: reduction factor of samples; σinit:

noise strength
4 for t = 0 to T−1 ; // loop over episode length
5 do
6 if t == 0 then
7 µ0 ← constant vector in Rd×h

8 else
9 µt ← shifted µt−1 (and repeat last time-step); // see Eq. 4.10

10 σt ← constant vector in Rd×h with values σinit
11 for i = 0 to CEM-iterations−1 do
12 Ni ←max(N · γ−i, 2 · K)
13 samples← N samples from N (µt, diag(σ2

t )) ; // only CEM & CEMMPC

14 samples← Ni samples from clip(µt + Cβ(d, h)⊙ σ2
t ) ; // only iCEM, see

Eq. 4.2
15 if i == 0 then
16 add fraction of shifted elite-sett−1 to samples
17 else
18 add fraction of elite-sett to samples

19 if i == last-iter then
20 add mean to samples

21 costs← cost function f (x) for x in samples
22 elite-sett ← best K samples according to costs
23 µt, σt ← fit Gaussian distribution to elite-sett with momentum

24 execute action in first µt ; // only CEM and CEMMPC

25 execute first action of best elite sequence ; // only iCEM
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C.1.2 Implementation Details and Parameters

TABLE C.1: Fixed Hyperparameters used for all experiments.

# elites initial std. momentum decay fraction reused elites
K σinit α γ ξ

iCEM 10 0.5 0.1 1.25 0.3
CEM 10 0.5 – 1.0 0

TABLE C.2: Env-dependent Hyperparameter choices.

iCEM/CEM with ground truth

horizon h 30

colored-noise exponent β 0.25 HALFCHEETAH RUNNING

2.0 HUMANOID STANDUP

2.5 DOOR

3.0 FETCH PICK&PLACE

3.5 RELOCATE

TABLE C.3: Environment settings.

iCEM/CEM with ground truth

Episode length 1000 HALFCHEETAH RUNNING

1000 HUMANOID STANDUP

200 DOOR

50 FETCH PICK&PLACE

200 RELOCATE
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C.2 Neural Network Policy Extraction

C.2.1 Algorithm

Algorithm 3: Adaptive Policy EXtraction procedure (APEX)
Input: iCEMπ ; πθ : policy network; n: # rollouts per iteration
1 init θ randomly;
2 D ← ∅;
3 i← 1
4 while not converged do
5 f (a, s)← Jt(a, st) + λ1DKL(πθ ||a) + λ2∥a∥; // see Eq. 4.4, Eq. 4.5, and Eq. 4.6
6 τCEM ← n Rollout with iCEMπ( f (a, s), πθ); // τ is the resulting trajectory
7 add τCEM to D
8 θ← train policy πθ on D
9 τπ ← Rollout with πθ

10 τDAgger ← relabel actions in τπ with iCEMπ( f (a, s), πθ) ; // DAgger
11 add τDAgger to D
12 θ← train policy πθ on D
13 i← i + 1 ; // one APEX iteration

14 return πθ



140 Appendix C. Planning and Control

C.2.2 Implementation Details and Parameters

TABLE C.4: Expert settings for the considered methods.

# elites Initial std. Momentum Decay Fraction reused Guidance scaling Horizon
K σinit α γ elites ζ constant c h

iCEM 10 0.5 0.1 1.25 0.3 − 30
iCEMπ 10 0.5 0.1 1.25 0.3 − 30
APEX 10 0.5 0.1 1.25 0.3 0.025 30

Warm Add Policy # rollouts per
Start Sample iteration n

iCEM False False −
iCEMπ/ True True 1 (HALFCHEETAH RUNNING, HUMANOID STANDUP)
APEX 10 (DOOR), 25 (FETCH PICK&PLACE)

TABLE C.5: Policy settings for iCEMπ and APEX.

# layers Size Activation fn l1 reg. l2 reg. Optimizer Learning rate

3 128 ReLu 1e-6 1e-5 Adam 5e-4

Batch size Iterations # latest rollouts used for training

1024 1000 50 (HALFCHEETAH RUNNING), 100 (HUMANOID STANDUP)
150 · 25 (FETCH PICK&PLACE), 100 · 10 (DOOR)
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D
RISK AVERSE CONTROL

D.1 Algorithm

Algorithm 4: RAZER: Risk-aware and safe CEM-MPC

1 Parameters:
2 N: number of samples; B: Number of particles, H: planning horizon; wA,

wE, wS CEM-iterations
3 for t = 1 to T ; // loop over episode length

4 do
5 for i = 1 to CEM-iterations do
6 (samplesp)

P
p=1 ← N samples from CEM(µi

t, Σi
t), with P particles per

sample
7 c, cA, cE, cS← compute cost functions over particles
8 ctot = c + cA + cE + cS ; // compute total cost

9 elite-sett ← best K samples according to total cost
10 µi+1

t , Σi+1
t ← fit Gaussian distribution to elite-sett

11 execute first action of best elite sequence
12 shift-initialize µ1

t+1



142 Appendix D. Risk Averse Control

D.2 Implementation Details

D.2.1 Model Learning

TABLE D.1: Model parameters for THREE BRIDGES.

(A) Ensemble parameters.

Parameter Value

num_layers 6
size 400
activation silu
ensemble_size (n) 5
output_activation None
l1_reg 0
weight_initializer truncated_normal
bias_initializer 0
use_spectral_normalization False

(B) Stochastic NN parameters.

Parameter Value

var_clipping_low −10.0
var_clipping_high 4
state_dependent_var True
regularize_automatic_var_scaling False

(C) Remaining parameters.

Parameter Value

lr 0.002
grad_norm 2.0
batch_size 512
weight_decay 1e−5

use_input_normalization True
use_output_normalization False
epochs 25
predict_deltas True
train_epochs_only_with_latest_data False
iterations 0
optimizer Adam
propagation_method TS1
sampling_method sample

The predicted log variance is bounded by applying (as in Chua et al., 2018, A.1)

logvar = max_logvar - softplus(max_logvar - logvar)

logvar = min_logvar + softplus(logvar - min_logvar)

to the output of the network that predicts the log variance, logvar. In principle,
it would be possible to differentiate through this bound to automatically adjust the
bounds max_logvar and min_logvar. However, this can lead to instabilities during
training. Hence, these parameters are fixed during training.

The predictive model is trained by alternating between two phases: data collec-
tion and model fitting. In THREE BRIDGES, 5 rollouts are collected of length 80 steps
and appended to the previous rollouts. Afterwards, the model gets fit to the data for
25 epochs. For NOISY HALFCHEETAH, 1 rollout is collected and the model is fit for
50 epochs. For NOISY FETCH PICK&PLACE and SOLO8 LEANOVEROBJECT the f̂ in
Fig. 5.1 is replaced by independent instances of noisy ground truth simulators.

D.2.2 Controller Parameters

The parameters used in the controller can be found in Table D.3 and D.4.
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TABLE D.2: Model parameters (only differences wrt D.1 are shown) for NOISY
HALFCHEETAH environment.

(A) Ensemble parameters.

Parameter Value

num_layers 4
size 200

(B) Stochastic NN parameters.

Parameter Value

var_clipping_low −6.0
state_dependent_var True

(C) Remaining parameters.

Parameter Value

lr 0.0002
grad_norm None
batch_size 256
weight_decay 3e−5

epochs 50

D.2.3 Timings

While the code is not tuned for speed specifically, table D.6 provides some tim-
ings for a single step in the environment (hyper-parameters are set as specified in
Suppl. D.2.1 and Suppl. D.2.2, with num_simulated_trajectories = 128 and op_iterations
= 3).
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TABLE D.3: Controller parameters in THREE BRIDGES.

(A) Action sampler parameters.

Parameter Value

alpha 0.1
colored_noise true
elite_size 10
execute_best_elite true
finetune_first_action false
fraction_elites_reused 0.3
init_std 0.5
keep_previous_elites true
noise_beta 2.0
opt_iterations 3
relative_init true
shift_elites_over_time true
use_mean_actions true

(B) Remaining parameters.

Parameter Value

cost_along_trajectory sum
delta 0.0
factor_decrease_num 1
horizon 30
num_simulated_trajectories 128

TABLE D.4: Controller parameters in NOISY HALFCHEETAH (only difference w.r.t.
D.3 are shown).

(A) Action sampler parameters.

Parameter Value

noise_beta 0.25
opt_iterations 4

(B) Remaining parameters.

Parameter Value

num_simulated_trajectories 120

TABLE D.5: Controller parameters in SOLO8 LEANOVEROBJECT (only difference
w.r.t. D.3 are shown).

Action sampler parameters

Parameter Value

init_std 0.3
noise_beta 3.0

TABLE D.6: Timings per one environment step in ms. We measured the timings on
a system with 1 GeForce GTX 1050 Ti, an Intel Core i7-6800K and 31GB of memory.

Environment Timing [ms]

THREE BRIDGES 0.25
NOISY HALFCHEETAH 0.14
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