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a b s t r a c t

We consider a model for the flow of a mixture of two viscous and incompressible fluids in a two or three
dimensional channel-like domain. The model consists of the Navier–Stokes equations governing the fluid
velocity coupled with a convective Cahn–Hilliard equation for the relative density of atoms of one of the
fluids. We prove the instability of certain stationary solutions for such a system endowed with periodic
boundary conditions on elongated domains (0, 2π/α0)× (0, 2π) or (0, 2π/α0)× (0, 2π)× (0, 2π/β0)
for a special class of periodic body forces, provided that α0 and β0 are small enough. As a consequence,
we deduce a lower bound for the Hausdorff dimension of the global attractor.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

It is well-known that the long-time behavior of solutions of
the two dimensional Navier–Stokes equation can be effectively de-
scribed in terms of the (finite-dimensional) global attractor of the
associated semigroup (see [1] and references therein). Moreover,
the related turbulence issues for single-phase flows have been ana-
lyzed inmany fundamental works (see [2–7] and their references).
These aspects are even more challenging when binary fluid mix-
tures are considered (cf., e.g., [8]). Tomodel their behavior awidely
used approach is based on the so-called diffuse-interface method
(see, for instance, [9–11]). This method consists in introducing
an order parameter, accounting for the presence of two species,
whose dynamics interacts with the fluid’s velocity. For incom-
pressible fluids awell-knownmodel, known as Cahn–Hilliard fluid,
consists of the classical Navier–Stokes equations suitably cou-
pled with a convective Cahn–Hilliard equation, i.e., the so-called
‘‘Model H’’ (see [12,13], cf. also [14–17] and references therein).
Of particular interest is the behavior of such mixtures under shear
flow (see [18,19]). This is a two-stage evolution of a two-phase
mixture: a phase separation stage in which some macroscopic
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pattern appears, then a shear stage in which these patterns or-
ganize themselves into parallel layers (see, e.g., [16] for experi-
mental snapshots). When the two fluids have the same constant
density (see [12], cf. also [18,14]), the temperature differences are
negligible and the diffusive interface between the two phases has
a small but non-zero thickness, the resulting model is a system of
equationswhere an incompressibleNavier–Stokes equation for the
velocity field u = (u1, . . . , uN) ,N = 2, 3, is coupled with a con-
vective Cahn–Hilliard equation for the order parameter φ which
represents the relative density of one species of atoms. More pre-
cisely, the system reads as follows:

∂tu + u · ∇u − ν1u + ∇p = −Kdiv (∇φ ⊗ ∇φ)+ h, (1.1)
div u = 0, (1.2)
∂tφ + u · ∇φ − ϱ01µ = 0, (1.3)

µ = −ε1φ +
1
ε
f (φ) , (1.4)

inΩ×(0,+∞), where∇φ⊗∇φ denotes theN×N matrix whose
(i, j)-entry is given by ∂iφ · ∂jφ for 1 ≤ i, j ≤ N . Here the density
has been set equal to one and ν, ϱ0 and K are positive constants
that correspond to the kinematic viscosity of fluid,mobility ofmix-
ture and a capillarity (stress) coefficient, respectively. Moreover, h
is an external force, ε is a positive parameter describing the inter-
actions between the two phases and is related to the thickness of
the interface separating the two fluids, and f is the derivative of a
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suitable potential F . A typical example of F is the so-called loga-
rithmic potential (see [20])

F(s) = γ1

1 − s2


+ γ2 ((1 + s) log (1 + s)

+ (1 − s) log (1 − s)) , γ1, γ2 > 0.

However, this potential is very often replaced by a smooth poly-
nomial approximation (typically a fourth-order degree polynomial
with positive leading coefficient).

This kind of system was analyzed numerically in a number of
papers under different boundary conditions (see, e.g., [21–27]).
Taking K = ε, the singular limit as ε tends to 0 of systems
(1.1)–(1.4) endowed with initial and suitable boundary conditions
(with h = 0) was identified in [28, Appendix A]. The resulting
limit is a sharp interface model which combines the classical
Navier–Stokes sharp interface model and a Mullins–Sekerka type
problem (see [28] and references therein). Qualitative aspects like
well-posedness were first analyzed in [29] with Ω = R2. Then, a
more general analysis was performed in [30] (see also [31,32]) by
assuming degenerate mobility, concentration dependent viscosity
and considering either smooth or logarithmic potentials. The
case of singular potential, viscosity depending on φ and constant
mobility was carefully analyzed in [33] and, in particular, the
convergence to single stationary solutions in absence of external
forces was established (see also [34]). It is also worth mentioning
that non-Newtonian fluids were considered in [35] (see also [36])
and compressible two-phase fluids were recently studied in [37].
The dynamical system approach was used in [38] to establish
the existence of a global attractor for singular potentials (e.g.,
logarithmic-like). In [39] a more thorough analysis was carried out
in the case N = 2 for smooth potentials. Besides the existence
of a (smooth) global attractor and an exponential attractor, an
upper bound on the fractal dimension of the global attractor was
obtained. The three dimensional case was examined in [40] by
using the trajectory approach (see [41]) for a general class of time-
dependent external forces.

Here we want to obtain a lower bound on the Hausdorff di-
mension of the global attractor in the case of periodic boundary
conditions by estimating from below the dimension of a suitable
unstable manifold. More precisely, we assume that Ω is either
(0, 2πL/α0)× (0, 2πL) or (0, 2πL/α0)× (0, 2πL)× (0, 2πL/β0),
where L > 0 and α0, β0 ∈ (0, 1]. The numbers α0, β0 are small
non-dimensional parameters so thatΩ can be thought as an elon-
gated channel in either the direction of x1 or of x1 and x3. Then pe-
riodicity conditions are imposed onφ, p and u, that is (cf., e.g., [42])

u, p, φ areΩ-periodic. (1.5)

System (1.1)–(1.5) is also subject to the initial conditions

u|t=0 = u0, φ|t=0 = φ0, inΩ. (1.6)

Note that conditions (1.5) imply the conservation of mass

⟨φ(t)⟩ = ⟨φ (0)⟩ , ∀t ≥ 0, (1.7)

where ⟨v(t)⟩ =
1

|Ω|


Ω
v (x, t) dx, |Ω| is the Lebesgue measure

ofΩ .
As we mentioned, an upper estimate on the Hausdorff and

fractal dimensions of the global attractor for system (1.1)–(1.6)
in 2D (with no-slip boundary conditions for u and zero-flux
conditions for φ) was obtained in [39] by means of a volume-
contraction argument. It is not difficult to realize that all the results
proven in [39] and, in particular, [39, Theorem 4.5] can be easily
adapted to the present case of periodic boundary conditions (1.5)
(see, for instance, Section 2).

Lower bounds on the dimension of the global attractor are
usually based on the observation that the unstable manifold of
any equilibrium of the system is always contained in the global
attractor (see [43], cf. also [44–50]). This method works very easily

for systems possessing a global Lyapunov function. Indeed, in the
absence of nongradient external forces (i.e., h ≡ 0), system (1.1)–
(1.6) is gradient-like (see [39, Section 5]) and the nontransient
dynamics essentially reduces to the one associated with the
Cahn–Hilliard equation. Thus, a lower bound on the dimension
of the attractor can be found by analyzing the dimension of an
unstable manifold associated with a constant equilibrium (0,M).
More precisely, in 2D, when (1.1)–(1.5) is a gradient system on
a suitable phase space (see below) with a global attractor A, the
following bound holds

dim
F

A ≥ dim
H

A ≥
cf
ε2

|Ω| − 1, (1.8)

for some positive constant cf , depending only on f , and where
dimH and dimF denote the Hausdorff and the fractal dimension,
respectively. However, when h is a nonvanishing nongradient
force, the system may exhibit a very complicated (e.g., chaotic)
dynamical behavior as it happens with single fluids (see, for
instance, [51] and references therein). In this case we need to
estimate the dimension N+ (u∗, φ∗) of the unstable manifold of a
stationary solution (u∗, φ∗) of (1.1)–(1.5) which is less trivial than
before.

The aimof the present paper is to obtain an estimate frombelow
ofN+ (u∗, φ∗) for a special class of periodic external forces hwhich
includes the so-called Kolmogorov problem (see, for instance, [52]
and its references). As a consequence, we find a lower bound on
the dimension of the global attractor A for (1.1)–(1.6) (whenever
it exists), depending explicitly on the physical parameters ν, ε, α0
and β0. The paper is organized as follows. In Section 2, we provide
a lower bound for the dimension of the attractor in the case
of two dimensional two-phase flows, while Section 3 contains a
conditional result concerning the three dimensional case.

2. The two dimensional case

In the two dimensional case, problem (1.1)–(1.6) generates a
dynamical system in a suitable phase–space. Thenwe can state the
existence of the global attractor. We can follow [39] closely since
no-slip boundary conditions for u and zero-flux conditions for φ
were considered there.

Let Ω = (0, 2πL/α0) × (0, 2πL) , L > 0 being a characteristic
macroscopic length and α0 > 0 a given parameter. Suppose that
F is a double-well potential of polynomial type (see [39] for more
general assumptions).

Let us set (see, e.g., [42])

D =

v ∈ (C∞

per(Ω̄))
2

: ∇ · v = 0, ⟨v⟩ = 0

.

Then denote by Hs
per(Ω) the closure of D with respect to the (Hs)2-

norm, for each s ∈ R, where H0
= L2. We also indicate by

Hs
per(Ω), s ∈ R, the closure of C∞

per(Ω̄)with respect to theHs-norm.
From now on, for a generic Hilbert space X , the norms in L2per(X)
and Hs

per(X) will be indicated by ‖·‖ and ‖·‖Hs(X), for any s > 0,
respectively.

Arguing as in [22] (see also [39]), it is possible to prove

Theorem 2.1. Let h ∈ H−1
per(Ω). For any (u0, φ0) ∈ H0

per(Ω) ×

H1
per(Ω) there exists a unique pair (u, φ) ∈ C0([0,+∞); H0

per(Ω)×

H1
per(Ω)) such that

u ∈ L2loc([0,+∞); H1
per(Ω)), φ ∈ L2loc([0,+∞);H3

per(Ω)),

(2.1)

which is a (weak) solution to (1.1)–(1.7). Moreover, the solution
depends continuously on the initial data and on the external force in
a Lipschitz way.
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As a consequence, we can define a strongly continuous (non-
linear) semigroup S(t) acting on H0

per(Ω) × H1
per(Ω) by setting

(u(t), φ(t)) = S(t)(u0, φ0) for all t ≥ 0. Then, arguing as in
[39, Subsecs. 3.2, 3.3 and Sec. 4] and recalling (1.7), we can also
prove that

Theorem 2.2. Let h ∈ H0
per(Ω) and M ∈ R. Set

XM =

(v, ψ) ∈ H0

per(Ω)× H1
per(Ω) : ⟨ψ⟩ := M


. (2.2)

Then the dynamical system (XM , S(t)) has the global attractor AM
which is bounded in H2

per(Ω) × H4
per(Ω) and has finite fractal

dimension.

From now on, without loss of generality we suppose L = 1, ε ∈

(0, 1] and we assume that h (x1, x2) = (g (x2) , 0)with∫ 2π

0
g (x2) dx2 = 0. (2.3)

Then we consider a stationary solution of (1.1)–(1.5) of the form
(uS,M0), with p = 0, such that

f ′(M0) < 0, (2.4)

and uS = (U (x2) , 0), where U is the unique 2π-periodic solution
of the problem

−νU ′′
= g, in [0, 2π ] ,∫ 2π

0
U (x2) dx2 = 0.

(2.5)

Observe that, due to (2.5) 2, there exists a unique 2π-periodic
function θ with zero average such that θ ′′

= U . Also, it is worth
recalling that (2.4) means that M0 is an unstable state for the
Cahn–Hilliard equation (see [53]).We recall that the intervalwhere
f ′ < 0 is known as the spinodal region and only in this region the
whole process of phase separation sets in at all (see, e.g., [54,55]).

The following bound can be obtained for system (1.1)–(1.6).

Theorem 2.3. Let ε0 ∈ (0, 1] and choose M0 in the spinodal region
in such a way that

− 2f ′(M0) < ε20, (2.6)

that is, M0 is sufficiently close to the end points of the spinodal interval.
Suppose that ν and θ satisfy the inequalities:

ν2 < (2π)−1
θ ′

2
, (2.7)

‖θ ′′
‖ ‖θ‖ < −

π

ε0
f ′(M0)


ε20 + 2f ′(M0). (2.8)

Then, there exist positive constants d0 depending on ν, g and d1
depending on g, ε0 such that, if 0 < α0 ≤ min{d0, d1}, then

N+ (uS,M0) ≥
d0d1
α2
0

− 1. (2.9)

In particular, for any given ε ∈ [ε0, 1], the global attractor AM0 that
describes the long-time behavior of (1.1)–(1.6) has a Hausdorff and
fractal dimensions that satisfy the following bounds

dim
F

AM0 ≥ dim
H

AM0 ≥
d0d1
α2
0

− 1. (2.10)

It is well-known (cf., e.g., [43,45]) that, if ν satisfies (2.7),
the Hausdorff dimension of the global attractor ANS , of the
two dimensional Navier–Stokes equation, satisfies the following
bound:

dim
H

ANS
≥
δ0

α0
− 1, (2.11)

for some positive constant δ0 that depends only on ν and g . The
lower bound (2.11) was first given in [44] by keeping the viscosity
and the density of volume forces fixed and letting α0 → 0+. The
authors used a specific volume force g for which simple stationary
solutions (also known as Kolmogorov solutions) can be found.
Furthermore, the dependence of the dimension of the attractor
with respect to the shape factor α0 of the domain was investigated
in details in [50]. There, an upper bound for the dimension of ANS

in 2D is derived and this bound fully agrees with (2.11). In other
words, there holds

C0

α0
. dim

H
ANS .

C1

α0
, (2.12)

which shows that (2.12) is sharp when the other physical parame-
ters are fixed and the dimension ofANS depends only on α0 → 0+.
The constants C0 and C1 depend on the viscosity and density of
the volume forces but not on the shape ratio α0. Partial results
of the same nature are also obtained for the three dimensional
Navier–Stokes equation (see [45,50]).

It was conjectured in [39] that two-phase flows exhibit more
complex flow behavior than single-phase fluids. Estimate (2.9) is a
first step towards proving that the coupling of the Navier–Stokes
equation with a convective Cahn–Hilliard equation may give rise
to additional instabilities to the full system (1.1)–(1.6) and, thus,
to novel and evenmore complex flow behavior. However, this does
not seem so straightforward. Indeed, upper bounds for the dimen-
sion of the attractor AM0 of the 2D Navier–Stokes–Cahn–Hilliard
equation were obtained in [39] under more general assumptions
on the potentials F . In particular, assuming that F ∈ C3 (R) is such
that

lim inf
|s|→∞

F ′′(s) > 0;
F ′′′(s)

 ≤ CF

1 + |s|m


, ∀s ∈ R,

for some CF > 0 and m ≥ 0, we deduced the following upper
bound for AM0 , as a function of α0 only:

dim
H

AM0 ≤ dim
F

AM0 .
C2

α
γ

0
. (2.13)

Here γ = γ (m) > 2, for m ≥ 0, depends only on m and the posi-
tive constant C2 depends on ν, ε,K and h. Therefore, there seems
to be a discrepancy between (2.10) and (2.13) for the global attrac-
tor AM0 of system (1.1)–(1.6). We believe that our lower bound es-
timate (2.10) cannot be improved using, for instance, Kolmogorov
flows as base solutions. Therefore this poses the question about
how sharp are our estimates, both fromabove and below. To bridge
the gap between lower and upper estimates (as in [50] for single
fluids), we should possibly consider stationary flows other than
Kolmogorov ones and/or to improve the upper bound (2.13). These
issues will be the subject of future investigations.

Proof. Let ε ∈ [ε0, 1] and consider Eq. (1.1) linearized around
(uS,M0)with p = 0, that is,

∂tu1 + U∂x1u1 + u2∂x2U + ∂x1p = ν1u1, (2.14)

∂tu2 + U∂x1u2 + ∂x2p = ν1u2, (2.15)

∂x1u1 + ∂x2u2 = 0, (2.16)

∂tφ −∆


−ε1φ +

1
ε
f ′(M0)φ


+ U∂x1φ = 0. (2.17)

It is worth recalling that Eqs. (2.14)–(2.16) correspond exactly to
the linearized equations of the Navier–Stokes equations around
(U (x2) , 0) with U as above. We look for solutions of Eqs. (2.14)–
(2.17) which satisfy (1.5) and have the form

u1 (x1, x2, t) = ∂x2ϕ (x1, x2, t) ,
u2 (x1, x2, t) = −∂x1ϕ (x1, x2, t) ,

(2.18)
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where

ϕ (x1, x2, t) = ψ̃ (x2) eα0σ t+iα0x1 , (2.19)

and

φ (x1, x2, t) = ψ (x2) eελt+iα0x1 . (2.20)

Also, we take p (x1, x2, t) = p̃ (x2) eα0σ t+iα0x1 .
It follows that (2.14)–(2.17) reduce to the uncoupled system of

ordinary differential equations (Dm
= dm/dxm2 ):


D4

− 2α2
0D

2
+ α4

0


ψ̃ =

iα0

ν


(U − iσ)


D2

− α2
0


− U ′′


ψ̃,

D4
+ λ+ α4

0 − bεα2
0 + U

iα0

ε


ψ =


2α2

0 − bε

D2ψ,

(2.21)

where bε := −f ′(M0)/ε
2 > 0. The first equation of (2.21) is

well-known as the Orr–Sommerfeld equation. It is known (cf., e.g.,
[44,43] and their references) that, if ν is sufficiently small so that
(2.7) is satisfied, there exists d0 = d0 (ν, g) such that, if α0 ∈

(0, d0], there exists a family

ψ̃α0 , σα0


such that ‖ψ̃α0‖ = 1 and

Re σα0 > 0,
d

dα0
Re σα0 > 0. (2.22)

The corresponding solutions defined by (2.18) and (2.19) are thus
unstable.

Let us now focus our attention on Eq. (2.21) 2, subject to
periodic boundary conditions forψ , that is,ψ and its higher-order
derivatives up to the order three are 2π-periodic. For Eq. (2.21) 2
to have a solution, it is necessary that the integral of its left-hand
side vanishes, that is,
λ+ α4

0 − bεα2
0

 ∫ 2π

0
ψ (x2) dx2

+
iα0

ε

∫ 2π

0
U (x2) ψ (x2) dx2 = 0. (2.23)

Thus, it is convenient to require that ψ belongs to an affine space
orthogonal to constants, that is,∫ 2π

0
ψ (x2) dx2 = 2π i. (2.24)

Due to (2.24), from (2.23) we get the following expression for the
eigenvalue λ,

λ = −α4
0 + bεα2

0 −
α0

2πε

∫ 2π

0
U (x2) ψ (x2) dx2. (2.25)

When α0 = 0, then all non-constant 2π-periodic solutions of
(2.21) 2 (with (2.25)) satisfy

D4ψ + bεD2ψ = 0. (2.26)

Clearly, (2.26) has infinitely many solutions (other than constant
valued solutions) of the form

ψ (x2) = c1 cos


bεx2


+ c2 sin


bεx2

, c1, c2 ∈ R. (2.27)

We are looking for solutions of (2.26) such that ψ ∈ H4
per(0, 2π)

and ψ satisfies (2.24). However, on account of (2.6), we have that√
bε < 1. Thus any nonconstant function given by (2.27) is periodic

with fundamental period Tε = 2π/
√
bε , which is strictly greater

than 2π . Thus, the only solution ψ ∈ H4
per(0, 2π) satisfying (2.24)

is ψ (x2) = i.
Denote by A = D−4 the isomorphism of {ψ ∈ L2 (0, 2π) :

⟨ψ, 1⟩ = 0} into {ψ ∈ H4
per(0, 2π) : ⟨ψ, 1⟩ = 2π i}, defined

by D4 (Aψ) = ψ , such that ⟨Aψ, 1⟩ = 2π i. Observe that A also
extends to an isomorphism (still denoted byA)which is one-to-one
between the space V :=


ψ ∈ H2

per(0, 2π) : ⟨ψ, 1⟩ = 2π i

and

V ∗
:=


η ∈ H−2

per(0, 2π) : ⟨η, 1⟩ = 0

. Consequently, Eq. (2.21) 2

can be written as

ψ = ABε,λψ, Bε,λ : V → L2(0, 2π), (2.28)

where Bε,λ =


−λ− α4

0 + bεα2
0 − U iα0

ε


I +


2α2

0 − bε

D2 with

λ given by (2.25). The mapping ABε,λ : V → V is continuous and
analytic with respect to α0 (and ε). Recall that, by assumption (2.6)
we have 0 < bε < 1/2. On account of (2.23), Eq. (2.28) possesses a
unique solution (that is, a fixed point) if 0 < α0 ≤ α∗

0 is sufficiently
small. More precisely, there exists α∗

0 = α∗

0(ε0) > 0 such thatABε,λψ1
− ABε,λψ2


V

≤

2α2

0 + bε

+ ε−1

‖U‖α0
 ψ1

− ψ2

V

+
α0

2πε


U, ψ1ψ1

−

U, ψ2ψ2


≤

1
4

ψ1
− ψ2


V + bε

ψ1
− ψ2


V

<
3
4

ψ1
− ψ2


V ,

for all α0 ∈

0, α∗

0


and every ψ1, ψ2

∈ V , where V is endowed
with the H2

per(0, 2π)-norm. Let us now denote byψ = ψ (α0, ε) ∈

V the fixed point of (2.28). Since ψ(α0, ε) is an analytic function
with respect to α0, by the Cauchy–Riemann integral theorem, we
can representψ through an analytic power series expansionwhich
holds uniformly with respect to ε ∈ [ε0, 1] and α0 ∈


0, α∗

0


, that

is,

ψ(α0, ε) =

∞−
k=0

ψk(ε)α
k
0. (2.29)

Since ψ(α0, ε) ∈ V , from (2.29) it is readily seen that∫ 2π

0
ψ0 (x2) dx2 = 2π i,

∫ 2π

0
ψk (x2) dx2 = 0, k ≥ 1. (2.30)

Plugging (2.29) into (2.25), we obtain then

λ = λ(α0, ε) =

∞−
k=0

λk(ε)α
k
0, (2.31)

with the first three eigenvalues λk (ε) , k ∈ {0, 1, 2}, explicitly
given by

λ0(ε) = 0, λ1 (ε) = −
1

2πε

∫ 2π

0
U (x2) ψ0 (x2) dx2, (2.32)

λ2(ε) = bε −
1

2πε

∫ 2π

0
U (x2) ψ1 (x2) dx2. (2.33)

Substituting (2.29) and (2.31) into Eq. (2.21) 2, we obtain,
on account of (2.32), that ψ0 ∈ H4

per (0, 2π) must solve
D4

+ bεD2

ψ0 = 0. Thusψ0 must solve D2ψ0 +bεψ0 = C , where

the constant C is determined from the first condition of (2.30). We
get C = bεi. Hence ψ0 ∈ H2

per(0, 2π) solves

D2ψ0 + bεψ0 − bεi = 0. (2.34)

Arguing as for (2.26) (cf. (2.27)), the only solution of (2.34) is
ψ0 (x2) = i. Then, recalling (2.5) 2, we deduce that λ1 = 0.

We now show that Re λ2(ε) > 0 uniformly with respect to
ε ∈ [ε0, 1]. To this end, we first must find ψ1 in (2.33). Recalling
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the above substitution once more, we have that ψ1 ∈ H4
per(0, 2π)

solves

D4ψ1 + bεD2ψ1 =
U
ε
.

Then, recalling that U = D2θ , we can simplify the latter equation
and consider the following

D2ψ1 + bεψ1 =
θ

ε
, (2.35)

subject to zero average conditions for both θ and ψ1 (see (2.30)).
Wemust estimate the last term of (2.33) in terms of the L2(0, 2π)-
norms of θ and U , respectively. To this end, multiply (2.35) by ψ1
and integrate over (0, 2π). We deduce

ε2 ‖Dψ1‖
2
− q0 ‖ψ1‖

2
= −ε ⟨θ, ψ1⟩ , (2.36)

where we have set q0(M0) := −f ′(M0) ∈

0, ε20/2


. By the

Schwarz, Young and Poincaré inequalities (i.e., ‖ψ1‖ ≤ ‖Dψ1‖, for
ψ1 ∈ H2

per (0, 2π)with ⟨ψ1, 1⟩ = 0), we easily see from (2.36) that
ε2 ‖Dψ1‖

2
≤ 2q0 ‖ψ1‖

2
+‖θ‖2; hence, since ε2−ε20 < ε2−2q0 <

ε2, for each ε ∈ [ε0, 1], we have

‖ψ1‖ ≤ ‖Dψ1‖ ≤

ε2 − 2q0

−1/2
‖θ‖ . (2.37)

From (2.33), on account of (2.37), it follows that

Re λ2(ε) = bε −
1

2πε
⟨U, ψ1⟩ ≥

q0
ε2

−


ε2 − 2q0

−1/2

2πε
‖U‖ ‖θ‖ . (2.38)

It is now easy to check that, on account of (2.8), we get

Re λ2(ε) >
−f ′(M0)

2ε2
≥

−f ′(M0)

2
. (2.39)

Since ∂2

∂α20
Re λ(α0, ε) is uniformly continuouswith respect to α0 for

α0 ∈

0, α∗

0


and ε ∈ [ε0, 1], we can find a possibly even smaller

number d1 = d1(ε0) > 0 such that

∂2

∂α2
0
Re λ (α0, ε) ≥

−f ′(M0)

2

and

Re λ(α0, ε) ≥
−f ′(M0)α

2
0

4
> 0,

∂

∂α0
Re λ(α0, ε) ≥

−f ′(M0)α0

2
> 0,

(2.40)

for α0 ∈ (0, d1] and ε ∈ [ε0, 1]. Indeed, for |α0| ≤ α∗

0 and
ε ∈ [ε0, 1], we have ∂2∂α2

0
λ(α0, ε)−

∂2

∂α2
0
λ(0, ε)

 ≤ ω(α0).

Then, we can choose d1 to be the largest α0 such that ω(α0) ≤

−f ′(M0)/2, for |α| ≤ d1. Consequently, there exists a family
ψα0 , λα0


satisfying (2.21) 2 and (2.40) with

ψα0 = 1. Hence,
the corresponding stationary solutions (2.20) are unstable.

It remains to finalize the proof of our theorem with the
following observation. For fixed α0, α0 ≤ d0 and α0 ≤ d1 (with
d0 and d1 introduced above), let n1 and n2 be the largest integers
such that α0n1 ≤ d0 and α0n2 ≤ d1, respectively. To each
lα0, l = 1, 2, . . . , n1 and mα0, m = 1, 2, . . . , n2, we associate
the following pairs of solutions to each of the equations of (2.21),
{ψ̃lα0 , σlα0} and {ψmα0 , λmα0} which yield the spatial periodic

functions u = (u1, u2) and φ of the form (2.18) and (2.20) which
are solutions to (2.14)–(2.17), respectively. By (2.22) and (2.40),
each of the σlα0 or λmα0 are different, while the corresponding
ψ̃lα0 and ψmα0 are linearly independent. Therefore, Eq. (2.21) 1
(and, hence, (2.14)–(2.16)) possesses at least n1 unstable modes,
whereas Eq. (2.21) 2 (that is, (2.17)) possesses at least n2 unstable
solutions. Thus, the number of unstable solutions (u, φ) to (2.14)–
(2.17), subject to periodic boundary conditions (1.5), is at least
n1 × n2 and the unstable manifold of the shear flow stationary
solution (uS,M0) has dimension greater or equal than the integer
part of d0

α0
times the integer part of d1

α0
. Consequently, (2.10) follows

immediately from (2.9). The proof is now finished. �

Let us now consider the well-known family of Kolmogorov
flows (see, e.g., [43]) with external force given by

g (x2) = Λν2 sin (x2) ,

for some fixed Λ >
√
2. It is easy to check that (uS,M0) with

uS = (U (x2) , 0) ,U (x2) = Λν sin (x2) is a stationary solution for
(1.1)–(1.5) with p = 0. The following result is a consequence of
Theorem 2.3.

Corollary 2.4. Let ε0 ∈ (0, 1] and M0 such that (2.6) holds. For a
given ε ∈ [ε0, 1], assume that ν > 0 satisfies

ν2 < −
f ′(M0)

πΛ2ε0


ε20 + 2f ′(M0). (2.41)

Then the dimension N+ (uS,M0) of the unstable manifold of (uS,M0)
is greater or equal than c(ν,Λ, ε0)α−2

0 − 1 and (2.10) follows.

3. The three dimensional case

We now consider system (1.1)–(1.6) when N = 3 so that
u = (u1, u2, u3). The two-phase flow is supposed to be periodic
with period 2π in the x2-direction, 2π/α0 in the x1-direction and
2π/β0 in the x3-direction. Here 0 < β0 ≤ α0 ≤ 1 so that the box-
domain Ω = (0, 2π/α0) × (0, 2π) × (0, 2π/β0) is elongated in
two directions. The volume body force h has the form

h (x1, x2, x3) = (g (x2) , 0, 0) ,

with g satisfying (2.3). Then, system (1.1)–(1.5) has a stationary
flow solution (uS,M0) such that f ′(M0) < 0 and uS is of the form
(U (x2) , 0, 0), with U satisfying (2.5).

Of course in this case we only know that there exists a global
weak solution and a trajectory attractor (cf. [40]). Hence, we
must assume (see, e.g., [48]), that the unstable manifold of the
stationary solution (uS,M0) is a functional invariant set bounded
in H1

per (Ω)× H2
per(Ω).

Theorem 3.1. Let ε0 ∈ (0, 1] and M0 such that (2.6) holds. For a
given ε ∈ [ε0, 1], suppose that ν > 0 and θ satisfy the inequalities:

ν2 < (4π)−1
θ ′

2
, (3.1)

‖θ ′′
‖ ‖θ‖ < −

√
2π

2ε0
f ′(M0)


2ε20 + 2f ′(M0). (3.2)

Then, there exist c0, c1 depending only on ν, ε0 and g such that, if

0 < β0 ≤ α0, α2
0 + β2

0 ≤ c20 , (3.3)

then

N+ (uS,M0) ≥
c1

(α0β0)
2 . (3.4)

Proof. The linear stability of system (1.1)–(1.6) around the station-
ary solution (uS,M0) is governed by the following system of equa-
tions:
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∂tu1 + U∂x1u1 + u2∂x2U + ∂x1p = ν1u1, (3.5)

∂tu2 + U∂x1u2 + ∂x2p = ν1u2, (3.6)

∂tu3 + U∂x1u3 + ∂x3p = ν1u3, (3.7)

∂x1u1 + ∂x2u2 + ∂x3u3 = 0, (3.8)

∂tφ −∆


−ε1φ +

1
ε
f ′(M0)φ


+ U∂x1φ = 0. (3.9)

Following [45, Section 3], we seek for solutions to (3.5)–(3.9) of
the formu1 = u (x2) eiα0x1+iβ0x3−iσα0t ,

u2 = v (x2) eiα0x1+iβ0x3−iσα0t ,

u3 = w (x2) eiα0x1+iβ0x3−iσα0t ,

(3.10)

and

p = ϕ (x2) eiα0x1+iβ0x3−iσα0t , φ = ψ (x2) eiα0x1+iβ0x3+ελt . (3.11)

After the substitution of (3.10)–(3.11) into (3.5)–(3.9), elimination
of ϕ, subsequent simplifications and setting

L := D2
− (α2

0 + β2
0 )− iν−2α0 (U − σ) ,

we find that u = (u1, u2, u3) and φ, determined by (3.10)–(3.11),
are solutions of the following differential equations:

i(α2
0 + β2

0 )Lw + β0[LD + iν−1α0U ′
]v = 0, (3.12)

iα0u + Dv + iβ0w = 0, (3.13)

[D4
− 2(α2

0 + β2
0 )D

2
+


α2
0 + β2

0

2
]v

= iν−1
[α0(U − iσ)(D2

− (α2
0 + β2

0 ))− U ′′
]v, (3.14)[

D4
+ λ+ (α2

0 + β2
0 )

2
− bε(α2

0 + β2
0 )+ U

iα0

ε

]
ψ

= [2(α2
0 + β2

0 )− bε]D2ψ. (3.15)

Note that, if v and φ are solutions of (3.14) and (3.15), respectively,
then we can also findw and u by solving (3.12) and (3.13), respec-
tively.

Thus, we focus our attention on Eqs. (3.14) and (3.15). We ob-
serve that they are similar to Eqs. (2.21) in the sense that we
can easily recover both equations of (2.21) by taking β0 = 0 in
(3.14)–(3.15). For β0 ≠ 0, we notice that (3.14)–(3.15) still have
the same form as Eqs. (2.21), provided we replace in (2.21) α0, ν
and ε by

α̃0 = (α2
0 + β2

0 )
1/2, ν̃ =

α̃0

α0
ν, ε̃ =

α̃0

α0
ε. (3.16)

Obviously, for 0 < β0 ≤ α0, we have 2−1/2ν−1
≤ (ν̃)−1

≤ ν−1

and analogously, 2−1/2ε−1
≤ (ε̃)−1

≤ ε−1. It was shown in Sec-
tion 2 (see (2.22) and (2.40)) that if ν̃ satisfies (2.7) and (2.8) (com-
pare with (3.1) and (3.2)), then Eqs. (3.14)–(3.15) have solutions
(v, ψ) corresponding to pairs (vα̃0 , σα̃0), (ψα̃0 , λα̃0) such that

Re σ(α̃0, ε̃) > 0,
∂

∂α̃0
Re σ(α̃0, ε̃) > 0,

Re λ(α̃0, ε̃) > 0,
∂

∂α̃0
Re λ(α̃0, ε̃) > 0,

(3.17)

for 0 < α̃0 ≤ c0, where c0 depends on ν, ε0 and g .
On account of (3.3), for fixed α0, β0 such that 0 < β0 ≤ α0, we

have

k2α2
0 + l2β2

0 ≤ c20 , (3.18)

for certain pairs (k, l) ∈ N2
+
. The number n+ of pairs (k, l) ≠ (0, 0)

such that l ≤ k and (3.18) holds true is proportional to the area of

some sector of the ellipse k2α2
0 + l2β2

0 = c20 , that is, of the order
of (α0β0)

−1, for α0 and β0 sufficiently small. To each of these pairs
(k, l), we can associate a solution (v, φ) to Eqs. (3.14) and (3.15), re-
spectively, producing at least n+ unstable solutions to either (3.14)
or (3.15) and, therefore, to systems (3.5)–(3.9). Due to (3.17), these
unstable modes are linearly independent. Thus, the number of un-
stable solutions (u, φ) to (3.5)–(3.9) which satisfy (1.5) is at least
n+ × n+. Consequently, the unstable manifold of the shear flow
solution (uS,M0) has dimension greater or equal than (n+)

2 and
(3.4) follows. The proof of theorem is now finished. �

Assume that, in the case N = 3, system (1.1)–(1.6) has the
global attractor AM0 bounded in H1

per (Ω) × H2
per(Ω). Then, the

fractal and Hausdorff dimensions of AM0 satisfy the inequality

dim
F

AM0 ≥ dim
H

AM0 ≥
c1

(α0β0)
2 − 1.

We recall that a lower bound on the dimension of the smooth
global attractorANS (if it exists) for the 3DNavier–Stokes equations
was obtained in [45, Theorem 3.1] (see also [50]). Indeed, if
ν, α0, β0 satisfy (3.1) and 0 < β0 ≤ α0, α

2
0 + β2

0 ≤ c22 , (c2 depends
only on ν and g), then the following inequalities hold

dim
F

ANS
≥ dim

H
ANS

≥
c3
α0β0

− 1,

for some positive constant c3 depending only on ν and g .
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