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## Dedication

To my beloved family.

## Abstract

Motivated by the transportation needs of modern-day retailers, we consider a variant of the vehicle routing problem with time windows in which each truck has a variable capacity. In our model, each vehicle can bring one or more wagons. The clients are visited within specified time windows, and the vehicles can also make multiple trips. We give a mathematical formulation for the problem and a branch and price algorithm is used to solve the model. In each iteration of branch and price, column generation is applied. Based on the different capacities, different subproblems are created to find the best column. We extend Solomon's instances to evaluate our approach. We report on the computational results using CPLEX. Ours is the first such study to the best of our knowledge. For the second part of the thesis, we study the sharing of spectrum in the device-to-device (D2D) communications in an underlay cellular network. Our model maximizes the total sum-rate such that i) each D2D link is assigned at most one sub-channel, ii) the total interference is at most the required maximum. Our model can also minimize the interference subject to i) the total sum-rate being bounded by some required amount. We give a branch-n-cut algorithm for solving both models. We give a Lagrangian relaxation which is solved optimally and combinatorially for the minimization objective. We give an iterative rounding algorithm that achieves at least a quarter of the optimal sum rate and no more than the required maximum of the total interference when the objective is to maximize sum-rate. Detailed experiments are performed on synthetic as well as network simulator data. Our experiments establish the effectiveness of the branch-n-cut and the iterative rounding approach for channel assignment.

This thesis is a study on the use of branch and cut, branch and price, and iterative rounding for solving two real world optimization problems.
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## Chapter 1

## Introduction

The Vehicle Routing Problem (VRP) initially emerged, when Dantzig and Ramser formulated and resolved the problem of supplying fuel to service stations about the end of the fifties of the last century [7].

The $V R P$ definition states that $n$ customers with discrete quantities of goods must be served by $m$ vehicles initially located at a depot. A $V R P$ is to determine the optimal routes taken by a group of vehicles while serving a group of users. The objective is to minimize the overall transportation cost. The solution to the classical $V R P$ problem is a set of routes that all begin and end in the depot while satisfying the constraint that all customers must be visited only once. The transportation cost can be improved by reducing the total travelled distance [8].

The majority of the real-world problems are often much more complex than the classical $V R P$. Therefore, in practice, the classical $V R P$ problem is augmented by constraints, such as vehicle capacity or time interval in which each customer has to be served, revealing the Capacitated Vehicle Routing Problem $(C V R P)$ and the Vehicle Routing Problem with Time Windows (VRPTW), respectively. In the last fifty years, many real-world problems have required extended formulation that resulted in the multiple depot $V R P$, periodic $V R P$, split delivery $V R P$, stochastic $V R P, V R P$ with backhauls, $V R P$ with pickup and delivery and many others [8].
$V R P$ is an $N P$ hard combinatorial optimization problem that can be exactly solved only for small instances of the problem. Although the heuristic approach does not guarantee optimality, it yields the best results in practice. In the last twenty years the meta-heuristics approach has emerged as the most promising direction of research for the $V R P$ family of problems [8].

### 1.1 Multi-trip $V R P$ with time windows (TW)

The Multi-Trip Vehicle Routing Problem with Time Windows (MTVRPTW) is a type of the classical Vehicle Routing Problem with Time Windows (VRPTW) with more than one trip for a vehicle during a workday. A trip is a timed route in a context such that more than one route can be assigned to a vehicle. The multi-trip feature is needed when the vehicle fleet size is limited. In this case, a benefit is a reduced number of drivers and vehicles besides, in practice, industries can't provide an unlimited number of vehicles to serve all customers and they tend to prefer a limited number of vehicles to do more than one trip. Despite its apparent practical relevance, this variant of the classical VRP has not been the subject of a large number of studies.

### 1.2 Multi-trip $V R P$ with a variable number of wagons and $T W$

Multi-trip vehicle routing problem with a variable number of wagons and time windows defines a variant of the classical vehicle problem in which the capacity of vehicles can be determined given the total demand of the route when a vehicle is prepared to leave the depot. In this situation, one, two, or three wagons can be attached to make a vehicle ready to service the customers. The number of wagons and vehicles is limited and the configuration of the vehicle will stay the same during all trips of the vehicle. This new methodology is suitable to decrease time and cost by reducing the number of vehicles, drivers, and fuel consumption which is specifically more important in distributing goods over large distances like two different cities or from large cities to rural areas.

### 1.3 Device to Device communications

D2D communication enables two devices to communicate without needing a base station. By using direct links, nearby devices can interact with one another. This allows for power savings in the network due to the proximity of D2D users. It enhances energy efficiency and decreases delays and offloads traffic from the base station [9].

The number of smart handheld devices has increased exponentially in recent years. So, applications and services needed by devices nearby are growing in popularity. These applications include communication between emergency vehicles and location-based services. D2D communication can be a crucial enabling technology in case of an emergency like a natural disaster where the traditional network may experience problems, then using D 2 D ; a wireless network can be established [9].

### 1.4 Literature review

Multi trip vehicle routing problem $(M T V R P)$ is an important type of vehicle routing problem in the real world that is studied less compared to other versions of vehicle routing problem, specifically, for exact methods. In 1990, Fleischmann [10] proposed a modification of the savings heuristic and used a Bin Packing Problem heuristic to assign the routes to vehicles with multiple uses of vehicles. Taillard, Laporte, and Gendreau [11] (1996) presented a tabu search algorithm with three phases to solve the problem. Brando and Mercer [12] (1997) proposed another tabu search algorithm with a variable neighborhood to find a solution with the least cost. The algorithm is a three-phase algorithm that creates an initial solution by a heuristic and then uses tabu search (reinsertion and exchange of customers) to improve the solution and finally restore feasibility. Brandão and Mercer (1998) [13] also presented a more complex type of problem when mixed fleets and maximum overtime constraints are allowed. Salhi [14] (1998) proposed the many-to-many location-routing problem. In (2004), Campbell and Savelsbergh [15] described insertion heuristics that can be used effectively when time windows constraints are added to the problem as well. Petch
and Salhi [16] (2004) developed a multi-phase constructive heuristic for the $M T V R P$ which in phase one generates a $V R P$ solution using a savings approach and phase 3 generates a $V R P$ solution by route population approach. Phase 2 is a $V R P M$ construction and improvement stage in which an MTVRP solution is constructed using bin-packing with the minimization of the overtime as the objective. In 2007, Salhi and Petch [17] improved their previous method to a hybrid Genetic Algorithm with the same objective. Olivera and Viera [18] presented an adaptive memory approach to minimize total routing cost. Cattaruzza et al. [19] (2014) used a hybrid genetic algorithm with a new local search operator that is a combination of standard $V R P$ moves and swaps between trips to minimize total travelling time. Naveed et al. [20] (2017) proposed a two level variable Neighborhood Search to generate an $M T-V R P B$ initial solution to minimize the total cost. More heuristic approaches are in [21] (2018), [22] (2019), [23] (2020), and [24] (2020), in which a hybrid genetic algorithm, a simulated annealing, and a hybrid particle swarm optimization algorithm, and a hybrid genetic algorithm are used respectively.

There are a limited number of papers on the exact methods for $M T V R P$. We describe some of them. Desrosiers and Solomon (1992) [25] were the first to use column generation in a Dantzig-Wolfe decomposition framework. Halse (1992) [26] implemented Lagrangean decomposition. After that, Kohl and Madsen (1997) [27] extended Lagrangean relaxation. These approaches were further developed using Dantzing-Wolfe decomposition including cutting planes or parallel platforms in Kohl, Desrosiers, Madsen, Solomon, and Soumis (1999) [28]; Larsen (1999) [29]; Cook and Rich (1999) [30]. A hybrid algorithm, a combination of Lagrangean relaxation and Dantzig-Wolfe decomposition was presented by Kallehauge (2000) [31]. Chabrier, Danna and Le Pape (2002) [32]; Feillet, Dejax, Gendreau and Gueguen (2004) [33]; Rousseau, Gendreau and Pesant (2004) [34]; Larsen (2004) [29]; Chabrier (2005) [35]; Irnich and Villeneuve (2005) [36]; Danna and Le Pape (2005) [37] presented algorithms based on the subproblem methods. Hernandez et al.
[38] and Nabila Azi et al. [1] suggested the branch and price algorithm with two phases, in the first phase, all paths are generated and in the second phase, the problem is solved by column generation. Macedo et al. [39] proposed an approach using a pseudo-polynomial model. More recent works are [40] which presented a branch price cut for multi-trip vehicle routing problem; [41] has two integer programs for the open vehicle routing problem and uses column generation to solve them; [42] gave column generation embedded in branch and price algorithm to solve multi trip vehicle routing problem with time windows using dynamic programming to generate all non-dominated paths by label correcting algorithm which are used in the sub-problem; [43] presented a branch and price algorithm to solve the multi trip vehicle routing problem with time windows and driver work hours.

A heterogeneous fleet vehicle routing problem $(H V R P)$ is a variant of $V R P$. The vehicles are of different capacities located at the depot, and a fixed cost is associated with each vehicle. Many heuristics have been proposed for $H V R P$, like [44], which takes into account the three-dimensional (3D) loading constraints that must be satisfied given the vehicle's capacity. They used a local search and simulated annealing to find a solution. Gendreau et al. [45] proposed a tabu search for heterogeneous fleet vehicle routing problem. Berghida and Boukra [46] developed a quantum-inspired algorithm for a VRP with heterogeneous fleet mixed backhauls and time windows. Penna et al. [47] solved the problem using a hybrid heuristic that mixed a local search with a variable neighbourhood search. An updated version of the Green Vehicle Routing Problem with time windows is presented in [48]. To optimize the routing of a mixed vehicle fleet made up of electric and conventional vehicles, they suggest an iterative local search algorithm. [49] is a survey on heterogeneous vehicle routing problem and its variants. Additionally, the paper compares the metaheuristic algorithms that have been suggested. We can find only a small number of exact algorithms for $H V R P$. A column generation approach for the heterogeneous fleet vehicle routing problem was proposed in [50]. Pessoa et al. [51] studied a branch-cut-and-price algorithm for
$H V R P$. Another branch-cut-and-price algorithm for multi depot $H V R P$ is in [52] in which different cuts and pricing strategies are proposed and implemented. Sundar and Rathinam [53] presented a branch and cut for multi-depot heterogeneous vehicle routing problem that customers are divided into two distinct subsets: those that must be visited by particular vehicles and those that can be reached by any vehicle. Bettinelli et al. [54] provided a branch-cut-and-price algorithm for multi-depot heterogeneous-fleet pickup and delivery problems with soft time windows. Later, Pessoa et al. [55] improved the branch-cut-andprice algorithm for heterogeneous fleet vehicle routing problems. $H V R P$ assumes that each can make only one trip during a work day, and it has not been studied in the context of multiple trips. All these exact methods used a set covering formulation. In the case of cut or column generation, the vehicle capacity is affected given a new column which is a solution to the sub-problem. Next, we comment on how the problem in this thesis is different from $H V R P$. In our problem, there are a limited number of trailers and wagons. The only budget is an existing number of wagons, so there is no extra cost for a trailer when wagons are attached to it. These wagons are attached to trailers based on the routes. This gives vehicles three different capacities. No extra cost is incurred to have a vehicle with a different capacity. In this work, a trailer has the possibility of having various capacities. To the best of our knowledge, a mathematical model for our problem has not been studied in the past. Past heuristic and exact methods on related problems use vehicle capacities when constructing routes, not in the mathematical model. The problem in this thesis allows the vehicle to change configuration (different capacities) daily. Our work is a new variant for MTVRP.

In addition to the multi-trip VRP, we present the vehicle routing problem with dynamic capacity in this thesis. We are not aware of any work on exact methods for the multi trip vehicle routing problem with time windows and with the flexibility of having different wagons attached to service customers as in this thesis.

The second part of the thesis is on device-to-device communication and approaches
such as iterative rounding and branch and cut to solve the problem. Device to device (D2D) communication occurs when neighboring cellular devices communicate directly with each other typically over a shared spectrum. D2D communication improves the transmission rate, frequency reuse, and reduces the hop count. But can lead to interference with a cellular user, and even stronger interference with another D2D pair in a neighboring cell. Therefore new approaches are needed for radio resource allocation [56]. The approaches should increase the system sum rate without too much deterioration in the signal, and the total interference should be limited.

With the emergence of 4G and 5G networks, resource allocation for D2D communication underlaying cellular networks has been studied extensively. These studies deal with various aspects such as minimization of interference, maximization of sum-rate, fair allocation of resources, restricted allocation of resources, improving run-time, uniform graph, exact or heuristic algorithms, etc.

One of the early papers in the area is [57] which proposed a mechanism for session setup and management for D2D communications in LTE-A networks. Islam et al. [58] proposed a minimum knapsack-based resource allocation for D2D communication (MIKIRA) underlaying cellular networks. This algorithm which takes $\left(O\left(n^{2} \log (n)\right)\right.$ time, is a knapsackbased approach aimed at maintaining a target sum rate while minimizing interference. This approach wasn't fair as the algorithm stopped assigning resources when the sum rate was met. Islam et al. [59] addressed the fairness issue with a two-phase auction-based fair resource allocation algorithm (TAFIRA). The algorithm starts with a minimum interference solution and tries to gain a better sum rate via an auction. Hassan et al. [6] showed that MIKIRA doesn't provide a feasible solution in most cases and that TAFIRA has an unbounded integrality gap. They gave a two-phase algorithm, a maximum weight matching is found in phase one using the Hungarian method, and a local search algorithm improves this matching in phase two. Saha et al. [5] proposed a two-phase polynomial-time algorithm when interferences are uniform when the objective is to minimize the interferences while
satisfying a target sum rate. Phase one is similar to the first phase in [6] and phase two improves on phase one by iteratively finding special triples.

Hussain et al. [60] studied one-to-many and many-to-many sharing of resources. Zhang et al. [61] formulated the interference relationships among different D2D and cellular communication links into a novel interference graph with newly defined attributes and proposed the InGRA algorithm that can effectively lead to a near-optimal solution with low computational complexity. They showed that D2D communication increases the total throughput. Janis et al. [62] gave a scheme to monitor interference between cellular users and D2D pairs, and use it to minimize interference. Their simulations demonstrate substantial gains in sum-rate. Xu et al. [63] developed a second price auction for the allocation of spectrum resources. The D2D pairs bid in sequence. Their method shows an improved sum rate and fairness in simulations. A reverse iterative combinatorial auction in which spectrum resources are auctioned off as good was proposed by [64]. They prove that auction is cheat-proof and converges. Simulations show that the method yields a good sum-rate. An admissibility-based approach was developed by [65]. The scheme has three phases. Admissible D2D pairs are identified based on the distance from the base station in the first phase. This ensures that sum-rate requirement is not violated. In the second stage, power is allocated to each D2D pair and cellular user. The third stage identifies the resource allocation by solving a weighted matching problem.

In the next chapter, we describe the methodology and present the work that we build on in this thesis.

### 1.5 Original contributions in this thesis

A list of the original contributions in this thesis is as follows:

1. We give the definition and mathematical model for MTVRP-VW-TW in section 2.4 and 2.5 .
2. Column generation for MTVRP-VW-TW is presented in section 4.3.
3. MTVRP-VW-TW is solved using the branch and price algorithm in section 5.2.
4. We provide a branch and cut algorithm to solve D2D communication to maximize the total sum-rates in section 6.2.
5. We describe a Lagrangian relaxation for solving D2D in section 6.3.
6. An iterative rounding algorithm for solving D2D and a proof of the performance ratio is given in section 6.4.
7. A branch and price algorithm is implemented to solve MTVRP-VW-TW. We used Solomon's instances to test the algorithm. It is the first time that the model is presented and solved with exact methods. We could find the optimal solution for types $R 1, R 2, R C 1$, and $R C 2$ of Solomon's instances in section 7.1.
8. Detailed experiments for D2D are performed on synthetic as well as network simulator data. We evaluated the performance of the branch and cut algorithm and the iterative rounding algorithm on both simulated network instances, and computationally hard instances in section 7.2.

## Chapter 2

## Vehicle Routing Problem

About seventy years ago, Dantzig and Ramser gave the mathematical formulation and an algorithm to solve the problem of distributing gasoline to a set of stations [7]. That was the beginning of research on the Vehicle Routing Problem (VRP). Later, more research emerged to meet the diverse demand of clients.

### 2.1 Vehicle Routing Problem

This section is the study of the distribution of goods between depots and customers, which have some requests and requirements that need to be satisfied. Vehicles have prescribed capacities, and all start working from the depot, visiting customers, and returning to the depot again. Several variants of vehicle routing problems arise from this basic setup in the real world. Below we explain some of them and the methods to solve them.

### 2.2 Basic Model

### 2.3 Vehicle Routing Problem and its variants

Vehicle Routing Problem is an extension of the traveling salesman (TSP) problem where a set of tours must be determined to visit all the customers instead of one tour as in TSP. In TSP there is one vehicle with unlimited capacity that must visit all the customers using a tour of minimum cost. An example of TSP and its solution is shown in Fig. 2.1. The costs of traversing the edges are given on each edge. There is zero demand at customers.


Figure 2.1: Example with one vehicle

If there are demands at the customers, then it may not be possible to serve all customers by one vehicle with fixed capacity, and a fleet of vehicles is required. After explaining the Capacitated Vehicle Routing Problem below, we will provide one example to illustrate the differences between $T S P$ and $V R P$.

In the classical version of $V R P$, any tour starts at the depot, services several customers, and returns to the depot again. Each customer is visited exactly once.

### 2.3.1 Capacitated Vehicle Routing Problem

The most simple and basic type of $V R P$ is the Capacitated Vehicle Routing Problem $(C V R P)$. In this case, each vehicle has a specific capacity $(Q)$. The vehicles are all homogeneous and can perform at most one route per day. Each customer has a deterministic demand that must be satisfied exactly once, which means the demand can not be split, and everything is determined in advance; therefore, none of these conditions can change.

The problem is specified as a complete directed graph $G=(N, A)$ where $N=\{0, \ldots, n+$ $1\}$ is a set of nodes, 0 and $n+1$ are the depot and $C=\{1, \ldots, n\}$ is the set of customers, there are edges between all customers as well as depot defined as $A=\{(i, j): i, j \in N, i \neq j\}$ and a set of vehicles $V$. It must be noted that there are no arcs ending at vertex 0 or originating from vertex $n+1$. The distance between every two customers is the cost of the edge $\left(t_{i j}\right)$, and each customer has a demand $\left(d_{i}\right)$. Each vehicle can perform at most one
route, starting at vertex 0 , ending at vertex $n+1$, and visiting each customer at most once. Decision variable $x_{i j k}$ is one if vehicle $k$, visits customer $j$ immediately after customer $i$, zero otherwise. The aim is to design a set of routes to minimize the total distance traveled by all vehicles while visiting every customer. One simple mathematical model is presented below:

$$
\begin{equation*}
\min \sum_{i \in N} \sum_{j \in N} \sum_{k \in V} t_{i j} x_{i j k} \tag{2.1}
\end{equation*}
$$

s.t.

$$
\begin{align*}
& \sum_{k \in V} \sum_{i \in N} x_{i j k}=1 \quad \forall j \in C  \tag{2.2}\\
& \sum_{i \in C} \sum_{j \in N} d_{i} x_{i j k} \leq Q \quad \forall k \in V  \tag{2.3}\\
& \sum_{j \in N} x_{0 j k}=1 \quad \forall k \in V  \tag{2.4}\\
& \sum_{i \in N} x_{i h k}-\sum_{j \in N} x_{h j k}=0 \quad \forall h \in C, k \in V  \tag{2.5}\\
& \sum_{i \in N} x_{i, n+1, k}=1 \quad \forall k \in V  \tag{2.6}\\
& x_{i j k} \in\{0,1\} \quad \forall i, j \in N, k \in V \tag{2.7}
\end{align*}
$$

Constraints (2.2) indicate that each customer must be visited exactly once, and each trip starts and ends at the depot (2.4), (2.6). The sum of the demand of customers visited by a vehicle must not exceed the vehicle capacity (2.3). Finally, the flow constraints assert that the vehicle must not stop on customers (2.5). Fig. 2.1 is an instance of a $C V R P$ with demands on customers. Several vehicles with a capacity of 6 will serve the customers. The optimal solution to the problem is in Fig. 2.3. Four vehicles are needed to serve each customer in one trip as they cannot serve any pair of customers due to the vehicle capacity and customer demands.


Figure 2.2: Vehicles with $Q=6$


Figure 2.3: 4 tours with cost=18

After getting familiar with $C V R P$, we study more variants of the problem.

### 2.3.2 Vehicle Routing Problem with Time Windows (VRPTW)

Solomon and Desrosiers [66], in 1988, proposed VRPTW for the first time. There is an interval of time for each customer that the goods must be delivered and each vehicle has a fixed capacity. This kind of problem usually is of two different types: soft time windows, in that customers, will accept the delivery, even late, hard time windows when the customers don't accept the products that arrive outside of their time window.

### 2.3.3 Multi-Depot Vehicle Routing Problem (MDVRP)

The classic $V R P$ has a unique warehouse for all routes and vehicles, while multiple depot VRP that Laporte [67] develops says that vehicles can depart from and return to multi warehouses. Therefore, the depot that a customer will be visited from must be decided in addition to the decisions for $V R P$.

### 2.3.4 Split Delivery Vehicle Routing Problem (SDVRP)

The only assumption in $V R P$ that will change for the split delivery $V R P$ is that a customer may be visited more than once as the demand may be serviced over multiple visits. An optimal solution to $S D V R P$ always uses a minimum number of vehicles.

Fig. 2.4 shows an example $S D V R P$, and its optimal solution.


Figure 2.4: 3 Vehicles of capacity 6 with cost=17

One of the customers is visited two times, and each vehicle served two units of four unit demands that the customer requested. Ultimately, All four customers are satisfied. Therefore, three vehicles could serve all customers instead of four as explained in Fig. 2.3 with less cost.

### 2.3.5 Dynamic Vehicle Routing Problem $(D V R P)$ and Vehicle Routing Problem with Static Demand (VRPSD)

Dynamic Vehicle Routing Problem is one of the important classes of VRP in which new orders can arrive during the execution of the routes. In the static routing problem, all customers are known a priori, while new customers can request service once the vehicles start the routes in a dynamic VRP [68]. In contrast to the classical definition of the problem, real-world problems have other dimensions like revolution and quality of information [69]. Revolution of information means that the information that the planer has access to can change when the vehicles are executing the tours like a new customer can request to be served. Quality of information relates to the uncertainty of the available data; in this case, all
customers are known. Still, their demands are not certain. The planer has an estimation of the demands. $V R P$ with static demand can be planned for and solved statically to determine all routes apriori. So based on these characteristics we have Fig. 2.5 to show the different cases.

$\left.$|  |  | Information evolution |  |
| :---: | :---: | :---: | :---: |
|  |  | Known |  |
| Information <br> quality | Stochastic | Stochastic <br> and static |  | | Stochastic |
| :---: |
| and dynamic | \right\rvert\, | Deterministic |
| :---: |
| Deterministic <br> and static |
| Deterministic <br> and dynamic |

Figure 2.5: Vehicle Routing Problem by evolution and quality information

### 2.3.6 Vehicle Routing Problem with pickups and deliveries (PDP)

$P D P$ is required when we have multiple origins and destinations. A customer location can either be for pickup or delivery (or both). Other aspects of the problem, like whether the customer location is the origin and destination of the commodity or if a product is being transshipped, whether pick up and delivery points are paired or unpaired, can arise. Any of these situations can make the problem a little bit different in modeling and solving. For paired locations, the problem definition from [70] is a directed graph $G=(V, A)$ where the set of vertices is $V$, and $A$ is the set of arcs connecting pairs of vertices. Set $P \subset V$ is the set of pickup locations, whereas $D \subset V$ is the set of delivery locations, and vertex $0 \in V$ is the depot where all routes start and end. Every arc $(i, j) \in A, i, j \in V$ has an associated cost $c_{i j}$, and time $t_{i j}$ to travel from location $i$ to $j$.

A customer has a demand and a pair of locations. The vehicle must pick up and deliver from this pair. The vehicles have capacities as usual. One example and its solution from
[71] is in Fig. 2.6.


Figure 2.6: Vehicle Routing Problem with Pickup and Deliveries


Figure 2.7: Routes for Vehicle Routing Problem with Pickup and Deliveries

### 2.3.7 Periodic Vehicle Routing Problem ( $P V R P$ )

In $P V R P$, schedules are created for T-days to service customers and satisfy their demands. Each customer has a certain daily demand and a frequency that specifies how often the customer must be visited during these T-days. The solution is to have T-sets of routes by considering a customer's daily demand, frequency, and the capacity of the vehicles.

### 2.3.8 Heterogeneous fleet vehicle routing problem ( $H V R P$ )

$H V R P$ is a variant of the vehicle routing problem in that there is a heterogeneous fleet of vehicles to service customers. In contrast, each vehicle has a different cost, and the number of each type of vehicle is assumed to be unlimited. The problem is to find a set of routes to visit all customers while minimizing the cost [72].

### 2.3.9 Multi-Trip Vehicle Routing Problem (MTVRP)

In $V R P$, each vehicle is able to perform a trip during a workday which is extended to a number of trips in MTVRP. Therefore, the vehicle can return to the depot after servicing a number of customers and start a new trip after reloading the goods. The number of trips may be fixed at the beginning of the workday. $M T V R P$ is the model studied in this thesis.

### 2.3.10 Vehicle Routing Problem with Variable Number of Wagons

This thesis introduces this model. This is the first study that uses a variable number of wagons to build different capacities for a vehicle. In this way, the capacity is adjustable, and the vehicle can even have a new capacity the day after. Three different capacities are used to configure the vehicles. It is supposed that a number of wagons exist, and the wagons can be hitched to the vehicle for the workday. In this study, one, two, or three wagons are attached, and the mathematical formulation in section 2.5 is written based on this assumption.

### 2.3.11 Multi-trip Vehicle Routing Problem with a Variable Number of Wagons and Time Windows

Our study is on Multi-trip vehicle routing problem with a variable number of wagons and time windows. Vehicle routing problem with a variable number of wagons is illustrated next. The model we are interested in is a combination of all these variants listed below. At the beginning of the workday, the vehicle is configured. During different trips, the capacity of the vehicles remains the same, either one wagon, two wagons, or three for the day. Each vehicle can make a few trips during the workday to service clients during a day. The clients
must be visited in time windows. A mathematical model will be described in section 2.5. Fig. 2.8 shows an instance of the problem.


Figure 2.8: Multi-trip Vehicle Routing Problem with a Variable Number of Wagons and Time Windows

### 2.4 Multi-trip Vehicle Routing Problem with a Variable Number of Wagons and Time Windows

An instance of this problem is defined by a set of customers $C=\{1,2, \cdots, n\}$ and the depot is represented by the vertices 0 and $n+1$. Depot 0 is the start depot, and $n+1$ is the return depot. The set $\{0,1, \ldots, n+1\}$ is denoted $N$ in a complete directed graph $G=(N, A)$, where $A$ is a set of $\operatorname{arcs}\{(i, j): i \neq j, i, j \in N\}$. A traveling time of $t_{i j}$ is associated with each $\operatorname{arc}(i, j) \in A$ which we consider as the distance of two vertices $i$ and $j$, where $i, j \in N$. A fleet of wagons $W$, with identical capacities $q$ which can be connected as one wagon, two wagons or three wagons to organize a set of vehicles $V$. Vehicles in $V$ are used to serve the customers. Then, $|V|$ and $|W|$ are the number of vehicles and wagons, respectively. The set of arcs $A$ represents all the connections between customers and the depot. There are no arcs ending at vertex 0 or originating from vertex $n+1$. Any customer $i \in C$ has a demand $d_{i}$, a service time $s_{i}$, and a time window $\left[a_{i}, b_{i}\right]$, which means that a vehicle must arrive at the customer before $b_{i}$. If it arrives before the time window opens, it has to wait until
$a_{i}$ to service the customer. The time windows for both depots are assumed to be $\left[a_{0}, b_{0}\right]$, representing the scheduling horizon. The vehicles may not leave the depot before $a_{0}$ and must return at the latest time $b_{0}$. A route of a vehicle is a closed path that the vehicle starts from the depot, visits a number of customers based on the left capacity of the vehicle and the demand of a customer in addition to the time windows requested for a customer, and comes back to the depot again. The workday of each vehicle is a sequence of routes where each route starts and ends at the depot and we call it a tour. These routes are denoted by the set $R$ and $|R|$ is a fixed number for all vehicles in our problem.

Each vehicle can have a configuration of attaching one wagon or two wagons or three ones. The configuration of each vehicle must stay the same on all routes. Next, we define some of the mathematical model's decision variables. The decision variable $s_{i r}^{k}$ denotes the time that the vehicle $k$ starts to service customer $i$ in route $r$. If the vehicle $k$ does not service customer $i$ in route $r, s_{i r}^{k}$ has no meaning; consequently, its value is considered irrelevant. Variable $x_{i j r}^{k}$ is one if vehicle $k$ drives directly from customer $i$ to customer $j$ and zero otherwise in route $r$. Variable $z_{n}^{k}$ is used to determine how many wagons vehicle $k$ needs, where $n$ is in $\{1,2,3\}$. If $z_{2}^{3}=1$, vehicle 3 has 2 wagons. Therefore, $z_{1}^{3}$ and $z_{3}^{3}$ must be 0 , which means vehicle 3 does not have 1 or 3 wagons. Moreover, finally, $q^{k}$ is the $k^{\text {th }}$ vehicle's capacity, depending on the number of wagons attached.

$$
x_{i j r}^{k}= \begin{cases}1 & \text { if vehicle } k \text { drives directly from vertex } i \text { to vertex } j \text { on route } r \\ 0 & \text { otherwise }\end{cases}
$$

$$
\mathrm{z}_{n}^{k}=\left\{\begin{array}{cc}
1 & \text { if the } n \text { wagons are attached for vehicle } k \\
0 & \text { otherwise }
\end{array}\right.
$$

We assume $a_{0}=0$ and therefore $s_{0 r}^{k}=0$, for all $k$ and $r$. The goal is to design a set of routes that minimizes the total distances of all routes such that

- Each customer is serviced exactly once;
- Every route starts at vertex 0 and ends at vertex $n+1$;
- The time windows of the customers are satisfied;
- The total demand on a route can not exceed the capacity of the vehicle, which depends on the number of wagons attached to it (1,2 or 3 );
- Total number of the wagons used should be less than $W$;
- A vehicle is assigned only one configuration;
- Each vehicle must leave the depot 0 ;
- All vehicles must return to the $\operatorname{depot} n+1$;
- The start time of the next route by the same vehicle should be after the finishing time of its previous route;

An unused vehicle is modeled by driving the "empty" route $(0, n+1)$. We consider $d_{i j}=t_{i j}$ in this problem and $M$ is a big number.

### 2.5 Mathematical Model

The mathematical model is described next.
$\min \sum_{k \in V} \sum_{r \in R} \sum_{i \in N} \sum_{j \in N} d_{i j r}^{k} x_{i j r}^{k}$
s.t.

$$
\begin{equation*}
\sum_{k \in V} \sum_{r \in R} \sum_{j \in N} x_{i j r}^{k}=1 \quad \forall i \in C \tag{2.9}
\end{equation*}
$$

$\sum_{i \in C} d_{i}\left(\sum_{j \in N} x_{i j r}^{k}\right) \leq q^{k} \quad \forall k \in V, \forall r \in R$
$q^{k}=\sum_{n=1}^{3} n q z_{n}^{k} \quad \forall k \in V$
$\sum_{n=1}^{3} \sum_{k \in V} n z_{n}^{k} \leq|W|$
$\sum_{n=1}^{3} z_{n}^{k}=1 \quad \forall k \in V$
$\sum_{j \in N \backslash\{0\}} x_{0 j r}^{k}=1 \quad \forall k \in V, \forall r \in R$
$\sum_{i \in N} x_{i h r}^{k}-\sum_{j \in N} x_{h j r}^{k}=0 \quad \forall h \in C, \forall k \in V, \forall r \in R$
$\sum_{i \in N \backslash\{n+1\}} x_{i, n+1, r}^{k}=1 \quad \forall k \in V, \forall r \in R$
$s_{i r}^{k}+s_{i}+t_{i j}-M\left(1-x_{i j r}^{k}\right) \leq s_{j r}^{k} \quad \forall i \in N \backslash\{n+1\}, \forall j \in N \backslash\{0\}, \forall k \in V, \forall r \in R$
$a_{i} \sum_{j \in N-\{0\}} x_{i j r}^{k} \leq s_{i r}^{k} \leq b_{i} \sum_{j \in N-\{0\}} x_{i j r}^{k} \quad \forall i \in C, \forall k \in V, \forall r \in R$
$s_{0 r}^{k} \geq s_{n+1, r-1}^{k} \quad \forall r \in R, \forall k \in V$
$x_{i j r}^{k} \in\{0,1\} \quad \forall i, j \in N, \forall k \in V, \forall r \in R$
$z_{n}^{k} \in\{0,1\} \quad \forall k \in V, n \in\{1,2,3\}$
$s_{i r}^{k} \geq 0 \quad \forall i \in C, \forall k \in V, \forall r \in R$
$q^{k} \geq 0 \quad \forall k \in V$

The objective function (2.8) minimizes the total distances of tours. The constraints (2.9) ensure that each customer is visited exactly once. Equations (2.10) and (2.11) state that the total demand on a route can not exceed the capacity of each vehicle which depends on the number of wagons attached to it. The constraint in (2.12) shows the number of wagons in total. Constraints (2.13) ensure that a vehicle is assigned only one configuration. Equations (2.14), (2.15), and (2.16) indicate that each vehicle must leave the depot 0 , flow conservation constraints; and finally, all vehicles must return to the depot $n+1$. The inequalities (2.17) establish the relationship between the vehicle departure time from a customer and its immediate successor. Constraints (2.18) assert that the time windows are observed. Constraints (2.19) ensure a proper trip sequencing for the workday of a vehicle that the starting time of the next trip of the vehicle must be after the finishing time of its previous trip. Equations (2.20) and (2.21) are integer variables.

### 2.6 Solution Methods

A huge range of exact and approximate solution methods exist to solve VRPs. While exact methods provide optimal solutions, approximate methods, usually heuristic and metaheuristic approaches, yield a solution near to the optimal solution but not optimal. Exact methods for $V R P$ can be applied to small instances of up to 50 customers, whereas approximate algorithms are applicable to any number of customers. Sometimes a combination of both methods can obtain a better and faster solution. [73] is a good review of the variety of approaches. Fig 2.9 presents a number of approaches to solving $V R P$.

### 2.6.1 Exact Methods

An exact method obtains an optimal solution. One of the main approaches used to solve variants of $V R P$ is Branch and X , where X can be bound, cut, or price. Branch and X model $V R P$ as an integer or mixed-integer problem and solves it using a tree search method. At each node in the search tree, an LP relaxation is solved to obtain a bound. Cuts


Figure 2.9: $V R P$ solution methods
may be added at each node, and columns may also be added in case the number of variables is exponential, to begin with. Some of these works are Dell'Amico et al. [74] which is a branch and price approach to $V R P$, Fukasawa et al. [75] describes branch and cut and price for $C V R P$, Lysgaard et al. [76] is about branch and cut algorithm for $C V R P$, Fischetti et al. [77] presents a branch and bound algorithm for $V R P$ and another branch and bound algorithm is in Laporte and Nobert [78].

An optimal solution of the linear problem is computed in the first iteration and gradually in each iteration, we improve to get closer to an integer solution, and ultimately an integer solution which is optimal for the $V R P$ is obtained.

For other exact approaches, we mention Dynamic programming [79] and Column generation [80]. Dynamic programming is used for variants of VRPs. The idea is to break the problem into simpler sub-problems and solve them separately, then combine the solutions to sub-problems to get an overall solution.

Column generation solves the problem by starting from a feasible solution to a restricted problem where a limited number of columns are considered. The columns are gradually added to the problem and solved again until achieving an optimal solution.

Constraint programming (CP) [81] is another popular method for solving $V R P . C P$ at heart tries to infer new constraints given the relationships between the variables and uses these constraints to reduce the search space.

### 2.6.2 Approximate Methods

Whereas exact methods cannot solve VRPs with more than 50-100 customers in a reasonable time, approximate methods can give a solution near the optimal one, fast. Constructive heuristics and local search are two approximate methods that are commonly used. A constructive heuristic is applied to a large number of start points to generate good solutions in a short time efficiently. The way they work is usually to start with an empty trip and add customers one by one. Finally, customers are embedded in various trips. In [82], we can find good examples of heuristics for VRP. On the other hand, local search can be combined with a heuristic to give a more efficient solution. They are lots of local search methods [ 83,84$]$ that usually move or exchange the clients to find a better solution. There are several neighborhood change operators like Relocate, Split-to-single, 2-opt, Cross Exchange, Combine operators, etc.

Meta-heuristic is another common approximate approach where the local search operators and a construction heuristic are combined to obtain a solution for a large search space. Other meta-heuristic methods for $V R P$ are Simulated Annealing (SA) [85, 86], Deterministic Annealing (DA) [87], Tabu Search (TS) [88, 89, 90], Genetic Algorithms (GA) [91, 92], Ant Systems (AS) [93, 94], and Neural Networks (NN) [95]. The first three algorithms start from an initial solution $x_{1}$ and move at each iteration $t$ from $x_{t}$ to a solution $x_{t+1}$ in the neighborhood $N\left(x_{t}\right)$ of $x_{t}$, until a stopping condition is satisfied. If $f(x)$ denotes the cost of $x$, then $f\left(x_{t+1}\right)$ is not necessarily less than $f\left(x_{t}\right)$. As a result, care must be taken to avoid cycling. GA examines at each step a population of solutions. Each population is derived from the preceding one by combining its best elements and discarding the worst.

Ant systems is a constructive approach in which several new solutions are created at each iteration using some of the information gathered at previous iterations. Tabu search, genetic algorithms, and ant systems are methods that record, as the search proceeds, information on solutions encountered and use it to obtain improved solutions. Neural networks is a learning mechanism that gradually adjusts a set of weights until an acceptable solution is reached [96]. Usually, a few of them will be used together to obtain a better solution. This increases the calculation time, and the result is more effective.

## Chapter 3

## Elementary Shortest Path Problem with Resource Constraints

To generate all tours needed to solve the subproblem in column generation, we need to know the shortest path problem and elementary shortest path problem. In this section, we describe the shortest path problem. Label correcting algorithm is then described which is an approach to generating elementary shortest paths in section 3.2.

Elementary Shortest Path Problem: Find a path of minimum cost in a weighted directed graph $G=(V, A)$ from a source node $s$ to a destination node $t$, each node on the path is visited only once. In shortest path problem, nodes can be visited more than once.

Shortest Path Problem with Resource Constraint: Find the shortest path from a source to a destination that meets a number of constraints defined based on some resources.

Elementary Shortest Path Problem with Resource Constraint: (ESPPRC)
Let $G=(V, A)$ be a directed network, where $A$ is the set of $\operatorname{arcs}$ and $V=\left\{v_{1}, \ldots, v_{n}\right\}$ is the set of nodes, including an origin node $p$ and a destination node $d$. A cost $c_{i j}$ is associated with each $\operatorname{arc}\left(v_{i}, v_{j}\right) \in A$. Let $L$ be the number of resources and $d_{i j}^{l} \geq 0$ be the consumption of resource $l \in L$ along arc $\left(v_{i}, v_{j}\right)$. Values $d_{i j}^{l}$ are assumed to satisfy the triangle inequality for each resource $l$. With each node $v_{i}$ and each resource $l$ are associated two nonnegative values $a_{i}^{l}$ and $b_{i}^{l}$, such that the total consumption $\left(t_{i}^{l}\right)$ of resource $l$ along a path from $p$ to $v_{i}$ is constrained to the interval $\left[a_{i}^{l}, b_{i}^{l}\right]$. If the consumption of resource $l$ is lower than $a_{i}^{l}$ when the path reaches $v_{i}$, it is set to $a_{i}^{l}$. Note that this notation is natural for the time resource, but also allows us to represent capacity constraints by defining intervals $[0, Q]$ on nodes, where
$Q$ is the capacity limit. The objective is to generate a minimum cost elementary path from $p$ to $d$ that satisfies all the resource constraints. ESPPRC is NP-complete and can be solved by dynamic programming.

The following is a mathematical model for $\operatorname{ESPPRC}$ :

$$
\begin{equation*}
\min \sum_{\left(v_{i}, v_{j}\right) \in A} c_{i j} x_{i j} \tag{3.1}
\end{equation*}
$$

s.t.

$$
\begin{align*}
& \sum_{\left(v_{i}, v_{j}\right) \in A} x_{i j}-\sum_{\left(v_{j}, v_{i}\right) \in A} x_{j i}=0 \quad \forall v_{j} \in V \backslash\{p, d\}  \tag{3.2}\\
& \sum_{\left(p, v_{j}\right) \in A} x_{p j}=1  \tag{3.3}\\
& \sum_{\left(v_{j}, d\right) \in A} x_{j d}=1  \tag{3.4}\\
& t_{i}^{l}+d_{i j}^{l}-t_{j}^{l}+M x_{i j} \leq M \quad \forall l \in\{1, \ldots, L\},\left(v_{i}, v_{j}\right) \in A  \tag{3.5}\\
& a_{i}^{l} \leq t_{i}^{l} \leq b_{i}^{l} \quad \forall l \in\{1, \ldots, L\}, v_{i} \in V  \tag{3.6}\\
& x_{i j} \in\{0,1\} \quad \forall\left(v_{i}, v_{j}\right) \in A  \tag{3.7}\\
& t_{i}^{l} \geq 0 \quad \forall l \in\{1, \ldots, L\}, v_{i} \in V \tag{3.8}
\end{align*}
$$

Where $x_{i j}$ and $t_{j}^{l}$ are variables representing flow and resource consumption respectively and $M$ is a big number.

The objective function (3.1) is to minimize the total cost. Constraints (3.2) ensure that the vehicle leaves each customer after visiting. Equations (3.3) and (3.4) state that the vehicle starts from the origin $p$ and returns to the destination $d$. The constraints (3.5) show that the starting time of visiting a customer must be after its immediate successor. Equations (3.7) and (3.8) are the bounds on the variables.

### 3.1 Dynamic Programming Algorithms

Dynamic Programming is a technique for solving complex problems by dividing them into simpler sub-problems in such a way that the optimal solution of smaller ones can be used to get the optimal solution of the overall problem.

Among various methods presented to solve SPPRC, the Label correcting algorithm is the only dynamic programming algorithm to solve ESPPRC in a graph with negative costs.

### 3.2 Label correcting algorithms

Label correcting algorithm is one of the popular algorithms used to find a shortest path in a weighted directed graph with negative costs (the algorithm doesn't work when there are negative cost cycles). The idea is to progressively discover the path from the origin to every other node. At the start, every node has an overestimate on the length of the path from the origin to the node, then iteratively those lengths are revised based on a shorter path.

Below we present Bellman-Ford shortest path algorithm first and then Desrochers' Algorithm [97] for solving the shortest path problem with resource constraints and then an extension of the algorithm presented in [33] will be explained that can solve the elementary shortest path problem with resource constraints.

### 3.2.1 Bellman-Ford Shortest Path Algorithm

The algorithm computes the shortest path from a source to all vertices and works by relaxing the edges like Dijkstra's algorithm. Although the algorithm is slower than Dijkstra's, it can be used when the graph has negative edge weights and can also determine negative cycles if there is one.

Bellman-Ford algorithm [98] overestimates the length of the path from the source vertex to all other vertices which is infinity for all vertices except the resource at the start and then it starts relaxing these overestimate of lengths by discovering the new paths which are shorter than the previous ones. This process is followed for all the vertices $V-1$ times to find the
shortest path. The steps of the algorithm are:

- Initialize the distance to the source vertex as 0 and all other vertices are at distance $(d(v))$ infinity.
- Run the algorithm for $V-1$ iterations and in each iteration do the following relaxation on the edges. For every edge $(u, v)$ with the length of $c_{u v}$, if $d(v)<d(u)+c_{u v}$, then $d(v)=d(u)+c_{u v}$.
- Detecting the negative cycles if there is any update to some $d(v)$ after $V-1$ iterations. The negative cycles easily can be detected by one extra round, run the program for all edges if $d(v)>d(u)+c_{u v}$, then the negative cycle is determined.

```
Algorithm 1 Bellman-Ford Algorithm
    Input: Directed Graph \(G=(V, E)\); lengths of all edges as \(c_{u v}\); node \(s\) as origin
    Initialization
    \(d(s) \leftarrow 0\)
    for all \(v \in V-\{s\}\) do
        \(d(v) \leftarrow \infty\)
    end for
    for all \(e \in E\) do
        if \(d(v)<d(u)+c_{u v}\) then
            \(d(v) \leftarrow d(u)+c_{u v}\)
        end if
    end for
```

An example run of the algorithm with initialization, first iteration, and second iteration are shown in Fig 3.1, 3.1, and 3.1 respectively :

### 3.2.2 Desrocher Algorithm for the $S P P R C$

We briefly explain the algorithm presented by Desrchoer [97]. The algorithm works by labeling paths from the source to node $v_{j}$, each label is associated with a path and consists of the consumption of the resources and the cost of the path. Dominance rules are applied to avoid generating numerous labels. We need some notation to describe these rules.


Figure 3.1: Initialization- Bellman-Ford


Figure 3.2: First iteration- Bellman-Ford

Associated with each path $X_{p i}$ from the origin node p to a node $v_{i}$, is a label that is denoted by $\left(R_{i}, C_{i}\right)$, where

$$
R_{i}=\left(T_{i}^{1}, T_{i}^{2}, \ldots, T_{i}^{l}\right)
$$

$T_{i}^{l}$ corresponds to the quantity of resource $l$ used by the path from origin to node $i$. The cost is determined by the resource consumption,

$$
C_{i}=C\left(T_{i}^{1}, T_{i}^{2}, \ldots, T_{i}^{l}\right)
$$

The dominance rules are as follows:
Suppose $X_{p i}$ and $X_{p i}^{\prime}$ are two distinct paths from origin $p$ to node $v_{i}$ with associated labels


Figure 3.3: Second iteration- Bellman-Ford
$\left(R_{i}, C_{i}\right)$ and $\left(R_{i}^{\prime}, C_{i}^{\prime}\right)$ respectively, $X_{p i}$ dominates $X_{p i}^{\prime}$ if and only if

$$
C_{i} \leq C_{i}^{\prime}, \quad T_{i}^{l} \leq T_{i}^{\prime} l \quad \forall l=1, \ldots, L
$$

The optimal solution of the shortest path problem is determined by the min cost path in all non-dominated labels.

Fig 3.4 illustrates the first iteration of the algorithm applied on four nodes with one resource constraint. The resource consumption and the cost of each arc are indicated in brackets on edges and labels are presented next to each vertex. The label of the origin (node $p$ ) is $[0,0]$, then we start extending paths from node $p$ to all possible nodes. So, the algorithm processes each node as well as checks the dominance relation at each node as follows:

- Processing of node $p$ : There are edges $\left(p, v_{2}\right)$ and $\left(p, v_{3}\right)$ directed from the node $p$ which we can use to extend the label $[0,0]$ of node $p$. The information on edge $\left(p, v_{2}\right)$ indicates that the consumption of the resource and cost are 3,3 respectively, so the label $[0,0]$ can use 3 units of the resource consumption and add 3 units of costs. The label at node $v_{2}$ is $[3,3]$. In the same way, the label $[0,0]$ of the node $p$ is extended to the node $v_{3}$ and the label is updated to be $[3,3]$ at the node $v_{3}$.
- Processing of node $v_{2}$ : There is a label $[3,3]$ at node $v_{2}$ and there are two edges
directed from $v_{2},\left(v_{2}, v_{3}\right)$, and $\left(v_{2}, d\right)$. The label $[3,3]$ is extended to $[4,1]$ at node $v_{3}$ given the resource consumption and the cost of the edge $\left(v_{2}, v_{3}\right)$. The label is then $[4,4]$ at node $d$.
- Processing of node $v_{3}$ : Node $v_{3}$ can result in an extension to nodes $v_{2}$ and $d$. There are two labels at node $v_{3}$ that can extend and must be checked to see if we can keep them at the new node based on the dominance relation. The extension of the label $[3,3]$ to node $v_{2}$ is $[4,4]$ which is not kept because of the dominance relation that there is another label $[3,3]$ which is less in the resource consumption and the cost than the label $[4,4]$ and label $[4,1]$ is extended to be $[5,2]$ at node $v_{2}$. So, the two labels at node $v_{3}$ are extended to be $[4,4]$ and $[5,2]$ at node $d$.


Figure 3.4: First iteration of Desrocher's algorithm

### 3.2.3 Label Correcting Algorithm for $\operatorname{ESPP} R C$

Feillet et al. [33] modified Desrocher's algorithm to obtain an elementary shortest path with resource constraints in graphs which can have negative cost cycles (the overall sum of the cycle becomes negative).

A state is associated with each path $X_{p i}$ from the origin node $p$ to a node $v_{i}$ as

$$
R_{i}=\left(T_{i}^{1}, T_{i}^{2}, \ldots, T_{i}^{L}, s_{i v}, V_{i}^{1}, V_{i}^{2}, \ldots, V_{i}^{n}\right)
$$

where,

- $T_{i}^{l}, l=1, \ldots, L$ are the quantity of resources used on the path from $p$ to node i.
- $n$ binary indicator, one for each node $v_{k} \in V$ indicated as $V_{i}^{k}$
- $s_{i v}$, is the number of visited nodes on path $X_{p i}$.
$V_{i}^{k}=1$ if node $i$ is visited in the path $X_{p i}, 0$ otherwise. The label associated with this path is the same in the previous section $\left(R_{i}, C_{i}\right)$.

Dominance Relation: If there are two distinct paths, $X_{p i}$ and $X_{p i}^{\prime}$ from origin $p$ to node $v_{i}, X_{p i}$ dominates $X_{p i}^{\prime}$ if and only if

$$
C_{i} \leq C_{i}^{\prime}, \quad s_{i v} \leq s_{i v}^{\prime}, \quad T_{i}^{l} \leq T_{i}^{\prime l} \quad \forall l=1, \ldots, L, \quad V_{i}^{k} \leq V_{i}^{\prime k} \quad \forall k=1, \ldots, n
$$

An illustration of this new algorithm [33] is in Fig. 3.5 for the case of a single resource.
Each edge has a bracketed expression on it that contains the resource and the cost of each edge. Beside each node, labels can be seen, the first and last numbers in the square brackets are the resource consumption and cost of the path respectively, and the four intermediate numbers correspond to four nodes, indicating if the node is visited or not. The element $s_{i v}$ of the label is not shown in Fig. 3.5 for simplicity.

The label of $p$ is $[0 ; 1,0,0,0 ; 0]$ which means the consumption of the resource for the path


Figure 3.5: First iteration of the new definition of labels and dominance relation
is zero, the second digit which is 1 illustrates that the node $p$ is visited and the third to fifth digits are for the other three nodes that are not visited in this path yet, and the last zero digit indicates the cost of the path is 0 . This is the initialization step of the algorithm.

Continuing with the iterations, the first node which is $p$ must be processed, so the label on $p$ will be extended to nodes $v_{2}$ and $v_{3}$. For the extension of the path from node $p$ to $v_{2}$, the label is updated to be $[3 ; 1,1,0,0 ; 3]$ which means the consumption of the resource is 3 , nodes $p$ and $v_{2}$ are visited and nodes $v_{3}$ and $d$ are not visited in this path and the last digit shows the cost of the path. Similarly, the label on $p$ is extended to $v_{3}$ and the new label on $v_{3}$ is $[3 ; 1,0,1,0 ; 3]$. We continue this process for all nodes to determine all possible paths from $p$ to $d$.

Then, we need to process node $v_{2}$. There is one label at node $v_{3},[3 ; 1,1,0,0 ; 3]$ which can be extended to nodes $v_{3}$ and $d$ in terms of edges $\left(v_{2}, v_{3}\right)$ and $\left(v_{2}, d\right)$. The new label at node
$v_{3}$ and $d$ are $[4 ; 1,1,1,0 ; 1]$ and $[4 ; 1,1,0,1 ; 4]$ respectively. So, there are two labels at node $v_{3}$ which both can be kept since none of them dominates another one.

The last step is to process node $v_{3}$ and extend its labels to nodes $v_{2}$ and $d$. None of the labels at node $v_{3}$ can be extended to $v_{2}$ because of the dominance relation on label $[3 ; 1,0,1,0 ; 3]$ which is updated to $[4 ; 1,1,1,0 ; 4]$ and all elements of this label are greater than equal label $[3 ; 1,1,0,0 ; 3]$ that already exists at node $v_{2}$ and the corresponding value of node $v_{2}$ is 1 on label $[4 ; 1,1,1,0 ; 1]$ that can not be extended to $v_{2}$, as elementary paths are created. The extension of two labels of node $v_{3}$ to node $d$ is possible, so the new labels at node $d$ are $[4 ; 1,0,1,1 ; 4]$ and $[5 ; 1,1,1,1 ; 2]$.

The definition of the labels is improved using the concept of unreachable node next.

Unreachable Node: For each path $X_{p i}$ from the origin node $p$ to a node $v_{i} \in V$, a node $v_{k}$ is said to be unreachable if it is included in $X_{p i}$ or if there exists a resource $l \in 1, \ldots, L$ satisfying $T_{i}^{l}+d_{i k}^{l}>b_{k}^{l}$ (which means that the current value of consumption of 1 prevents the path from reaching node $v_{k}$ ) [33], where, $b_{k}^{l}$ is the maximum value of the resource and $d_{i k}^{l}$ is the total consumption of the resource in node $i$ from node $p$ in path $x_{p i}$.
The definition of the label is modified as:
$V_{i}^{k}=1$ if node $v_{k}$ is unreachable if it is already on the path or it can not be visited because of the violation of the resource constraints, and $s_{i v}$ is the number of unreachable nodes, so $s_{i v}=\sum_{k=1}^{n} V_{i}^{k}$.

The definition of the dominance relation will stay the same and we only keep non-dominated paths. This labeling scheme is more efficient for dynamic programming. We use this labelling scheme in the next chapter in section 4.3.

## Description of the Algorithm:

The algorithm finds all non-dominated paths from node $p$ to all other nodes.

We need the following notation to describe the algorithm:

- $A_{i}$ : List of labels on node $v_{i}$
- $\operatorname{Succ}\left(v_{i}\right)$ : Set of successors of node $v_{i}$.
- $E$ : List of nodes waiting to be processed.
- Extend $\left(L_{i}, v_{j}\right)$ : Function that returns the label resulting from the extension of label $L_{i} \in A_{i}$ towards node $v_{j}$ when the extension is possible, nothing otherwise.
- Dominated $\left(A_{j}\right)$ : Procedure that removes dominated labels in the list of labels $A_{j}$.
- $F_{i j}$ : List of labels extended from $v_{i}$ to $v_{j}$

```
Algorithm 2 Label Correcting Algorithm for ESPPRC
    Initialization
    \(A_{p} \leftarrow\{(0, \ldots, 0)\}\)
    for all \(v_{i} \in V-\{p\}\) do
        \(F_{i j} \leftarrow \emptyset\)
    end for
    \(E=\{p\}\)
    while \(E!=\emptyset\) do
        Choose \(v_{i} \in E\)
        for all \(v_{j} \in \operatorname{Succ}\left(v_{i}\right)\) do
            \(F_{i j} \leftarrow \emptyset\)
            for all \(L_{i} \in A_{i}\) do
                    if \(V_{i}^{j}=0\) then
                    \(F_{i j} \leftarrow F_{i j} \cup \operatorname{Extend}\left(L_{i}, V_{j}\right)\)
                    end if
            end for
            \(A_{j} \leftarrow \operatorname{Dominated}\left(F_{i j} \cup A_{j}\right)\)
            if \(A_{j}\) has changed then
                \(E \leftarrow E \cup\left\{v_{j}\right\}\)
            end if
        end for
        \(E \leftarrow E-\left\{v_{i}\right\}\)
    end while
```

For the initialization of the algorithm, label $(0, \ldots, 0)$ is assigned to the list of labels of node $p\left(A_{p}\right)$ and the list of labels is empty for other nodes and node $p$ is added to a set $E$. The algorithm continues until set $E$ is empty.

In each iteration, the last node $\left(v_{i}\right)$ of the set $E$ is chosen and we check for all labels of the list $A_{i}$ to see if we can extend them to each successor $\left(v_{j}\right)$ of node $v_{i}$. If node $v_{j}$ is not already on the path $L_{i}$ (label on $v_{i}$ ), the path $L_{i}$ is extended to $v_{j}$. After the extension of all labels on node $v_{i}$ to node $v_{j}$, the dominance relation is checked to remove dominated labels between these new labels plus previous ones on node $v_{j}$, and if the list of labels at node $v_{j}$ changes, the node is added to the set $E$. This process should be done for all successors of node $v_{i}$, then node $v_{i}$ is deleted from the set $E$.

This algorithm is used to solve the sub-problem of the column generation in the next
chapter in section 4.3.

## Chapter 4

## Column Generation

Column generation was proposed to solve linear problems where there are many more variables than constraints. Even, if we were capable of generating all the columns, the simplex algorithm would still be unable to calculate all the decreased costs of zero (non-basic) variables due to memory requirements. The benefit of column generation is that by focusing only on variables that have the potential to improve the objective function, it decreases the number of variables kept in the memory. Column generation works well on problems like Vehicle routing, Airline Scheduling, Shift Scheduling, and Job shop Scheduling [2].

Some papers that use column generation for $V R P$ are: LENT [99] uses a column generation method to solve the time dependent vehicle routing problem with soft time windows and stochastic travel times, the model allows the travel time distributions to change during a day because of traffic congestion; Kallehauge et al. [100] uses column generation for vehicle routing problem with time windows; Fukasawa et al. [75] is a combination of branch and cut and Lagrangean relaxation/column generation for Capacitated Vehicle Routing Problem; Rousseau et al. [101] is about solving small VRPTWs with Constraint Programming Based Column Generation; Liberatore et al. [102] used column generation for the vehicle routing problem with soft time windows. For a nice explanation of column generation, see Rousseau [2].

Column generation for $V R P$ is described in section 4.1 starting with a simple example
we show how column generation solves it. Section 4.2 presents the column generation for $M T V R P$. The column generation is described in section 4.3 for $M T V R P-V W-T W$ which is an original contribution to this thesis.

### 4.1 Column Generation for $V R P$

To solve $V R P$ using column generation, the problem is decomposed into two problems, the master problem and the sub-problem. Steps can be described as follow:

- The number of columns in the master problem can be large, so they are progressively introduced to the master problem. We start with the restricted master problem (RMP) which is an integer program. The linear relaxation programming of the RMP (LRMP) is solved at the beginning using the simplex method.
- The dual variables associated with the optimal solution of an $L R M P$ are used to define a pricing sub-problem. The solution to the sub-problem helps determine new routes. The column with the most negative reduced cost has the most potential to improve the solution of the master problem and this route is added to the LRMP. Columns are added until there are no columns with reduced cost. At this point, we have an optimal solution for the $L R M P$ and a lower bound for $R M P$.
- Pricing problem is modeled as an Elementary Shortest Path Problem with Resource Constraints (ESPPRC) and can be solved by dynamic programming given in section 3.2.
- Finally, a lower bound is embedded in a branch and bound algorithm to solve the master problem.

Fig.4.1 shows the flowchart of the column generation procedure.


Figure 4.1: Overview of the column generation procedure

### 4.1.1 Master Problem and Sub-Problem for the $V R P$

The column generation approach is explained using a simple $V R P$ with four customers in which each route can have a maximum of two clients. Fig. 4.2 shows a $V R P$ with four clients that all must be visited and numbers on the edges are distances between customers and customers with depot as well. The distances on the missing edges are given by the triangle inequality.


Figure 4.2: VRP Example [2]

To write the $R M P$, initially we start with a subset of routes from all the possible routes
visiting maximum of two clients. There are seven such possible routes and the total distance of each route can be calculated as:
$x_{1}:$ Depot $\rightarrow A \rightarrow$ Depot and $d_{1}($ distance $)=10+10=20$
Table 4.1 shows the total distance of each route.
Table 4.1: All tours of VRP

| Number of route | route | Visited customers | Distance $\left(d_{r}\right)$ |
| :--- | :--- | :--- | :--- |
| 1 | $x_{1}$ | Depot $-A-$ Depot | 20 |
| 2 | $x_{2}$ | Depot $-B-$ Depot | 20 |
| 3 | $x_{3}$ | Depot $-C-$ Depot | 20 |
| 4 | $x_{4}$ | Depot $-D-$ Depot | 20 |
| 5 | $x_{5}$ | Depot $-A-B-$ Depot | 30 |
| 6 | $x_{6}$ | Depot $-B-C-$ Depot | 35 |
| 7 | $x_{7}$ | Depot $-C-D-$ Depot | 30 |

The $V R P$ model with these routes can be described as:

$$
\begin{aligned}
& \min \quad 20 x_{1}+20 x_{2}+20 x_{3}+20 x_{4}+30 x_{5}+35 x_{6}+30 x_{7} \\
& \text { A: } x_{1}+x_{5}=1 \quad \text { client A is in route } x_{1} \text { and } x_{5} \\
& \text { B: } \\
& x_{2}+x_{5}+x_{7}=1 \\
& \text { C: } \\
& x_{3}+x_{6}+x_{7}=1 \\
& \text { D: } \\
& x_{4}+x_{6}=1 \\
& x_{i} \in\{0,1\} \quad i=1,2,3,4,5,6,7
\end{aligned}
$$

where,

$$
x_{i}= \begin{cases}1 & \text { if route } i \text { is in the solution } \\ 0 & \text { if route } i \text { is not in the solution. }\end{cases}
$$

To do column generation, we start with a subset of these routes, one route for each customer. so, the master problem is:

$$
\min 20 x_{1}+20 x_{2}+20 x_{3}+20 x_{4}
$$

A: $\quad x_{1}=1$
B: $\quad x_{2}=1$
C: $\quad x_{3}=1$
D: $\quad x_{4}=1$

$$
x_{i} \in\{0,1\} \quad i=1,2,3,4
$$

$\pi_{A}, \pi_{B}, \pi_{C}$, and $\pi_{D}$ are dual variables corresponding to each constraint with value 20 each. Given the dual values, therefore we can calculate all reduced costs of routes to see if there is any route to improve the current solution or not.

If $d_{r}$ is the cost of route $r$ and $a_{i r}$ is one if customer $i$ is in route $r$, zero otherwise. The reduced cost of the routes is:

$$
d_{r}-\sum_{i \in\{A, B, C, D\}} a_{i r} \pi_{i}
$$

The reduced costs of the remaining routes are in Table. 4.2
Table 4.2: Reduced costs- First iteration

| Number of route | route | Visited customers | Reduced cost |
| :--- | :--- | :--- | :--- |
| 5 | $x_{5}$ | Depot $-A-B-$ Depot | $30-(20+20)=-10$ |
| 6 | $x_{6}$ | Depot $-B-C-$ Depot | -5 |
| 7 | $x_{7}$ | Depot $-C-$ D - Depot | -10 |

Therefore there are new routes with the potential of improving the master solution given the negative reduced costs. Route $x_{5}$ with the reduced cost of -10 is added to the master problem. The new columns in the basis are $x_{3}, x_{4}$, and $x_{5}$, so the total distance of routes is decreased to 70 . With these new routes, the dual values corresponding to each constraint are $10,20,20$, and 20 respectively. So, the reduced costs of the remaining routes are:

There are two routes with a negative reduced cost that can improve the solution. The

Table 4.3: Reduced costs- Second iteration

| Number of route | route | Visited customers | Reduced cost |
| :--- | :--- | :--- | :--- |
| 6 | $x_{6}$ | Depot $-B-C-$ Depot | $35-(20+20)=-5$ |
| 7 | $x_{7}$ | Depot $-C-D-$ Depot | $30-(20+20)=-10$ |

route $x_{7}$ is selected to be added to the master problem. So, the new basis of the master problem is routes $x_{5}$ and $x_{7}$ and the objective function decreases to 60 . The new dual values are $10,20,10$, and 20 respectively. The reduced cost of the route $x_{6}$ is $35-(20+10)=5$. So, there is no new route with the negative reduced cost to improve the master objective function.

The solution is shown in Fig. 4.3


Figure 4.3: VRP optimal-Solution

## Mathematical model of the Master Problem

After this example that shows how the column generation works, we describe the formulation of the master problem and $R M P$ for basic $V R P$. In chapter one, capacitated vehicle routing problem was presented, and based on the same problem, the master problem will be described.

We assume that $R$ is the set of all possible routes, starting from the depot and ending at the depot. Each route visits customers exactly once. A solution of $V R P$ is a subset of these feasible routes. We select a number of these routes so that the total distance of the routes is minimized. To introduce the master problem which is a set covering problem, the following
notation and variables are used:

- Every column corresponds to a feasible route
- $R$ : Set of all feasible routes
- $C_{r}$ : The total distance of route $r \in R$
- $|V|:$ The number of the vehicles

We use the following coefficients and decision variables.

$$
\begin{align*}
& y_{r}= \begin{cases}1, & \text { if route } r \text { is in the solution } \\
0, & \text { otherwise }\end{cases}  \tag{4.1}\\
& a_{i r}= \begin{cases}1, & \text { if customer } i \text { is in route } r \\
0, & \text { otherwise }\end{cases} \tag{4.2}
\end{align*}
$$

The master problem is:

$$
\min \sum_{r \in R} C_{r} y_{r}
$$

s.t.

$$
\begin{aligned}
& \sum_{r \in R} a_{i r} y_{r} \geq 1 \\
& y_{r} \in\{0,1\} \quad \forall i \in C \\
&
\end{aligned}
$$

The LP-dual of the master problem is:
$\max \sum_{i \in C} \pi_{i}$
s.t.

$$
\begin{aligned}
& \sum_{i \in C} a_{i r} \pi_{i} \leq C_{r} \quad \forall r \in R \\
& \pi_{i} \geq 0 \quad \forall i \in C
\end{aligned}
$$

Let $\pi$ be an optimal solution to the LP-dual. The reduced cost of each route is:

$$
\begin{equation*}
\bar{C}_{r}=C_{r}-\sum_{i \in C} a_{i r} \pi_{i} \tag{4.3}
\end{equation*}
$$

As long as there is a route with negative reduced cost, the dual problem does not have an optimal solution, therefore, any route with negative reduced cost can be added to the restricted master problem, usually, the most negative one is added to improve the primal solution.

## Sub-Problem

To determine the column to be added, we need a sub-problem to find the route with the most negative reduced cost. The cost of each route which is the sum of the traveling time of all edges on the route can be calculated as:

$$
C_{r}=\sum_{i \in N} \sum_{j \in N} c_{i j} x_{i j}
$$

And the reduced cost $\left(\bar{C}_{r}\right)$ is:

$$
\bar{C}_{r}=C_{r}-\sum_{i \in C} a_{i r} \pi_{i}
$$

By using this information we can write the pricing sub-problem which gives the column with the minimum reduced cost. So sub-problem can be expressed as:

$$
\begin{equation*}
\min \sum_{i \in N} \sum_{j \in N} c_{i j} x_{i j}-\sum_{i \in C} a_{i r} \pi_{i} \tag{4.4}
\end{equation*}
$$

s.t.

$$
\begin{equation*}
\sum_{i \in C} \sum_{j \in N} d_{i} x_{i j} \leq Q \tag{4.5}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{j \in N} x_{0 j}=1 \tag{4.6}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i \in N} x_{i h}-\sum_{j \in N} x_{h j}=0 \quad h \in C \tag{4.7}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i \in N} x_{i, n+1}=1 \tag{4.8}
\end{equation*}
$$

$$
\begin{equation*}
x_{i j} \in\{0,1\} \quad i, j \in N \tag{4.9}
\end{equation*}
$$

The sub-problem which is a shortest path problem can be solved using dynamic programming [33] to find all feasible routes with a negative reduced cost.

## Initialization

To start the process we generate one route per customer and these routes will be the initial input to the master problem.

### 4.2 Column generation for MTVRPTW

The mathematical model was described in Chapter 2. Now, the column generation approach is applied to solve the problem.

### 4.2.1 Master Problem and sub-Problem for the multi-trip vehicle routing problem

Let us summarize the mathematical model for MTVRPTW next.

$$
\begin{equation*}
\min \sum_{k \in V} \sum_{r \in R} \sum_{i \in N} \sum_{j \in N} d_{i j r}^{k} x_{i j r}^{k} \tag{4.10}
\end{equation*}
$$

s.t.

$$
\begin{align*}
& \sum_{k \in V} \sum_{r \in R} \sum_{j \in N} x_{i j r}^{k}=1 \quad \forall i \in C  \tag{4.11}\\
& \sum_{i \in C} d_{i} \sum_{j \in N} x_{i j r}^{k} \leq q^{k} \quad \forall k \in V, r \in R \tag{4.12}
\end{align*}
$$

$$
\begin{equation*}
\sum_{j \in N} x_{0 j r}^{k}=1 \quad \forall k \in V, r \in R \tag{4.13}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i \in N} x_{i h r}^{k}-\sum_{j \in N} x_{h j r}^{k}=0 \quad \forall h \in C, k \in V, r \in R \tag{4.14}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i \in N} x_{i, n+1, r}^{k}=1 \quad \forall k \in V, r \in R \tag{4.15}
\end{equation*}
$$

$$
\begin{equation*}
s_{i r}^{k}+s_{i}+t_{i j}-M\left(1-x_{i j r}^{k}\right) \leq s_{j r}^{k} \quad \forall i \in N-\{n+1\}, j \in N-\{0\}, \forall k \in V, r \in R \tag{4.16}
\end{equation*}
$$

$$
\begin{equation*}
a_{i} \sum_{j \in N-\{0\}} x_{i j r}^{k} \leq s_{i r}^{k} \leq b_{i} \sum_{j \in N-\{0\}} x_{i j r}^{k} \quad \forall i \in C, k \in V, r \in R \tag{4.17}
\end{equation*}
$$

$$
\begin{equation*}
s_{0 r}^{k} \geq s_{n+1, r-1}^{k} \quad \forall r \in R, k \in V \tag{4.18}
\end{equation*}
$$

$$
\begin{equation*}
x_{i j r}^{k} \in\{0,1\} \quad \forall i, j \in N, k \in V \tag{4.19}
\end{equation*}
$$

$$
\begin{equation*}
s_{i r}^{k} \geq 0 \quad \forall i \in C, k \in V, r \in R \tag{4.20}
\end{equation*}
$$

$$
\begin{equation*}
q^{k} \geq 0 \quad \forall k \in V \tag{4.21}
\end{equation*}
$$

The objective function (4.10) is to minimize the total distance of all tours. Constraints state that each customer must be visited once (4.11), the sum of demands of customers visited during a route must not exceed the capacity of the vehicle (4.12), all routes must start and end at the depot (4.13) and (4.16), flow conservation constraint (4.14), the relationship between the vehicle departure time from a customer and its immediate successor (4.16), the time window constraints for each customer (4.17), and finally a proper route sequencing for the workday of a vehicle (4.18).

For column generation, a few changes are needed when the vehicle can perform more than one route in a day. In our case, a tour represents all the routes that a vehicle can make during a workday. So, a tour is a collection of routes.

### 4.2.2 Master problem for $M T V R P$

We use the following notation to describe the master problem for $M T V R P$.

- Tour: all routes a vehicle services during a day
- Every column corresponds to a tour (with multiple routes)
- $\Omega$ : The set of all feasible tours
- $d_{w}$ : The total distance of tour $w \in \Omega$
- $|V|:$ The number of the vehicles

$$
a_{i w}= \begin{cases}1, & \text { if customer } i \text { is in tour } w  \tag{4.22}\\ 0, & \text { otherwise }\end{cases}
$$

The following decision variables are introduced:

$$
y_{w}= \begin{cases}1, & \text { if tour } w \text { is in the solution }  \tag{4.23}\\ 0, & \text { otherwise }\end{cases}
$$

The master problem formulation which is set covering formulation is:

$$
\begin{equation*}
\min \sum_{w \in \Omega} d_{w} y_{w} \tag{4.24}
\end{equation*}
$$

s.t.

$$
\begin{align*}
& \sum_{w \in \Omega} a_{i w} y_{w} \geq 1 \quad i \in C  \tag{4.25}\\
& \sum_{w \in \Omega} y_{w} \leq|V|  \tag{4.26}\\
& y_{w} \in\{0,1\} \quad w \in \Omega \tag{4.27}
\end{align*}
$$

Here, each column corresponds to a tour and a solution is a subset of $\Omega$. The LP relaxation of the master problem is solved by the simplex method and the dual variables associated with the constraints of the optimal solution are used to define a pricing subproblem that can give us the columns with a negative reduced cost as shown next.

### 4.2.3 Subproblem of the $M T V R P$

The pricing problem is an elementary shortest path problem with resource constraints and is constructed using the dual variables of the optimal solution to the master problem and the constraints that are not used in the master problem. Suppose that $\pi_{i}, i \in C$ are the dual variables associated with the covering constraints (4.25) and the dual variable $\mu$ is associated with constraint (4.26), then the objective is to find the column with the minimum reduced $\operatorname{cost}\left(\bar{d}_{w}\right)$ :

$$
d_{w}-\sum_{i \in d} a_{i w} \pi_{i}-\mu=\bar{d}_{w}-\mu
$$

where $\bar{d}_{w}=d_{w}-\sum_{i \in d} a_{i w} \pi_{i}$.

### 4.3 Column generation for $M T V R P-V W-T W$

Multi-trip vehicle routing problem with a variable number of wagons and time windows was described in section 2.4 and the mathematical model was presented in section 2.5. In this section, we solve the problem using column generation. The master problem, pricing subproblem, and the techniques for solving the pricing subproblem will be explained. This contribution is new and extends the methodology presented in section 4.2 for MTVRP.

### 4.3.1 Master problem for $M T V R P-V W-T W$

We note the following:

- Tour: all routes a vehicle can have during a day;
- Every column corresponds to a tour;
- $\Omega$ : the set of all feasible tours;
- $d_{w}$ : the total distance of tour $w \in \Omega$;
- $W$ : the total number of wagons;
- $|V|:$ the number of the vehicles;
- Numbers of the used wagons should be less than $W$;
- $n_{w}$ : the number of wagons used for a vehicle that is used in tour $w$ and $n_{w} \in\{1,2,3\}$;

$$
a_{i w}= \begin{cases}1, & \text { if customer } i \text { is in tour } w  \tag{4.29}\\ 0, & \text { otherwise }\end{cases}
$$

We use the following decision variables:

$$
y_{w}= \begin{cases}1, & \text { if tour } w \text { is chosen }  \tag{4.30}\\ 0, & \text { otherwise }\end{cases}
$$

The master problem is:

$$
\begin{equation*}
\min \sum_{w \in \Omega} d_{w} y_{w} \tag{4.31}
\end{equation*}
$$

s.t.

$$
\begin{align*}
& \sum_{w \in \Omega} a_{i w} y_{w} \geq 1 \quad \forall i \in C  \tag{4.32}\\
& \sum_{w \in \Omega} y_{w} \leq|V|  \tag{4.33}\\
& \sum_{w \in \Omega} n_{w} y_{w} \leq|W|  \tag{4.34}\\
& y_{w} \in\{0,1\} \quad \forall w \in \Omega \tag{4.35}
\end{align*}
$$

The objective function (4.31) is to minimize the total distances of all tours. Constraints (4.32) ensure that each customer is visited at least once. The constraint (4.33) states that the number of all tours must be less than the number of vehicles. Constraint (4.34) states that the number of wagons used in all the vehicles must be less than the total number of wagons.

The solution is a subset of $\Omega$. As the number of columns is exponential in the number of customers, we solve the restricted master problem $(R M P)$ with a limited number of columns for the initial solution and the columns are progressively added into $R M P$. The LP-relaxation of $R M P(L R M P)$ is solved with an $L P$ solver to obtain the dual variables associated with the optimal solution of the RLMP, these dual values are sent to the subproblem to determine new tours with negative reduced cost and these new tours are added to the master problem, the process will continue until there are no more tours with negative reduced cost. This guarantees an optimal solution to the RLMP.

### 4.3.2 Method for constructing tours/columns

Once the LP relaxation of the restricted master problem is solved, the dual values are provided to determine the objective function of the sub-problem which is an elementary shortest path problem with resource constraints from the artificial start node to the artificial end node in the route graph. The route graph is constructed using a label correcting algorithm which is explained in the following sections. The label correcting algorithm is applied to the route graph to generate all non-dominated tours. Therefore the solution of the sub-problem is determined, once we have all non-dominated tours in the route graph. If there is a new tour with the negative reduced cost from three sub-problems with different capacities which are made from three route graphs, it is added to the master problem. The algorithm iterates until no new tour with the negative reduced cost can be generated.

The following flowchart shows the process of generating all non-dominated tours for three different capacities separately.


### 4.3.3 Generating all non-dominated paths

To solve the subproblem, all non-dominated routes must be generated, and the label correcting algorithm is used to create all these routes.

We need to generate elementary paths, so we keep track of previously visited nodes. A path p from an origin node $o$ to a node $j$ is labeled with $R_{p}=\left(C_{p}, t_{p}^{1}, \ldots, t_{p}^{l}, s_{p v}, V_{p}^{1}, \ldots, V_{p}^{n}\right)$, where $L=\{1, \ldots, l\}$ is the set of resources and we have two resources $t_{p}^{1}$ and $t_{p}^{2}$. Time consumption, $t_{p}^{1}$ is the time used in the path till customer $v_{j}$ which is calculated as $t_{p}^{1}=t_{p}^{1}+t_{i j}+s_{j}$, where $v_{i}$ and $v_{j}$ are two adjacent customers on the route and $s_{j}$ represents the service time for the customer $v_{j}$. Load consumption, $t_{p}^{2}$ is the capacity used for the path and is given by $t_{p}^{2}=t_{p}^{2}+d_{j}$ where $d_{j}$ is the quantity that must be delivered to the customer $v_{j}$. A time interval $\left[a_{i}, b_{i}\right]$ representing the time window is associated with each customer $v_{i}$ and a load interval $[0, Q]$, where $Q$ is the capacity of the vehicle. $C_{p}$ is the length of the path and is made negative by replacing the distance $t_{i j}$ of each arc with $t_{i j}-a$, such that $a>\max _{(i, j) \in A} t_{i j}$. We make the distances negative so that vehicles leave the depot otherwise, it would be optimal to stay at the depot, $s_{p v}$ is the number of unreachable nodes and $V_{p}^{i}=1$ if node $i$ is unreachable, 0 otherwise. The following dominance relation is used to determine nondominated routes:

Dominance relation: If there are two paths from origin $o$ to node $j, p$ and $p \prime$, with labels $R_{p}$ and $R_{p \prime}$, respectively, then path $p$ dominates $p^{\prime}$ if and only if $C_{p} \leq C_{p^{\prime}}, s_{p v} \leq s_{p \prime \nu}, t_{p}^{k} \leq$ $t_{p l}^{k}, \forall k=1, \ldots, l, V_{p}^{i} \leq V_{p \prime}^{i}, \forall i=1, \ldots, n[1]$.

That is, path $p$ dominates $p \prime$ if (a) it is no longer, (b) it does not consume more resources for every resource considered and (c) every unreachable node is also unreachable for path $p^{\prime}$ [1].

Using this relation will keep only the labels that are for non-dominated elementary paths.
To implement the label correcting algorithm for our problem, we need to create a label $\left(C_{p}, t_{p}^{1}, t_{p}^{2}, s_{p v}, V_{p}^{1}, \ldots, V_{p}^{n}\right)$ which represents a path $p$ from the depot to the customer $j$. Using these labels all feasible non-dominated routes will be generated.

During the extension of the path, we need to see if the current time consumption $\left(t_{p}^{1}\right)$ plus the distance $d_{i j}$ is less than $a_{i}$, then $t_{p}^{1}$ is replaced by $a_{i}$ and the extension of the path continues. Each time that we extend one node or the node is unreachable, $s_{p v}$ increases by one. We also eliminate the partial routes when we are extending the paths. So, at the end of the algorithm, we will have all non-dominated routes.

### 4.3.4 Creation of the route graph

After creating all non-dominated routes, each of them can be looked at as a node in a new graph that we call the route graph. The route graph includes these routes as the nodes and two artificial nodes for the start and end of the vehicle workday. To create the route graph, the following rules must be applied to determine if there is an edge between nodes $r$ and $r^{\prime}$ :

- Route $r$ and $r^{\prime}$ must not visit the same customer.
- The feasibility of servicing route $r$ after route $r$ is determined through departure time windows as explained below.

To satisfy the second condition, the latest departure and arrival times and the earliest departure and arrival times need to be calculated. To have an edge $(r, r \prime)$ the latest departure of route $r \prime$ must be greater than the latest arrival of route $r$. There are edges between the artificial start node and all routes and from all routes to the artificial end node.

There are two time windows for each route node $r$ which are the earliest and latest departure times $\left[t_{0}^{r}, \bar{t}_{0}^{r}\right]$ and earliest and latest arrival times $\left[t_{n+1}^{r}, \bar{t}_{n+1}^{r}\right]$. Routes must be started and completed in these intervals. These time windows are determined as shown below.

## Latest departure and arrival times

If the route $r$ is shown as a sequence $\left(0=i_{0}, i_{1}, i_{2}, \ldots, i_{n_{r}}, i_{n_{r}+1}=n+1\right)$ where the first and last points are the depot as well as other customers ( $n_{r}$ ones) in the middle, first the
latest feasible time $\bar{t}_{i_{j}}^{r}$ of each customer must be calculated using a back-ward sweep of route $r$ starting from $i_{n_{r}+1}$ to $i_{0}$. Therefore:

$$
\begin{gathered}
\bar{t}_{i_{n_{r}+1}} \leftarrow b_{i_{n_{r}+1}} \\
\bar{t}_{i_{j}}^{r} \leftarrow \min \left\{\bar{t}_{i_{j+1}}^{r}-t_{i_{j} i_{j+1}}-s_{i_{j}}, b_{i_{j}}\right\}, \quad \forall j=i_{n_{r}}, \ldots, i_{0}
\end{gathered}
$$

Finally, we will have $\bar{t}_{i_{0}}^{r}$ which is the latest departure of the route $r$ and again in a similar way we obtain the latest arrival time of the route as well as the latest feasible schedules $\left(\bar{t}_{i_{j}}^{r}\right)$ at each customer using a forward sweep, so each $\bar{t}_{i_{j}}^{r}$ can be calculated as:

$$
\bar{t}_{i_{j}}^{r} \leftarrow \max \left\{\bar{t}_{i_{j-1}}^{r}+t_{i_{j-1} i_{j}}+s_{i_{j}}, a_{i_{j}}\right\}, \quad \forall j=i_{1}, \ldots, i_{n_{r}+1}
$$

## Earliest departure and arrival times

Suppose we calculated the latest departure time $\left(\bar{\tau}_{0}^{r}\right)$, the earliest departure time $\left(\bar{t}_{n+1}^{r}\right)$ and the latest feasible schedules to begin service at each customer $\left(\bar{t}_{i_{j}}^{r}\right)$ in the route $r$, two cases can happen:

Case 1: there is no waiting time (vehicle doesn't arrive before time windows) in the latest feasible time of customers, then we can shift the latest times by the minimum of $\left(\bar{t}_{i_{j}}^{r}\right)$ and $a_{i_{j}}$, so we can calculate it for each route as:

$$
\delta^{r}=\min _{j=0, \ldots, n_{r}+1}\left(\bar{t}_{i_{j}}^{r}-a_{i_{j}}\right)
$$

By deducting these units of the latest departure and arrival times, the earliest departure and arrival can be obtained. So, we have:

$$
\underline{t}_{0}^{r}=\bar{t}_{0}^{r}-\delta^{r}
$$

and,

$$
\underline{t}_{n+1}^{r}=\bar{t}_{n+1}^{r}-\delta^{r}
$$

Having all the latest departure and arrival times as well as the earliest departure and arrival times, it is possible to write the time windows for all routes as: $\left[t_{0}^{r}, \bar{t}_{0}^{r}\right]$ and $\left[t_{n+1}^{r}, \bar{t}_{n+1}^{r}\right]$.

Case 2: If there are some waiting times in the latest feasible time for customers. Then, we can not leave the depot earlier, when the latest arrival times are before the time windows.

So, the earliest departure and arrival times will be the same as the latest departure and arrival times respectively.

$$
\underline{t}_{0}^{r}=\bar{t}_{0}^{r}
$$

and,

$$
\underline{t}_{n+1}^{r}=\bar{t}_{n+1}^{r}
$$

In case 2, the time windows for departure and arrival will be a single point. So, the route $r^{\prime}$ can be served after route $r$ if $t_{n+1}^{r}+\delta^{r^{\prime}} \leq \bar{t}_{0}^{r^{\prime}}$

Given all this information, now to create the route graph, we must note that there must not be any common customer between routes $r$ and $r^{\prime}$ and the latest arrival time of the route $r$ must be less than the latest departure time of the next route $r^{\prime}$. If both the conditions are met, then there is an edge from $r$ to $r^{\prime}$. Below we show the route graph for a small example problem from [1].

## Example

A simple instance of five customers and two nodes 0 and 6 associated with the depot is in Table 4.4. Indices 1 to 5 are the five customers. There are the coordinates and time windows associated with each customer, listed in the same row. Travel time between any two nodes is the same as the distances and servicing time of all customers is $s=10$.

The label correcting algorithm is applied on this instance and all the non-dominated

Table 4.4: Customers with time windows [1]

| Node | $x$ | $y$ | Time window |
| :--- | :--- | :--- | :--- |
| 0 | 40 | 50 | $[0, \infty]$ |
| 1 | 25 | 85 | $[591,874]$ |
| 2 | 22 | 75 | $[73,350]$ |
| 3 | 22 | 85 | $[473,588]$ |
| 4 | 20 | 80 | $[418,913]$ |
| 5 | 20 | 85 | $[40,390]$ |
| 6 | 40 | 50 | $[0, \infty]$ |

routes are shown in Table 4.6. The calculation of the latest and earliest departure and arrival times for the first route $(0,3,1,6)$ is as follows:

$$
\begin{aligned}
& r=(0,3,1,6) \\
& i_{0}=0, i_{1}=3, i_{2}=1, i_{3}=6 \\
& t_{03}=39.55, t_{31}=3, t_{16}=38.07 \\
& s_{3}=10, s_{1}=10
\end{aligned}
$$

Next, we calculate the latest departure and arrival times. Table (4.5) shows the calculation of the latest departure.

Table 4.5: Latest departure calculation

| $\bar{t}_{6}^{1}$ | $\bar{t}_{1}^{1}$ | $\vec{t}_{3}^{1}$ | $\vec{t}_{0}^{1}$ |
| :--- | :--- | :--- | :--- |
| $\infty$ | $\min \left(\bar{t}_{6}^{1}-t_{16}-s_{1}, b_{1}\right)$ | $\min \left(\vec{t}_{1}^{1}-t_{13}-s_{3}, b_{3}\right)=$ | $\min \left(\vec{t}_{3}^{1}-t_{30}-s_{1}, b_{0}\right)=$ |
|  | $=\min (\infty-38.07-$ | $\min (874-\quad 3 \quad-$ | $\min (588-39.55-$ |
|  | $10,874)=874$ | $10,588)=588$ | $0, \infty)=548.65$ |

The backward sweep gave us the latest departure time $\bar{t}_{0}^{1}=548.65$, a forward sweep gives the latest arrival time:

$$
\begin{gathered}
\bar{t}_{0}^{1}=548.65 \\
\bar{t}_{3}^{1}=\max \{548.65+39.35,473\}=588 \\
\bar{t}_{1}^{1}=\max \{588+3.00+10,591\}=601
\end{gathered}
$$

Table 4.6: Time windows and cost of each route [1]

| Route | Departure | Arrival | Cost |
| :---: | :---: | :---: | :---: |
| $0,3,1,6$ | $[538.65,548.65]$ | $[639.07,649.07]$ | -82.82 |
| $0,4,3,6$ | $[421.57,522.35]$ | $[536.57,637.35]$ | -82.46 |
| $0,4,1,6$ | $[537.88,639.07]$ | $[820.88,922.07]$ | -82.05 |
| $0,2,5,6$ | $[42.20,143.50]$ | $[319.20,420.50]$ | -81.94 |
| $0,2,6$ | $[42.20,113.80]$ | $[319.20,390.80]$ | -20.02 |
| $0,4,6$ | $[381.95,464.05]$ | $[876.95,959.05]$ | -9.52 |
| $0,1,6$ | $[552.93,639.07]$ | $[35.93,922.07]$ | -5.48 |
| $0,3,6$ | $[433.65,522.35]$ | $[548.65,637.35]$ | -2.92 |
| $0,5,6$ | $[0.00,90.62]$ | $[349.69,440.31]$ | -1.00 |

$$
\bar{t}_{6}^{1}=\max \{601+38.07+10,0\}=649.07
$$

The calculations for the other tours are done similarly, so we have the latest departure and arrival times of all tours which are in Table 4.6, the second column.

Now, we need to calculate the earliest departure and arrival times. Observing the latest feasible schedule, we see that there is no waiting time in this schedule, so case 1 arises and the minimum shift must be calculated. For the first tour $r_{1}$, we have:

$$
\delta^{1}=\min \{548.65-0,588-473,601-591,649.07-0\}=10
$$

We know, $\underline{t}_{0}^{r}=\bar{t}_{0}^{r}-\delta^{r}$, and we have $\underline{t}_{0}^{1}=\bar{t}_{0}^{1}-\delta^{1}=548.65-10=538.65$. In the same way, $\underline{t}_{6}^{1}=\bar{t}_{6}^{1}-\delta^{1}=649.07-10=639.07$. So, the time windows of tour one for departure and arrival at the depot are:

$$
\left[\underline{t}_{0}^{1}, \bar{t}_{0}^{1}\right]=[538.65,548.65]
$$

and,

$$
\left[\underline{t}_{6}^{1}, \bar{t}_{6}^{1}\right]=[639.07,649.07]
$$

The same calculation is done for all tours to get the earliest departure and arrival time. The third column of Table 4.6 displays these numbers.

Using this information, the route graph is constructed. We also check whether there are no common customers between the two routes and if two consequent routes are feasible based on the departure time windows, an edge is then drawn between these two routes. Fig.4.4 shows the route graph for this example. Each node indicates a route and numbers in the circle are customers visited in the route, numbers on each edge are the cost of the route, a tour must be found for a vehicle by visiting these routes, then the tour is a multi trip for the vehicle. The elementary shortest path obtained is shown with a dotted line.


Figure 4.4: Route graph

### 4.3.5 Sub-problem for $M T V R P-V W-T W$

The subproblem is defined on the route graph $G^{T}=\left(V^{T}, A^{T}\right)$ where $V^{T}$ is the set of all non-dominated routes generated by the label correcting algorithm [33] plus two artificial nodes for the start and end of the tour. $A^{T}$ is the set of edges in the route graph with the time windows on each route, $\left[t_{0}^{r}, \bar{t}_{0}^{r}\right]$ and $\left[t_{n+1}^{r}, \bar{t}_{n+1}^{r}\right]$.

To formulate the subproblem on the route graph, dual variables associated with the master problem constraints are needed. Let $\pi_{i}$ be dual the variables associated with constraints (4.32) in the master problem and $\mu_{0}$ and $\mu_{1}$ are the dual variables associated with (4.33) and (4.34) constraints respectively.

Let $c_{r s}=d_{s}$, where $d_{s}$ is the total distance of route s , the reduced cost of $\operatorname{arc}(r, s)$ is:

$$
\bar{c}_{r s}=c_{r s}-\sum_{i \in V_{s}} \pi_{i}
$$

Using the binary variable $X_{r s}$ which is one if the route $(r, s)$ is used and zero otherwise and the continuous variable $T_{r}$ which is the departure time of the route $r$, we formulate the subproblem as follows:

$$
\begin{equation*}
\min \sum_{(r, s) \in A^{T}} \bar{c}_{r s} X_{r s}-\mu_{0}-\mu_{1} \tag{4.37}
\end{equation*}
$$

s.t.

$$
\begin{align*}
& \sum_{(r, h) \in A^{T}} X_{r h}-\sum_{(h, s) \in A^{T}} X_{h s}=0 \quad \forall h \in V^{T}  \tag{4.38}\\
& \sum_{r \in A^{T}} X_{0 r}=1  \tag{4.39}\\
& \sum_{r \in A^{T}} X_{r, n+1}=1  \tag{4.40}\\
& T_{r}+\left(\bar{t}_{n+1}^{r}-\bar{t}_{0}^{r}\right)-M\left(1-X_{r s}\right) \leq T_{s} \quad \forall(r, s) \in A^{T}  \tag{4.41}\\
& \underline{t}_{0}^{r} \leq T_{r} \leq \bar{t}_{0}^{r} \quad \forall r \in V^{T}  \tag{4.42}\\
& X_{r s} \in\{0,1\} \quad \forall(r, s) \in A^{T}  \tag{4.43}\\
& T_{r} \geq 0 \quad \forall(r, s) \in A^{T} \tag{4.44}
\end{align*}
$$

The objective function (4.37) is the reduced cost of the tour. Constraint (4.38) indicates that the vehicle must leave a route and go to the next one. Constraints (4.39) and (4.40) ensure that the tour starts and ends at the depot. The inequalities (4.41) establish the relationship between the vehicle departure time from a route and its immediate successor. Constraints (4.42) assert that the time windows of routes are observed.

### 4.3.6 Solving the pricing subproblem

For three different capacities of the vehicles, we have three route graphs. Consequently, three subproblems will be solved. The label correcting algorithm can be applied to each of them again to find the new tour with the negative reduced cost to be added to the master problem.

Now, the label correcting algorithm can be implemented to determine all non-dominated tours of the route graph.
To implement the label correcting algorithm on the route graph, a label $L_{p}$ which is associated with a path $p$ from the start node in the route graph to a route node $r$ needs to be created :

$$
L_{p}=\left(C_{p}, T_{p}^{r}, s_{p v}, V_{p}^{1}, \ldots, V_{p}^{n^{T}}\right)
$$

$C_{p}$ is the cost of the path $p$. When a route node is added to the path, the cost of the route node will be added to the cost of the path.
$T_{p}^{r}$ is the departure time of route $r$.
$s_{p v}$ is the number of unreachable route nodes.
$V_{p}^{r^{\prime}}$ indicates that the route node $r^{\prime}$ is unreachable if the value is 1,0 otherwise.
There is no capacity resource for the label corresponding to each path of the route graph. In fact, the only resource consumption is the time and the time constraints $\underline{t}_{0}^{r} \leq T_{r} \leq \bar{t}_{0}^{r}$ need to be checked to see if the path is extendable or not.

To extend a path, an arc $(r, s)$ must be added keeping the feasibility of departing the depot to service route $s$ before the latest departure time of route node $s$. If $s$ is added, then the cost and time consumed are added too. A few points must be noted:

- Start of service for route $r$ must be in $\left[t_{0}^{r}, \bar{t}_{0}^{r}\right]$ and be completed in $\left[t_{n+1}^{r}, \bar{t}_{n+1}^{r}\right]$
- Traveling time is $\bar{t}_{n+1}^{r}-\bar{t}_{0}^{r}$
- Service time of route $s\left(s_{s}\right)$ is the time that route $s$ needs for preparation and any waiting time, so $s_{s}=\delta^{s}$
- The time consumed on the route $s$ is the duration of route $s$ plus the setup time of route $s$ plus any waiting time before departure
- Possibility of servicing route $s$ after route $r$ is given by $T_{r}+\left(\bar{t}_{n+1}^{r}-\bar{t}_{0}^{r}\right) \leq T_{s}$

Using the extend and dominate function in the label correcting algorithm, all nondominated tours will be generated. Papers [33], [1] and [42] are used to have an algorithm to generate all non-dominated tours. The algorithm first generate all non-dominated routes and then generate the rout graph and finally create all non-dominated tours.The algorithm is described next.

## Description of the Algorithm:

The algorithm finds all non-dominated tours on the route graph from the origin node $p$ (depot).

We need the following notation to describe the algorithm:

- $G=(N, A)$ : The input graph.
- $N$ : Set of customers and vertices 0 and $n+1$ as the depot.
- $A$ : Set of all edges between vertices in $N$
- $H_{i}$ : List of labels on node $v_{i}$
- $\operatorname{Succ}\left(v_{i}\right)$ : Set of successors of node $v_{i}$.
- $E$ : List of nodes waiting to be processed.
- Extend $\left(L_{i}, v_{j}\right)$ : Function that returns the label resulting from the extension of label $L_{i} \in H_{i}$ towards node $v_{j}$ when the extension is possible, nothing otherwise.
- Dominated $\left(A_{j}\right)$ : Procedure that removes dominated labels in the list of labels $H_{j}$.
- $F_{i j}$ : List of labels extended from $v_{i}$ to $v_{j}$
- Routes: To save all non-dominated routes.
- $(L d-\text { time })_{k}$ : latest departure time of $R_{k} \in$ Routes.
- $(\text { La -time })_{k}$ : latest arrival time of $R_{k} \in$ Routes.
- $(E d \text {-time })_{k}:$ earliest departure time of $R_{k} \in$ Routes.
- $(E a-\text { time })_{k}$ : earliest arrival time of $R_{k} \in$ Routes.
- $G^{T}=\left(V^{T}, A^{T}\right)$ : Route graph
- $V^{T}$ : Set of all non-dominated routes which are vertices in the route graph.
- $A^{T}$ : Set of edges in the route graph
- $H_{k}^{T}$ : List of labels on node $R_{k}$
- $\operatorname{Succ} T\left(R_{k}\right)$ : Set of successors of route $R_{k}$.
- $E^{T}$ : List of routes waiting to be processed.
- Extend $T\left(L_{k}^{T}, R_{k}\right)$ : Function that returns the label resulting from the extension of label $L_{k}^{T} \in H_{i}^{T}$ towards node $R_{h}$ when the extension is possible, nothing otherwise.
- Dominated $T\left(H_{h}^{T}\right)$ : Procedure that removes dominated labels in the list of labels $H_{h}^{T}$.
- $F T_{k h}$ : List of labels extended from $R_{k}$ to $R_{h}$

```
Algorithm 3 Generating all non-dominated tours
    Input: \(G(N, A)\)
    \# All notation used are written above
    output: all non-dominated tours
    Initialization \# Generate all non-dominated routes
    \(H_{p} \leftarrow\{(0, \ldots, 0)\}\)
    for all \(v_{i} \in V-\{p\}\) do
        \(F_{i j} \leftarrow \emptyset\)
    end for
    \(E=\{p\}\)
    while \(E!=\emptyset\) do
        Choose \(v_{i} \in E\)
        for all \(v_{j} \in \operatorname{Succ}\left(v_{i}\right)\) do
            \(F_{i j} \leftarrow \emptyset\)
            for all \(L_{i} \in H_{i}\) do
                if \(V_{i}^{j}=0\) then
                    \(F_{i j} \leftarrow F_{i j} \cup \operatorname{Extend}\left(L_{i}, V_{j}\right)\)
                end if
            end for
            \(H_{j} \leftarrow \operatorname{Dominated}\left(F_{i j} \cup H_{j}\right)\)
            if \(H_{j}\) has changed then
                \(E \leftarrow E \cup\left\{v_{j}\right\}\)
            end if
        end for
        for all \(L_{i} \in H_{i}\) do
            if \(L_{i}\) is not extended to any \(v_{j} \in \operatorname{Succ}\left(v_{i}\right)\) then
                    Routes \(\leftarrow \operatorname{Extend}\left(L_{i}, n+1\right)\)
            end if
        end for
        \(E \leftarrow E-\left\{v_{i}\right\}\)
    end while
    for all \(R_{k} \in\) Routes do \# Generate the route graph
        Add \(R_{k}\) to \(V^{T}\)
        Calculate \((L d-\text { time })_{k},(L a-t i m e)_{k},(E d-t i m e)_{k}\), and \((E a-t i m e)_{k}\).
    end for
    for all \(R_{k}, R_{h} \in\) Routes do
        if \(R_{k}\) and \(R_{h}\) don't have common customer and \((L a-\text { time })_{k} \leq(L d-\text { time })_{h}\) then
            Add an edge from vertex \(R_{k}\) to vertex \(R_{h}\) in \(A^{T}\)
        end if
    end for
    for all \(R_{k} \in\) Routes do
        Add an edge from vertex \(R_{k}\) to p and from p to \(R_{k}\)
    end for
```

```
Initialization
                                    \# Generate all non-dominated tours
    \(H_{k}^{T} \leftarrow\{(0, \ldots, 0)\}\)
    for all \(R_{k} \in V^{T}-\{p\}\) do
        \(F T_{k h} \leftarrow \emptyset\)
    end for
    \(E^{T}=\{p\}\)
    while \(E^{T}!=\emptyset\) do
    Choose \(R_{k} \in E^{T}\)
    for all \(R_{h} \in \operatorname{Succ} T\left(R_{k}\right)\) do
            \(F T_{k h} \leftarrow \emptyset\)
            for all \(L_{k}^{T} \in H_{k}^{T}\) do
            if \(R_{k}^{h}=0\) then
                    \(F T_{k h} \leftarrow F T_{k h} \cup \operatorname{Extend} T\left(L_{k}^{T}, R_{h}\right)\)
                    end if
            end for
            \(H_{h}^{T} \leftarrow\) Dominated \(T\left(F T_{k h} \cup H_{h}^{T}\right)\)
            if \(H_{h}^{T}\) has changed then
                \(E^{T} \leftarrow E^{T} \cup\left\{R_{h}\right\}\)
            end if
    end for
    \(E^{T} \leftarrow E^{T}-\left\{R_{k}\right\}\)
    end while
```

There are three sub-problems based on the various capacity. All tours will be generated for these three sub-problems using algorithm 3. First, we will see if there is a new tour with a negative reduced cost in the sub-problem with one wagon, if so, the column will be added to the master problem, if not, the second sub-problem will be checked. If there is a new tour with a negative reduced cost to be added to the master problem. If not, we will check the third sub-problem which uses three wagons. We keep solving the sub-problems until all tours with the negative reduced cost are found and added to the master problem. The following flowchart shows the procedure of the algorithm.


### 4.3.7 Summary

In this chapter, we describe the column generation for $V R P, M T V R P T W$, and $M T V R P-$ $V W-T W$. The first two are the background material, and for clarity one example of col-
umn generation for $V R P$ is presented. The novel work in this thesis is column generation for $M T V R P-V W-T W$, and the experimental evaluation of it is in chapter 7. To do column generation for $M T V R P-V W-T W$, we need to generate all non-dominated paths using label corrected algorithm (3.2) for three different capacities of vehicles. Then the route graphs for these three capacities can be constructed. Each node of the route graph is a route from the generation of non-dominated paths. So each route graph is made of all possible routes as nodes and the possibility of having two consecutive routes for a vehicle as edges. Again, the label correcting algorithm is applied on any of these route graphs to generate all non-dominated paths for this new graph (route graph). The result is multi trips for a single vehicle and it gives us the solution to the subproblems to determine if a new tour with the negative reduced cost exists. We check that any of the three subproblems have a tour with a negative reduced cost. If there is any one, will be added to the master problem.

## Chapter 5

## Branch and Price

In the first section, branch and bound is explained and next we explain branch and price and apply it to our problem MTVRP-VW-TW.

### 5.1 Branch and Bound

Branch and bound algorithms are methods for global optimization for nonconvex problems. They are non-heuristic, in the sense that they maintain a provable upper and lower bound on the (globally) optimal objective value. Branch and bound algorithms can be slow, however in the worst case, they require effort that grows exponentially with problem size, but in some cases, the methods converge with much less effort [103].

In the following, we explain the basic idea of branch and bound, how the algorithm works, flowchart, and examples for the algorithm are from [3].

### 5.1.1 Basic idea

In fact, the branch and bound break the problem into the smaller sized problems to solve as illustrated by the following mixed integer linear program (MILP) :

$$
\begin{array}{ll}
J^{*}=\min _{(x, y)} c^{T} x+d^{T} y \\
\text { s.t. } & (x, y) \in X
\end{array}
$$

Where X is feasible solutions of the problem,

$$
X=\left\{(x, y) \in \mathbb{R}_{+}^{n} \times \mathbb{Z}_{+}^{p}: A x+B y \geq b\right\}
$$

$\mathbb{R}_{+}^{n}$ and $\mathbb{Z}_{+}^{p}$ are the space of n dimensional vectors of positive real numbers and the space of p dimensional vectors of positive integer numbers respectively. $X$ can be decomposed into smaller sets, $X=X_{1} \cup X_{2} \cup \cdots \cup X_{K}$, and let

$$
J^{k}=\min \left\{c^{T} x+d^{T} y:(x, y) \in X_{k}\right\} \quad k=1, \ldots, K
$$

Then, $J^{*}=\max _{k} J^{k}$

### 5.1.2 Decomposition of the mixed-integer linear problem

Consider the LP-relaxation of the initial problem (MILP) as:

$$
\begin{aligned}
& J_{R}=\min _{(x, y)} c^{T} x+d^{T} y \\
& \text { s.t. } \quad(x, y) \in P
\end{aligned}
$$

Where, $P=\left\{(x, y) \in \mathbb{R}_{+}^{n} \times \mathbb{R}_{+}^{p}: A x+B y \geq b\right\}$.
Let $\left(x^{R}, y^{R}\right) \in P$ be a feasible solution of the $L P$. We check whether all variables of $y$ are integers, if not, a fractional $y_{j}$ is taken, and then, we decompose the problem based on bounds on integer variables as shown next.

Let $y_{j}^{R}$ be a variable with the fractional value, therefore, these two problems must be solved:

$$
\begin{aligned}
& P^{1}:=P \cap\left\{y: y_{j} \leq\left\lfloor y_{j}^{R}\right\rfloor\right\} \\
& P^{2}:=P \cap\left\{y: y_{j} \geq\left\lceil y_{j}^{R}\right\rceil\right\}
\end{aligned}
$$

The following figure shows how decomposition works.


Figure 5.1: Branching at a node

So, two new $L P$ problems for $P^{1}$ and $P^{2}$ are solved.

### 5.1.3 Enumeration

The root of the enumeration tree is the $L P$ solution and the problems obtained from the decomposition add two new child nodes to the tree, a left branch and a right branch.

### 5.1.4 Bounds

For the given MILP let $\left(x^{*}, y^{*}\right)$ be the optimal solution of the problem with objective value $J^{*}$ and let $J_{R}$ be the objective value of the relaxation of $M I L P$, and $(\bar{x}, \bar{y})$ be any integer feasible solution with the objective value $\bar{J}$, we have:

- $J_{R}$ provides a lower bound on $J^{*}$, so $J_{R} \leq J^{*}$
- $\bar{J}$ provides an upper bound on $J^{*}$, so $J^{*} \leq \bar{J}$

Consequently,

$$
J_{R} \leq J^{*} \leq \bar{J}
$$

### 5.1.5 Pruning

Nodes in the enumeration tree are pruned in the following ways:

- Pruning by optimality: A solution of the LP is an integer, the decomposition and adding cuts can not improve the solution. We check if it can improve the best solution so far, if it improves, update the best lower bound and prune the node.
- Pruning by bound: A solution $J^{i}$ at a node $i$ is worse than the best upper bound that we have, $J^{i} \geq \bar{J}$, then we do not explore node $i$.
- Pruning by infeasibility: A $L P$ is infeasible at a node, then the node $i$ is not explored.


### 5.1.6 Choosing a fractional variable to branch

If none of the pruning cases happen which means the $L P$ has a feasible solution, $J^{i} \leq \bar{J}$ and $y^{i} \notin \mathbb{Z}_{+}^{P}$, then we need to branch at the current node. But, which non-integer variable must be chosen, there are many selection strategies, and few of them are:

- The variable with maximum integer infeasibility: branch on a variable that has the fractional part close to 0.5 .
- The variable with minimum integer infeasibility.
- Strong branching: select the variable that can improve the objective function value more. One way is to perform a few iterations of the dual simplex to determine which variable gives the most improvement.


### 5.1.7 Node selection

Each time a node cannot be pruned, two branches are created and we need to decide which node must be selected to be solved next. Different search algorithms on trees can be applied to determine the next node [104]. Some choices are:

- Depth-first search: when children are created, they are added to a list of unexplored nodes and the last node added to the list is selected to explore.
- Breadth-first search: select the first node added to the list to be explored.
- Best-bound search: is to select a node whose parent has the best bound.


### 5.1.8 Pseudocode

The pseudocode for branch and bound is shown in Algorithm 4.

```
Algorithm 4 Branch and Bound
    Initialization
    \(L \leftarrow\{0\}\)
    \(J \leftarrow \infty\)
    \(k \leftarrow 0\)
    while \(L\) is not empty do
        select node \(i\) of \(L\) and delete it from \(L\)
        solve LP-relaxation at node \(i\)
        \(k \leftarrow k+1\)
        if LP-relaxation is infeasible then
            if \(\mathrm{k}=1\) then
                    The problem is infeasible
            end if
            prune node \(i\) by infeasibility
        else
            Let \(\left(x^{i}, y^{i}\right)\) be the solution and \(J_{R}^{i}\) objective value of LP-relaxation at node \(i\)
            if \(J_{R}^{i} \geq \bar{J}\) then
                prune the node by bound
            else
                    if all variables of solution are integers, update then
                    update the upper bound, \(\bar{J} \leftarrow J_{R}^{i}\)
                    prune node \(i\) by optimality
            else
                    generate two branches at node \(i\) and add two new nodes to the list \(L\)
            end if
            end if
        end if
    end while
```


### 5.1.9 Example

The branch and bound algorithm is illustrated for the following $I P$ problem:

$$
\begin{aligned}
& J^{*}=\min _{y}-1 y_{1}-2 y_{2} \\
& \text { s.t } \\
& \frac{-1}{2} y_{1}+y_{2} \leq \frac{11}{5} \\
& 4 y_{1}+5 y_{2} \leq 26 \\
& 7 y_{1}+3 y_{2} \leq 32 \\
& y \in \mathbb{Z}_{+}^{2}
\end{aligned}
$$

We use the most fractional variable to branch and node is selected using the breadth-first search. The tree and the solution of each node are in Fig. 5.2


Figure 5.2: Branch and bound example [3]

The first iteration of the algorithm is the root that has the objective value of -9.01 and variables that have fractional values. The only node to branch is the root. The most fractional variable $y_{2}$ is chosen and two branches are created. so, node 1 is deleted from the
list and nodes 2 and 3 are added. The next node to treat is node 2. LP-relaxation is solved at node 2 , the objective value is -8.75 and there is one fractional variable $y_{1} . y_{1}$ is selected and two branches are generated, nodes 4 and 5 are added to the list and node 2 is deleted. Node 3 is infeasible, so it is pruned and the node is deleted from the list. Now, node 4 should be treated that has an integer solution, the best bound is updated. Node 4 is also deleted, so the only node left in the list is 5 which has a feasible solution and one fractional variable $y_{2}$ to branch on. Then, two branches are made and nodes 6 and 7 are added to the list while node 5 is removed. Solving LP-relaxation at node 6 , the objective value is greater than the best bound that we have so far, so it is pruned by bound and node 6 is removed from the list. The last node 7 has the LP-relaxation infeasible, that node is deleted from the list. There is no more node to check. So the algorithm stops and the optimal integer solution found is $(2,3)$ with the objective value -8 .

### 5.2 Branch and price algorithm

The branch and price algorithm is a combination of the column generation and branch and bound algorithm in which the column generation is executed at each node of the search tree. Branch and price is shown in Fig. 5.3. The LP at each node is solved using column generation.

### 5.2.1 Branch and price algorithm for $M T V R P-V W-T W$

We describe initialization, the search strategy, branching strategy, and the upper bound that we use in our implementation of branch and price for the multi-trip VRP with variable wagons and time windows.

## Initialization

At the root of the search tree, the RLMP is initialized with tours made of a single customer visit. The number of columns thus corresponds to the number of customers. For internal nodes in the search tree, the algorithm initializes the $R L M P$ with the set of columns


Figure 5.3: Branch and price algorithm
in the parent node considered, after removing columns that are infeasible due to branching [42]. The minimum capacity for all vehicles that service a single customer, is one wagon.

## Search strategy

The branch and price tree is explored using depth first search.

## Lower and upper bound

The solution to RLMP at the root node gives a lower bound for the problem. We solve the master problem using CPLEX. The integer solution of the master problem given by the CPLEX 12.8 is used as the upper bound.

## Branching strategy

Two branching strategies are used. We branch on the number of vehicles and on the arcs.

Branching on the number of vehicles: We sum the value of variables of the optimal solution of $R L M P$, so $k=\sum_{w \in \Omega^{\prime}} y_{w}$, where $\Omega^{\prime} \subseteq \Omega$. If $k$ is fractional, two branches are created. For each branch, one additional constraint is added to the master problem, these two constraints are:

$$
\sum_{w \in \Omega^{\prime}} y_{w} \leq\lfloor k\rfloor
$$

and

$$
\sum_{w \in \Omega^{\prime}} y_{w} \geq\lfloor k+1\rfloor .
$$

The dual variable value corresponding to the new constraint is added to the subproblem and the column generation is done again for this new child node.

Branching on arcs: The branch on an arc happens when the flow on an arc $(i, j)$ is fractional. We calculate the flow on any arc that is in some column. The sum of the $y_{w}$, $w \in \Omega^{\prime}$ on the columns that include an $\operatorname{arc}(i, j)$, will give the flow on the arc. The arc with fractional value is taken. So, these branches will be:

- Left branch: $x_{i j}=1$, which means the customer $j$ must be visited immediately after customer $i$ in all tours of RLMP and the route graph as well. To enforce it, all columns in the $R L M P$ and the route graph that contains $\operatorname{arc}(i, k)$ with $k \neq j$ and $(k, j)$ with $k \neq i$ must be deleted. Also, if $x_{i}=\sum_{w \in \Omega^{\prime}} a_{i w} y_{w}$, then the decision variables for vertices $i$ and $j$ are set to one in RLMP, $x_{i}=1$ and $x_{j}=1$.
- Right branch: $x_{i j}=0$, which means the customer $j$ must not follow the customer $i$ immediately. So all tours including the $\operatorname{arc}(i, j)$ in RLMP and the route graph must be removed.


## Branch and price process

We start at the root and if RLMP is feasible, all possible columns from three subproblems will be added to the RLMP. The LP solution of the root is set as the lower bound and also integer solution given by the CPLEX is used as the upper bound. Two branches on the number of the vehicles are created and we use a stack in implementation DFS, so nodes are added to the front of the stack. For each node, column generation is used again to find the LP- solution of RLMP. We check if the node must be pruned or kept, if the node is not pruned, then we update the upper bound and create two new branches. After processing all nodes, we see if the sum of the value of variables of the best bound is an integer but variable values are not, then the branching on nodes is used to generate nodes. Then, we calculate the flows on all the arcs. In the same way, we continue with the last node added to the head of the list to see if the node must be pruned or kept after using column generation. If we keep the node, two branches are created and the upper bound is updated. The process continues until the stack is empty.

## Chapter 6

## Resource management in device-to-device communications

This chapter is on device to device communication in wireless networks. The system model is described briefly in section 6.1.1. The branch-n-cut algorithm is described in section 6.2. A combinatorial algorithm for solving the Lagrangian relaxation is in section 6.3. An iterative rounding algorithm and the proof of the quality of the approximation is in section 6.4.

### 6.1 Device to device communication

Interference minimization or maximization of sum-rate is a mature research problem in the field of wireless and cellular communication. In recent days, special attention is given to this area due to the introduction of a new mode of personal communication known as device to device (D2D) communication underlay to a cellular network [105].

Here we study the knapsack based model for resource allocation for D2D communication first proposed in [106]. Given a set of cellular users, and a set of D2D pairs (from the cellular users), the model allows for radio resource of a cellular user to be used by at most one D2D pair (1-1 resource). This radio allocation if used will generate some interference (which can be quantified given the system model) and provide some sum-rate. The model seeks to find those allocations which simultaneously meet the sum-rate and the interference requirements from the systems. For a pair of cellular user and a D2D receiver, the model specifies the signal interference noise ratio (SINR) at a cellular user when the base
station transmits, and the SINR at the D2D receiver. The SINR at the cellular user and D2D receiver is considered as the minimum level of detail needed to examine interference [107].

One can also model the resource allocation problem as a minimum knapsack problem with side constraints. If a target sum-rate is required then the objective is to minimize the total interference. The knapsack constraint models the requirement that the target sum-rate is met, and side constraints model the 1-1 resource requirement, this model was first studied in [59].

### 6.1.1 System model

Before an explanation of the system model, we need some definitions, which are given next.

Channel gain A channel is a link (wired or wireless) between the transmitting and receiving antennas. Channel gain is the difference between the transmitter's output power and the power received at the receiver end.

Interference: interference happens when two or more waves merge to generate one wave. Interference may be constructive or destructive. Interference can block reception, may result in a momentary loss of a signal, or may impact the quality of the sound or image that a piece of equipment produces.

Sum-rate: is the total rate of transmission over several simultaneous transmissions (over different channels).

SINR: Describes the ratio between the gain of a channel and the total interference and noise encountered by the channel. The exact formulas are given later.

The system model explained below is from [6, 106]. Let $D$ be the set of D2D pairs and $C$ the set of cellular users. $G_{b c}$ is the channel gain between the base station $b$ and cellular user $c \in C . G_{d c}$ is the channel gain between a transmitter for a D 2 D pair $d \in D$ and the cellular user $c \in C . G_{t r}$ denotes the channel gain between D2D transmitter $t$ and D2D receiver $r$
(for D 2 D pair $d$ ). $G_{b d}$ is the channel gain between the base station $b$ and $d$ 's receiver. The transmission power of cellular user $c$ and D2D pair $d$ are $P^{c}$ and $P^{d}$ respectively. Variable $x_{(c, d)} \in\{0,1\}$ indicates whether a D2D pair $(d)$ uses radio resources from a cellular user $(c)$, and $s_{(c, d)}$ represents the sum rate. The total sum rate of the cellular users which share resources with some D2D pair is given by,

$$
S=\sum_{c \in C} \sum_{d \in D} x_{(c, d)} s_{(c, d)}
$$

The sum rate for a D2D pair $(c, d)$ is given by Shannon's formula.

$$
s_{(c, d)}=B \log _{2}\left(1+\gamma_{(c, d)}\right)+B \log _{2}\left(1+\gamma_{(d, b)}\right)
$$

where $\gamma_{(c, d)}$ is the SINR at cellular user with signal transmitting from base station given by,

$$
\gamma_{(c, d)}=\frac{P^{c} G_{b c}}{T+P^{d} G_{d c}}
$$

and $\gamma_{(d, b)}$ is the SINR at D2D receiver end.

$$
\gamma_{(d, b)}=\frac{P^{d} G_{t r}}{T+P^{c} G_{b d}}
$$

The interference for pair $(c, d)$ is given by,

$$
I_{(c, d)}=P^{d} G_{d c}+P^{c} G_{b d}
$$

By assumption, each cellular user can share resources with at most one D2D pair and vice versa. Therefore,

$$
\sum_{c \in C} x_{(c, d)} \leq 1, \forall d \in D
$$

Similarly,

$$
\sum_{d \in D} x_{(c, d)} \leq 1, \forall c \in C
$$

If $I$ be the total interference allowed then

$$
\sum_{c \in C} \sum_{d \in D} x_{(c, d)} I_{(c, d)} \leq I
$$

The model can now be written as,

$$
\begin{array}{r}
\max \sum_{c \in C} \sum_{d \in D} x_{(c, d)} s_{(c, d)} \\
\sum_{c \in C} \sum_{d \in D} x_{(c, d)} I_{(c, d)} \leq I \\
\sum_{c \in C} x_{(c, d)} \leq 1 \quad \forall d \in D \\
\sum_{d \in D} x_{(c, d)} \leq 1 \quad \forall c \in C \\
x_{(c, d)} \in\{0,1\} \quad \forall c \in C, \forall d \in D \tag{6.5}
\end{array}
$$

The objective function (6.1) maximizes the total sum rate. Constraint (6.2) ensures that the interference is less than the target interference. Finally, constraints (6.3) and (6.4) indicate that each D2D and the user cellular can share resources with at most one user cellular and D2D respectively. We can think of cellular users and D2D pairs as two sides of a bipartite graph $(V, E)$, and $(c, d)$ as an edge in this graph. Let $\mathcal{M}$ be the set of matchings in the bipartite graph. Then, by a simple change of variable $(c, d)=e$ we can write the above model as:

$$
\begin{array}{r}
\max \sum_{e \in E} x_{e} s_{e} \\
\sum_{e \in E} x_{e} I_{e} \leq I \\
\left\{x_{e} \mid x_{e}=1\right\} \in \mathcal{M} \\
x_{e} \in\{0,1\} \quad \forall e \in E \tag{6.9}
\end{array}
$$

where constraint (6.8) states that the set of edges in $\left\{e: x_{e}=1\right\}$ form a matching and constraint (6.7) is the knapsack constraint. Therefore, we say that model is a knapsack with a matching side constraint. We write constraint (6.8) as $\sum_{e \in \delta(v)} x_{e} \leq 1, \forall v \in V=C \cup D$ at times where $\delta(v)$ is the set of edges incident on $v$ (either a cellular user or a D2D pair).

### 6.2 Branch and cut

Branch and cut is derived from branch and bound when linear inequalities known as cuts are added at every search node of search tree [108]. The cuts are satisfied by all the feasible solutions and reduce the search space. We use linear inequalities known as covercuts [109] that are generated from equation (6.7) and the current LP solution as explained next.

Cuts need to be generated in each iteration and will be added to the relaxation of our model at each node of the branch and bound tree which reduces the integrality gap. The problem is solved again using branch and bound until the solution is an optimal integer solution of our IP.

### 6.2.1 Cover Cuts

A cover $S$ is a set of pairs $(c, d)$ where $c \in C, d \in D$ such that the total interference on the pairs in $S$ is larger than the allowed interference

$$
\begin{equation*}
\sum_{(c, d) \in S} I_{(c, d)}>I \tag{6.10}
\end{equation*}
$$

$S$ is a minimal cover if no proper subset of $S$ is also a cover. Any feasible solution can contain only at most $|S|-1$ elements from a minimal cover $S$. Therefore, for any feasible solution $x$,

$$
\begin{equation*}
\sum_{(c, d) \in S} x_{(c, d)} \leq|S|-1 \tag{6.11}
\end{equation*}
$$

Equivalently, for a minimal cover $S$, and a feasible solution $x^{*}$ :

$$
\begin{equation*}
\sum_{(c, d) \in S}\left(1-x_{(c, d)}^{*}\right) \geq 1 \tag{6.12}
\end{equation*}
$$

For a cut to be valid, the LP solution $x^{*}$ must also satisfy the cover condition. Violating the above condition demonstrates the existence of a cover-cut.

$$
\begin{equation*}
\sum_{(c, d) \in S}\left(1-x_{(c, d)}^{*}\right)<1 \tag{6.13}
\end{equation*}
$$

So, given $x^{*}$, if there is an $S$ such that

$$
\begin{array}{r}
\sum_{(c, d) \in S}\left(1-x_{(c, d)}^{*}\right)<1 \\
\sum_{(c, d) \in S} I_{(c, d)}>I \tag{6.15}
\end{array}
$$

Then inequality (6.11) can be added to the node in the search tree during branch and bound. Existence of a minimal cover $S$ that satisfies equation (6.14) is determined by solving the following knapsack problem.

$$
\begin{array}{r}
\max \sum_{c \in C} \sum_{d \in D} y_{(c, d)} I_{(c, d)} \\
\sum_{c \in C} \sum_{d \in D} y_{(c, d)}\left(1-x_{(c, d)}^{*}\right)<1 \tag{6.17}
\end{array}
$$

Where, $y_{c, d} \in\{0,1\}$ is the decision variable in the knapsack problem.
If we find a solution to the knapsack problem above, where the optimal value exceeds the interference capacity I, then we add (6.11) as a new constraint to our MIP.

### 6.3 Lagrangian relaxation

Let us recall the IP formulation. The input is a bipartite graph $B=(V, E)$ and an interference-cap $I . V(E)$ is the set of vertices (edges). The two sides of the partition are the D2D pairs on one side and the cellular users on the other side. Each edge $e$, has an
interference $I_{e}$ and a sum-rate $s_{e}$. The set of edges incident on $v \in V$ is denoted $\delta(v)$. The goal is to find a maximum weight matching such that the total sum of the interferences on the edges in the matching is at most $I$.

$$
\begin{align*}
I P=\max & \sum_{e \in E} s_{e} x_{e}  \tag{6.18}\\
& \sum_{e \in \delta(v)} x_{e} \leq 1, \forall v \in V  \tag{6.19}\\
& \sum_{e \in E} I_{e} x_{e} \leq I  \tag{6.20}\\
& x_{e} \in\{0,1\}, \forall e \in E . \tag{6.21}
\end{align*}
$$

We obtain the following Lagrangian relaxation $(L R(\lambda))$ by moving the total interferencecapacity constraint in the objective function.

$$
\begin{align*}
L R(\lambda)=\max & \sum_{e \in E} s_{e} x_{e}+\lambda\left(I-\sum_{e \in E} I_{e} x_{e}\right)  \tag{6.22}\\
& \sum_{e \in \delta(v)} x_{e} \leq 1, \forall v \in V  \tag{6.23}\\
& x_{e} \in\{0,1\}, \forall e \in E . \tag{6.24}
\end{align*}
$$

For a fixed $\lambda \geq 0$, an optimal solution to the integer program (IP), gives an objective value (for $L R(\lambda)$ ) which is an upper bound on the objective function of the IP. But, we do not know the optimal solution to IP. Fortunately, an optimal solution to $\operatorname{LR}(\lambda)$ for a fixed $\lambda$ can be obtained by solving a weighted maximum matching follows. Let us rewrite the objective function as:

$$
\begin{equation*}
\max \sum_{e \in E}\left(s_{e}-\lambda I_{e}\right) x_{e}+\lambda I \tag{6.25}
\end{equation*}
$$

Any $e$ for which $s_{e}-\lambda I_{e} \leq 0$ is not in any optimal solution. So, for a fixed $\lambda$ we work with the subgraph $B^{\prime}$ with only those edges $e: s_{e}-\lambda I_{e}>0$. Weight of an edge $e$ is $w_{e}=$
$s_{e}-\lambda I_{e}>0$. A maximum weight matching in $B^{\prime}$ is an optimal solution to $L R(\lambda)$ given $\lambda$. Therefore, our goal is to find $\lambda$ such that the value of the $L R(\lambda)$ is minimized. This problem for minimizing over $\lambda$ is the Lagrangian upper bound problem, $L U=\min _{\lambda \geq 0} L R(\lambda)$.

$$
\begin{align*}
L U= & \min _{\lambda>0}\left(\max \sum_{e \in E}\left(s_{e}-\lambda I_{e}\right) x_{e}\right)+\lambda I  \tag{6.26}\\
& \sum_{e \in \delta(v)} x_{e} \leq 1, \forall v \in V  \tag{6.27}\\
& x_{e} \in\{0,1\}, \forall e \in E . \tag{6.28}
\end{align*}
$$

As an example consider the complete bipartite graph over $2 n$ nodes, where a first edge $e$ has interference of $I_{e}=1$ and a sum-rate of $s_{e}=1$, every other edge has a interference of $1 / n^{2}$ and and sum-rate of 0 . The total interference requirement $I=1$. The integer solution in which the $x_{1}=1$ and $x_{i>1}=0$ is an optimal solution with objective value 1 . The fractional solution $x_{1}=1 / n^{2}, x_{i \geq 2}=1$ is a feasible solution to the LP relaxation with objective value $1 / n^{2}$. This example has an unbounded integrality gap.

For each edge $e, s_{e} / I_{e} \in\{1,0\}$. Therefore, interesting values of $\lambda$ for this example are 0,1 . For $\lambda=0, B^{\prime}$ contains all the edges with weight $w_{e}=s_{e}$. A matching of size $n$, gives an optimal solution to $L R(0)$ of value 1 . For the second case when $\lambda=1$, only the first edge is in $B^{\prime}$, as $s_{e}-I_{e}<0$ for all the other edges. A maximum weight matching includes the edge with sum-rate 1 . The optimal solution value to LU is $0+\lambda I=1$. This example also illustrates that not only do we obtain an integral solution, at times, but this solution also satisfies the sum-rate constraint. Hence, we obtain a solution to the IP.

Next, we illustrate how to obtain the optimal solution to LU without resorting to gradient descent. The Lagrangian parameter $\lambda$ can only take values in the set $\left\{s_{e} / I_{e}: e \in E\right\}$. Suppose $\lambda<s_{e} / I_{e}$ for all the edges in $B^{\prime}$. Increasing $\lambda$ by a value $\delta$ changes the objective function as $\delta I-\sum_{e} e \in E^{\prime} I_{e}$ where $E^{\prime}$ is the set of edges in $B^{\prime}$ and the graph has the uniform interference. For $\delta>0$ this net gain is negative when $I<\sum_{e} e \in E^{\prime} I_{e}$. State other way, an
increase in $\delta$ reduces the objective function value. Since we want $\lambda$ that minimizes $L R(\lambda)$, it is sufficient to consider $\lambda=s_{e} / I_{e}$ for some $e \in E$.

For each choice of $\lambda$ and fixed number of edges we need to solve a weighted matching problem which for bipartite graph takes $O(|E| \sqrt{|V|})$ [110]. As there are $|E|$ choices for $\lambda$ the total running time is $O\left(|E|^{2} \sqrt{|V|}\right)$. This can be reduced to $O(|E| \sqrt{|V|} \log |E|)$ by sorting $\left\{s_{e} / c_{e}: e \in E\right\}$ and performing a binary search over $\lambda$. Therefore, we have the following Theorem.

Theorem 6.1. Lagrangian upper bound problem $L U$ on a bipartite graph $B=(V, E)$ can be solved optimally in time $O(|E| \sqrt{|V|} \log |E|)$ for the uniform interference and fixed number of edges.

Since a maximum weight matching can be constructed for any graph in polynomial time, we can also solve the Lagrangian upper bound problem LU optimally on any graph.

### 6.4 Iterative rounding algorithm

Saha et al. [5] studied the problem of interference minimization when the sum-rates were arbitrary, and the interference was uniform and gave a polynomial time algorithm. The computational complexity of the case when the interferences are arbitrary, and the sum-rates are uniform is not known. In this section, we give an iterative rounding algorithm that in each round will solve an LP and set the value of one of the variables. The number of rounds is at most the number of edges and the work done in each round is polynomial. The algorithm will work with extreme point solutions of the LP. We will show that a variable with a value in a prescribed set exists in each round. We will prove a bound on the approximation ratio.

The input is a bipartite graph $B=(V, E)$ and an interference limit $I . V(E)$ is the set of vertices (edges). The two sides of the partition are the D2D pairs on one side and the cellular users on the other side. Each edge $e$ has an interference $I_{e}$ and a sum-rate $s_{e}$. The set of edges incident on $v \in V$ is denoted $\delta(v)$. The goal is to find a maximum weight matching
such that the total sum of the interference on the edges in the matching is at most $I$. This gives us the following integer program.

$$
\begin{align*}
I P=\max & \sum_{e \in E} s_{e} x_{e}  \tag{6.29}\\
& \sum_{e \in \delta(v)} x_{e} \leq 1, \forall v \in V  \tag{6.30}\\
& \sum_{e \in E} I_{e} x_{e} \leq I  \tag{6.31}\\
& x_{e} \in\{0,1\}, \forall e \in E \tag{6.32}
\end{align*}
$$

The linear programming relaxation (LP) is:

$$
\begin{align*}
L P=\max & \sum_{e \in E} s_{e} x_{e}  \tag{6.33}\\
& \sum_{e \in \delta(v)} x_{e} \leq 1, \forall v \in V  \tag{6.34}\\
& \sum_{e \in E} I_{e} x_{e} \leq I  \tag{6.35}\\
& x_{e} \geq 0, \forall e \in E \tag{6.36}
\end{align*}
$$

### 6.4.1 Algorithm

We give a procedure (Algorithm 5) that will construct in polynomial time (depending on the time needed to solve a linear program) an integral solution such that

- the interference is no more than interference capacity $I$,
- the sum-rate is at least a quarter of the maximum sum-rate in an optimal LP solution.

Algorithm 5 relies on an optimal solution to the LP relaxation and is iterative. Given an optimal solution, $x^{*}$ to the LP, one of the two things happens: in each step a reduced problem (smaller in size) is obtained, which is solved iteratively. Note that when we remove
an edge, we delete its endpoints and any edge incident on the endpoints. The algorithm uses the following cases.

- An edge $e$ exists such that $x_{e}^{*}=0$ is removed from the graph $B$. This gives a reduced problem $B^{\prime}$.
- If an edge $e$ exists such that $x_{e}^{*}=1$ then $e$ is added to the solution. The edge $e$ any edges incident on $e$ are removed from $B$ to obtain a reduced problem $B^{\prime}$ with interference bound $I^{\prime}=I-I_{e}$.
- For all edges $0<x_{e}^{*}<1$. In this case, the graph induced by edges in $\left\{e \mid x_{e}^{*}>0\right\}$ is a "near" cycle. We decompose this graph into two matchings and select the matching with the larger total sum rate and return the edges selected from algorithm 6 which is a greedy algorithm for knapsack problem as the solution.

We prove the following Theorem.

```
Algorithm 5
    \(F=\{ \}\).
    Solve the LP relaxation for graph \(B\). If the value of LP optimal solution is 0 then GOTO
    END.
    3: If there is \(e\) such that \(x_{e}=0\) then remove edge \(e\) from B. GOTO 2 .
    4: If there is \(e\) such that \(x_{e}=1\) then add \(e\) to \(F\) and remove edge \(e\) and edges incident on
        \(e\) from \(B\) and \(I=I-I_{e}\). GOTO 2 .
    5: If \(0<x_{e}<1\) for all the edges then decompose the graph into two matching and select
        the matching with lager total sum-rate.
    6: Use the greedy algorithm 6 on the selected matching, add edges selected from the
    algorithm to \(F\) and remove those edges and edges incident on them from \(B\) and \(I=\)
    \(I-\sum_{e \in G} I_{e}\). GOTO 2.
    7: END
```

Theorem 6.2. Algorithm 5 computes a solution with the sum-rate at least a quarter of the sum-rate of the optimal LP solution and the total interference less than equal to the target interference.

Proof of Theorem 6.2 relies on the following Lemmas 6.4, 6.5, and 6.6. The proof of Lemma 6.4 in turn relies on the structure of the extreme point solutions captured by the following Lemma.

Lemma 6.3 ([111]). [Rank Lemma] Let $P=\{x \mid A x \geq b, x \geq 0\}$ and let $x$ be an extreme point solution to $P$ such that each component $x_{i}>0$. If $C$ is any maximal set of linearly independent tight constraints $(A[i,:] x=c[i])$ then $|C|=|X|$.

The intuition behind the rank lemma can be summarized as follows: because $x$ is an extreme point solution the columns of $A$ are linearly independent. Also, the column rank of $A$ equals its row rank. Therefore any maximal set of linearly independent tight constraints equals the number of variables. For a proof of the Rank Lemma, see [111, Chapter 2]. First, we note that in any optimal solution (extreme point or not) to the LP, constraint (6.7) is satisfied at equality in any optimal solution and may be linearly dependent (or independent). As a direct application of the rank lemma, we get Lemma 6.4.

Lemma 6.4 ([111]). Let $x^{*}$ be a basic feasible solution to the LP such that $0<x_{e}^{*}$ for all $e \in E$ and $W=V_{1} \cup V_{2}$ be the set of vertices such that $\sum_{e \in \delta(v)} x_{e}^{*}=1$ and $\sum_{e \in E} I_{e} x_{e}^{*}=I$, then

1. $|W|+1 \geq|E|$. If constraint (6.7) is in the maximal set of linearly independent tight constraints then $|W|+1=|E|$. In the other case $|W|=|E|$.

We now prove if $0<x_{e}^{*}<1$ for every edge then the bipartite graph is near a cycle. One example of such a structure is shown in section 6.4.2.

Lemma 6.5 (Structure). Let $x^{*}$ be an optimal solution to the LP defined by the graph $B^{\prime}=$ ( $\left.V^{\prime}, E^{\prime}\right)$ such that $0<x_{e}^{*}<1$ for all $e \in E^{\prime}$. Then, the number of vertices of degree $\geq 3$ is at most 2 .

Proof. Given an optimal solution $x^{*}$, call a constraint in the LP tight if it is satisfied at equality. Given $x^{*}$ an extreme point solution let $C$ be the set of tight constraints. Note that $\sum_{e \in E^{\prime}} x_{e}^{*}=C$ (is tight), else we can reduce the objective function value. If $W$ is the set
of vertices at which the matching constraint is tight $\left(\sum_{e \in \delta(v)} x_{e}=1\right)$ then by Lemma 6.4, $|W|+1 \geq|E|$.

Let number of vertices in $W$ with degree at least 3 be $k$. We know

$$
\begin{equation*}
2|W|+2 \geq 2|E| \geq \sum_{v \in W} \delta(v) \geq 3 k+(|W|-k) 2=(2|W|+k) \tag{6.37}
\end{equation*}
$$

The first inequality in Equation (6.37) follows i) in Lemma 6.4. The second inequality follows as $W \subseteq V$. The third inequality is due to the assumption that $\delta(v) \geq 3$ for $k$ vertices $\in W$. We infer, $k \leq 2$, i.e. there are $|W|-2$ vertices with degree $\leq 2$.

As $x_{e}<1$ for all $e \in E$, every vertex in $W$ has degree at least 2 . Therefore there are $|W|-$ 2 vertices with degree 2. There are at most two vertices of degree more than 2. Suppose there are only degree three vertices (either 0,1 , or 2 ), then the graph is either a cycle, cycle plus one edge, or a cycle plus two edges. The set of edges $E$ is nearly a cycle and We call such a graph a "near cycle." We assume that the sum rates are low enough compared to the value of the optimal solution to LP, so we ignore these extra edges in the analysis in the next part. There cannot be any vertex of degree four in $W$ else equation (6.37) is not satisfied.

We focus only on the even cycle in the rest of the section. Next, we see an example of the structure and then how this structure is used in Algorithm 5. The edges in the cycles can be partitioned into two sets $M_{1}, M_{2}$ each of which is a matching such that for $e \in M_{1}, x_{e}^{*}<1 / 2$.

### 6.4.2 Structure

As a consequence of lemmas 6.4 and 6.5 , we have seen that the edges in any optimal solution $x^{*}$ in which every variable takes on a fractional value form a near cycle. In each iteration, we make sure that the interference at each edge in the current solution at most the remaining interference capacity $I_{r}$. This is achieved by removing edges $e$ for which $I_{e}>I_{r}$ after step 4 of algorithm 5.


Figure 6.1: Even Cycle


Figure 6.2: Decomposition into Matchings

Figure 6.1 shows an example of such a cycle in an optimal solution of the LP. $M_{1}, M_{2}$ are two matchings that this cycle is decomposed to. The edges in $M_{1}$ take value $x$ and the edges in $M_{2}$ take value $1-x$ as shown in figure 6.2.

We now prove Theorem 6.2.

### 6.4.3 Proof of Theorem 6.2

Proof of Theorem 6.2. Let $B$ be the graph at the start of Algorithm 5 and $B^{\prime}$ the reduced graph obtained after the step 3/4/5/6. Let $x^{*}$ be the optimal solution to LP for graph $B$. If $x^{\prime}$ is the optimal solution to the LP for $B^{\prime}$. We perform induction on the number of iterations.

BASE CASE: If there is only a single iteration then three possibilities arise. The subproblem $B^{\prime}$ is empty in each case.

- An edge $x_{e}^{*}=0$ is removed. The value of the objective function does not change. The LHS in the sum-rate constraint does not change.
- An edge $x_{e}^{*}=1$ is added to the solution, $I=I-I_{e}$.
- For all the edges $0<x_{e}^{*}<1$. By Lemma 6.5 the graph is a near cycle. We decompose the cycle into two matchings. Select the matching with the larger total sum rate and use Algorithm (6). This gives the total sum rate at least a quarter of the optimal LP solution, which is proved in equation (6.46) next, and the total interference is less than equal to the target interference.

Let $S^{*}$ be the optimal solution to the $L P$ problem with the variable values $x_{e}^{*}$. Let $M_{1}$ be the matching that $x_{e}^{*}<\frac{1}{2}$ for all $e \in M_{1} \quad$ and, $M_{2}$ be the matching that $x_{e}^{*} \geq \frac{1}{2}$ for all $e \in M_{2}$. If $S^{*}$ be the optimal solution of LP-relaxation (6.29). By definition, we have:

$$
S^{*}=\sum_{i=1}^{2} S^{*}\left(M_{i}\right)
$$

We select the matching with the larger total sum rate between $S^{*}\left(M_{1}\right)$ and $S^{*}\left(M_{2}\right)$. If the matching $M_{i}, i \in\{1,2\}$ has the highest total sum-rate, then $S^{*}\left(M_{i}\right) \geq \frac{S^{*}}{2}$.

We can select a subset of edges from $M_{i}$ in the solution. This is modeled as the following knapsack problem

$$
\begin{align*}
K S=\max & \sum_{e \in M_{1}} s_{e} x_{e}  \tag{6.38}\\
& \sum_{e \in M_{1}} I_{e} x_{e} \leq I_{r}  \tag{6.39}\\
& x_{e} \in\{0,1\}, \forall e \in M_{i} . \tag{6.40}
\end{align*}
$$

The LP relaxation of the KS is:

$$
\begin{align*}
K S-L P=\max & \sum_{e \in M_{1}} s_{e} x_{e}  \tag{6.41}\\
& \sum_{e \in M_{1}} I_{e} x_{e} \leq I_{r}  \tag{6.42}\\
& x_{e} \geq 0, \quad \forall e \in M_{i} . \tag{6.43}
\end{align*}
$$

Let $S_{o}^{*}$ be the optimal solution of $K S-L P$, therefore $S_{o}^{*} \geq S^{*}\left(M_{i}\right)$ as the optimal solution for matching $M_{i}$ is a feasible solution for LP of knapsack. Therefore,

$$
\begin{equation*}
S_{o}^{*} \geq S^{*}\left(M_{i}\right) \geq \frac{S^{*}}{2} \tag{6.44}
\end{equation*}
$$

We use Algorithm 6 which computes an integer solution $S_{O I}$ to maximum knapsack that is at least half in value of the optimal solution to the LP relaxation (KS-LP). By Lemma 6.6,

$$
\begin{equation*}
S_{O I} \geq \frac{S_{O}^{*}}{2} \tag{6.45}
\end{equation*}
$$

From equations (6.44) and (6.45), we get:

$$
\begin{equation*}
S_{O I} \geq \frac{S_{o}^{*}}{2} \geq \frac{S^{*}\left(M_{i}\right)}{2} \geq \frac{S^{*}}{4} . \tag{6.46}
\end{equation*}
$$

Inductive step: The restriction of $x^{*}$ to $B^{\prime}$ is denoted $x^{r}$. By induction hypothesis $B^{\prime}$ has a solution $x^{\prime}$ which is integral and satisfies i) $\sum_{e \in E^{\prime}} s_{e} x_{e}^{\prime} \geq 1 / 4 \sum_{e \in E} s_{e} x_{e}^{r}$ and ii) $\sum_{e \in E} x_{e} I_{e} \leq I^{\prime}$ where $I^{\prime}$ is the interference in $B^{\prime}$. We use $I(x)$ to mean $\sum_{e \in E} I_{e} x_{e}$ and $s(x)$ to mean $\sum_{e \in E} x_{e}$. We examine the two cases.

- If some $e: x_{e}=0$ was removed in $B$ then $I^{\prime}=I$ and $x^{r}=x^{*}-\left\{x_{e}^{*}\right\}$. Note that by induction hypothesis $I\left(x^{\prime}\right) \leq I^{\prime}=I, s\left(x^{\prime}\right) \geq s\left(x^{*}\right) / 4$ and $x^{\prime}$ is a solution to $B$.
- If some $e: x_{e}=1$ and edges incident on $e$ was removed in $B$ then $I^{\prime}=I-I_{e}$. The sum-rate for the solution to $B$ is $s\left(x^{\prime}\right)+s_{e} \geq 1 / 4 s\left(x^{*}\right)$. The knapsack constraint is $I\left(x^{\prime}\right)+I_{e} \leq I^{\prime}+I_{e} \leq I$.


## Greedy algorithm for max knapsack:

What remains is to show that the density ordered greedy returns an integer solution with an objective value of at least half the value of the optimal solution to the LP relaxation. For completeness, we provide proof from [112]. The steps in the density ordered greedy Algorithm 6 are as follows:

- We sort the edges of matching $M_{1}$ in decreasing order of density where the density of element $i$ is $\frac{s_{i}}{I_{i}}$.
- select edges, one by one with the highest density, until no more edges can be selected due to the target interference. Add all the selected edges to $G$.
- for the first element $(a \notin G)$ with the highest density such that choosing it and adding it to $G$ violates the interference constraint, a fractional part of $a$ is selected as below:

$$
x_{a}=\frac{I_{c}-\sum_{j<a} I_{j}}{I_{a}}
$$

The optimal solution of LP is

$$
\begin{equation*}
S_{o}^{*}=S(G)+x_{a} s_{a} \tag{6.47}
\end{equation*}
$$

Where $S(G)=\sum_{i \in G} s_{i}$.
Let $I(G)=\sum_{i \in G} I_{i}$.
The greedy algorithm is as follows:

```
Algorithm 6 Greedy algorithm for knapsack
    \(G \leftarrow \emptyset\)
    while \(I\left(G \cup \operatorname{argmax}_{i \notin G} \frac{S_{i}}{I_{i}}\right) \leq I_{c}\) do
        \(G \leftarrow G \cup \operatorname{argmax}_{i \notin G} \frac{s_{i}}{I_{i}}\)
    end while
    \(a \leftarrow \operatorname{argmax}_{i \notin G} \frac{s_{i}}{I_{i}}\)
    \(G \leftarrow \operatorname{argmax}\left\{S(G), s_{a}\right\}\)
    return \(G\)
```

Lemma 6.6 ([112]). Algorithm 6 computes a solution with the sum-rate at least half the sum-rate of the optimal knapsack LP solution.

Proof of Lemma 6.6. Let $S_{o}^{*}$ be the optimal solution of LP which is given in equation (6.47) and $S_{O I}$ be the IP solution returned by algorithm 6 . We have:

$$
S_{o}^{*}=S(G)+x_{a} s_{a} \leq S(G)+s_{a} \leq 2 \max \left\{S(G), s_{a}\right\}=2 S_{O I}
$$

Therefore,

$$
\frac{S_{o}^{*}}{2} \leq S_{O I}
$$

### 6.5 Contributions

Following are the original contributions in this chapter.

- Branch and cut algorithm.
- Lagrangian relaxation and Theorem 6.1.
- Iterative rounding algorithm (algorithm 5), Lemma 6.5, and Theorem 6.2.


## Chapter 7

## Computational results

In this chapter, first the computational results of the branch and price algorithm from chapter 5 for the $M T V R P-V W-T W$ are discussed. We also perform a sensitivity analysis on vehicle capacities. The results of the empirical study of the branch and cut algorithm and iterative rounding for the resource allocation problem in chapter 6 are presented and discussed next.

### 7.1 Experimental Evaluation for $M T V R P-V W-T W$

### 7.1.1 Mathematical model test

The mathematical model of MTVRP-VW-TW with the objective function of the duration of the longest route is solved with CPLEX and C++, using modified Solomon instances [113]. The algorithm is implemented in C++. The instances are a subset of Solomon set of CVRPTW test problems. They are type of $C 1, C 2, R 1, R 2$ with 25 customers. We modify the number of vehicles and capacity in type $C 1, R 1$ to 25 vehicles and capacity of 200 changed to 15 vehicles, 30 wagons, 4 trips and capacity of 150 for each wagon. For type $C 2,25$ vehicles and capacity of 700 is changed to 15 vehicles, 30 wagons, 4 trips and capacity of 500 for each wagon. For type $R 2$ with capacity of 1000 changed to 15 vehicles, 30 wagons, 4 trips and capacity of 700 for each wagon. Table $7.1,7.2$, and 7.3 show the results.

Table 7.1: 25 Customers

| Instance | Gap(in \%) | CPU Time(Sec) | Objective | Best Bound |
| :---: | :---: | :---: | :---: | :---: |
| C1 | 66.4 | 14403 | 890 | 450 |
| R1 | 67.2 | 14402 | 665 | 292 |
| R2 | 72.5 | 14382 | 1033 | 308 |

Table 7.2: 50 Customers

| Instance | Gap(in \%) | CPU Time(Sec) | Objective | Best Bound |
| :---: | :---: | :---: | :---: | :---: |
| C1 | 89 | 14339 | 569 | 408 |
| R1 | 76 | 14420 | 680 | 408 |
| R2 | 68 | 14059 | 1065 | 414 |

Table 7.3: 100 Customers

| Instance | Gap(in \%) | CPU Time(Sec) | Objective | Best Bound |
| :---: | :---: | :---: | :---: | :---: |
| C1 | 66 | 14402 | 1137 | 630 |
| R1 | 81 | 14404 | 3340 | 630 |
| R2 | 68 | 14402 | 1562 | 630 |

All the instances have a large integrality gap and it takes a lot of time to solve the mathematical model.

### 7.1.2 Branch and price test

## Instances

Solomon's (100 customer) instances [113] for Euclidean VRPTW are modified. We use any the first 10 customers of Solomon's instances to test the algorithm. The Euclidean distance between two customer locations determines the travel time for these instances.

The instances that we consider (Solomon, 1987) are of six different types $C 1, C 2, R 1, R 2, R C 1, R C 2$.
Each data set has eight to twelve, 100 -node problems. Sets $C 1, C 2$ have clustered customers whose time windows were generated based on a known solution. Problem sets $R 1, R 2$ have customers location generated uniformly randomly over a square. Sets $R C 1, R C 2$ have a combination of randomly placed and clustered customers. Sets of type 1 have narrow time windows and small vehicle capacity. Sets of type 2 have large time windows and large
vehicle capacity. Therefore, the optimal solutions of type 2 problems have very few routes and significantly more customers per route.

For these types of instances, our algorithm was able to find optimal solutions for $R 1, R 2$, $R C 1$ and $R C 2$. It must be noted that the branch and price algorithm is an exact algorithm that could not solve more than 40-50 customers so far. In fact, only few instances for 50 customers. We solved for multi trip problem, even less customers can be handled as the route graph can't be generated for a larger number of customers. The multi trip problem with the varying capacity is studied for the first time in this thesis and it's the first time the branch and price algorithm is given.

To use Solomon's instances, we modify them as follows:

- The solution to VRPTW instances are routes with one trip. We need to adjust them for the multi trip and different capacity use. We use 10 customers of the 25 in the instance. Instances of type 1 that have the capacity of 200 for each vehicle now have a capacity of 50 per wagon. Which will be 100 and 150 in case two or three wagons are attached. Instances of type 2 with the capacity of 1000 per vehicle have modified capacity of 100 per wagon.
- The number of vehicles is limited to 10 .
- The number of wagons is 45 . This is large enough to attach up to three wagons for each vehicle.
- The maximum number of routes in a tour is limited to three for these instances.


## Experimental results

In the following, the result of the branch and price algorithm is presented. The program was implemented in the optimization programming language OPL, using ILOG CPLEX. CEDAR, the Compute Canada cluster was used for experimentation, with a limit of 4 hours
on each solve and a maximum memory requirement of 40 GB .
The results are in Table (7.4) where the columns are as follows:

- Instance: the type of the instance. For example RC102 is the second instance of type $R C 1$.
- Gap: is the gap between LP-relaxation value at the root and the optimal integer value in \%.
- CPU time: is calculated as differences between the time recorded at the root and at the end of the algorithm in seconds.
- Obj: the total distance.
- Iter: number of iterations used to solve RLMP by CPLEX.
- Cols: number of columns generated during the branch and price algorithm.
- Node: number of nodes explored in the search tree.
- Route: max number of routes used in all tours.
- Tour: number of tours used to visit customers.

Table 7.4: Branch and Price for 10 Customers

| Instance | Gap | CPU <br> time <br> (sec) | Obj | Iter | Cols | Node | Route | Tour |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RC102 | 994.364 | 869.56 | 563.562 | 20 | 17 | 3 | 2 | 2 |
| RC103 | 994.364 | 899.163 | 563.562 | 20 | 17 | 3 | 2 | 2 |
| RC105 | 994.548 | 398.842 | 545.237 | 18 | 17 | 1 | 2 | 2 |
| Continued on next page |  |  |  |  |  |  |  |  |

Table 7.4 - continued from previous page

| Instance | Gap | CPU <br> time <br> (sec) | Obj | Iter | Cols | Node | Route | Tour |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RC106 | 993.178 | 111.626 | 682.168 | 13 | 12 | 1 | 2 | 3 |
| RC107 | 994.189 | 202.428 | 581.069 | 11 | 10 | 1 | 2 | 2 |
| RC108 | 994.121 | 670.193 | 587.86 | 17 | 14 | 3 | 2 | 2 |
| RC202 | 992.434 | 470.885 | 756.612 | 5 | 4 | 1 | 1 | 2 |
| RC203 | 992.434 | 470.885 | 756.612 | 5 | 4 | 1 | 1 | 2 |
| RC204 | 993.722 | 872.675 | 627.785 | 3 | 2 | 1 | 1 | 2 |
| RC206 | 794.258 | 139.613 | 724.979 | 8 | 7 | 1 | 2 | 1 |
| RC207 | 991.067 | 446.75 | 893.255 | 15 | 14 | 1 | 2 | 1 |
| RC208 | 797.627 | 800.939 | 388.128 | 3 | 2 | 1 | 1 | 1 |
| R102 | 993.936 | 102.048 | 606.438 | 7 | 6 | 1 | 2 | 2 |
| R103 | 993.936 | 106 | 606.438 | 7 | 6 | 1 | 2 | 2 |
| R108 | 993.326 | 1287.93 | 667.381 | 16 | 13 | 3 | 2 | 2 |
| R110 | 994.023 | 171.832 | 597.728 | 10 | 9 | 1 | 2 | 2 |
| R111 | 993.629 | 2010.17 | 637.106 | 14 | 12 | 3 | 2 | 2 |
| R202 | 991.33 | 455.858 | 867.046 | 5 | 4 | 1 | 2 | 1 |
| R203 | 991.33 | 458.102 | 867.046 | 5 | 4 | 1 | 2 | 1 |
| R204 | 993.722 | 881.522 | 627.785 | 3 | 2 | 1 | 1 | 2 |
| R205 | 992.355 | 102.946 | 764.518 | 3 | 2 | 1 | 2 | 1 |
| R206 | 993.992 | 581.478 | 600.814 | 3 | 2 | 1 | 1 | 2 |
| R207 | 993.992 | 593.218 | 600.814 | 3 | 2 | 1 | 1 | 2 |
| Continued on next page |  |  |  |  |  |  |  |  |

Table 7.4 - continued from previous page

| Instance | Gap | CPU <br> time <br> (sec) | Obj | Iter | Cols | Node | Route | Tour |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| R208 | 993.993 | 612.737 | 600.683 | 3 | 2 | 1 | 1 | 2 |
| R209 | 992.61 | 345.444 | 739.023 | 8 | 7 | 1 | 1 | 2 |
| R210 | 993.672 | 1068.08 | 632.814 | 3 | 2 | 1 | 1 | 2 |
| R211 | 996.263 | 443.173 | 373.736 | 2 | 1 | 1 | 1 | 1 |

### 7.1.3 Analysis

The mathematical model was tested and it can take hours, or days to give solutions with gaps around $60 \%$ this is why we need to use a method like the branch and price which is an exact method to have the optimal solution of the problem.

During experimentation, we notice that the algorithm explores more nodes if similar capacity (one wagon) is used for all tours. Giving the algorithm the option to check more tours with two wagons and three before starting a new branch makes it faster and explores less number of nodes. The upper bound that the CPLEX provides us with it is a good upper bound close to the optimal solution.

The algorithm solves type 2 of instances where the time windows are wide in horizon more. It is faster and uses fewer iterations. For type C instances branch and price could not find a solution to the time cut-off limit. All the instances listed in Table 7.4 were solved optimally within a time limit of four hours.

### 7.2 Experimental Evaluation for D2D

### 7.2.1 Algorithms

We study the performance of four different algorithms in this section. The first one is the default branch and bound solver in Gurobi. The solution space here is partitioned into disjoint subsets. These subsets are represented as the nodes of a branching tree. The algorithm systematically explores this tree's nodes; it evaluates and discards subtrees where a better solution cannot be obtained. The second and the third algorithms are the branch and cut algorithms. In the second algorithm, we study only the cover-cuts described in Section 6.2 and we disable any cuts introduced by Gurobi. Cuts are added at each node in the branch and bound search tree. The third algorithm uses cover cuts and the default cuts that are a part of the Gurobi solver [114]; notably,

- mixed-integer rounding (MIR) cuts: given a constraint, apply integer rounding on the coefficients of integer variables and the right hand side of a constraint.
- generalized upper bounds (GUB) cover cuts: a GUB constraint for a set of binary variables is sum of variables less than or equal to one.
- Chvatal-Gomory strong (StrongCG) cuts: given a constraint, divide all coefficients and right hand side by a positive constant, then truncate coefficients.

Finally, we evaluate the fourth algorithm; the iterative rounding algorithm described in section 6.4.

### 7.2.2 Data

We focus on three different types of instances; random instances, instances from network simulator, and computationally hard instances. We start with 50 D2D devices and 50 cellular users and go up to 100 D2D devices and 100 cellular users (CU) for each kind. The interference capacity is the average of all interferences across D2D pairs and CUs.

Random Instances: We use the random instances from [5]. Here, the sum rate on edge is uniformly generated in the range [0-50]. The interference is a constant value across all D2D and CU pairs from [1-50].

Real Instances: We use the network instances given in Hassan et al. [115]. The sum rate and the interference values depend on the following parameters. The cell radius is 1000 , the D2D pair distance is 15 meters, the base station transmission power is 46 dBm , additive white gaussian noise (AWGN) is -174 dBm , bandwidth is 180 kHz , the carrier frequency is 1.7 GHz , and CU/D2D transmit power to 20 dBm .

Hard Instances: We use the profit-ceiling instance from Pisinger [4] to model the knapsack constraint. The instances are known to be computationally hard for Knapsack. The interferences are randomly generated between 1 and 50 . The sum-rate is generated by the formula, $s_{e}=3\left\lceil c_{e} / 3\right\rceil$ for every D2D and CU pair $e$.

### 7.2.3 Methodology

We use the JuMP library [116] in Julia [117] to program branch and cut algorithms. We use Gurobi as the backend, which can be replaced with any other open-source or commercial solver. To evaluate the benefits of adding cover-cuts (from section 6.2), we initialize the Gurobi solver with the pre-solve reductions turned off. The number of threads is one, no internal cuts are used (MIR, GUC, strong CG), heuristics, and the generation of equivalent models is also turned off at the start. We implement the iterative rounding algorithm slightly differently than presented in Section 6.4. We pick a single variable with the largest value to round each time. It can be proved (we omit the proof here) that Theorem 6.2 still holds for the modified algorithm. Though it needs more LP iterations, this change leads to a smaller violation of the knapsack constraint in practice and the bound in Theorem 6.2 holds.

Some of the models that we solve are large ( 10,000 or more variables). The basic branch and bound can take hours on these instances, so we use CEDAR, the Compute Canada


Figure 7.1: Profit Ceiling Instances [4]
cluster, with a limit of 30 hours on each solve and a maximum memory requirement of 12GB.

### 7.2.4 Results

Figures 7.1, 7.2, and 7.3 show the time it takes to solve the instance optimally for the first three algorithms for each instance and an algorithm as a function of the problem's size. For the iterative rounding algorithm, we get solutions that are very close to the optimal solution (within a small additive constant). The algorithms are branch and bound, branch and cut with built-in cuts from Gurobi (MIR, strong CG, GUB), branch and cut (using the cover cuts discussed in section 6.2), and the iterative rounding algorithms. The branch and cut with built-in cuts from Gurobi is referred to as Branch and Cut, whereas branch and cut with cover cuts is referred to as Branch and Cut (User) in the legend.

We see that branch and cut using cover cuts in section 6.2 generally resulted in the faster discovery of the optimal solution for random and network simulated instances. These instances are easy and no cuts were added. The optimal solution was found at the root node (signifying easy instances). The other algorithms took about the same time compared to


Figure 7.2: Random Instances [5]


Figure 7.3: Real Networks Instances [6]

Table 7.5: Branch and Cut for Hard Instances

| Numbe <br> of <br> Vari- <br> ables | Gurobi <br> Config- <br> uration | Cover <br> Cuts | Nodes <br> Ex- <br> plored | Cutting Planes |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | 1 thread | 325 | 371 | User | 25 |
|  | optimized | 1966 | 3262 | User 316 <br> MIR  <br> GUB  |  |

the faster externally added cuts. The times for the profit ceiling instances are plotted on the log scale since branch and cut (using cover-cuts) resulted in significantly more time when compared to the other algorithms.

Figure 7.1 shows that for the hard instances from [4], iterative rounding (which finds "near" optimal solutions) took less time compared to the other algorithms.

Gurobi's built-in branch and cut (using MIR, strong CG, GUB) computed the optimal solutions faster than branch and bound with cover-cuts alone on the hard instances.

Branch and cut (using user cover cuts) took a lot of time on hard instances to obtain the optimal solution. We can infer from this that although there was a reduction in the integrality gap, more nodes are explored compared to the other algorithms.

Next, we examine the total number of cuts added during the branch and bound process. We discuss the two cases when only user cover cuts are added and when cover cuts are added along with the built-in Gurobi cuts. For random and network simulated instances, the integrality gap is non-existent. Therefore no additional cuts are needed. For computationally hard instances, the number of cuts added is in Table 7.5. Not all the cover cuts that the solver discovers are added to the nodes due to design implementation level issues in JuMP and Gurobi. The third column, labeled cover cuts, lists the total number of cover cuts discovered during the entire search process, whereas the last column, called Cutting Planes, lists the number of cuts that the solver actually used.

In summary, iterative rounding is fast and effective on computationally hard instances from [4], whereas branch and cut using cover cuts (from Section 6.2 is effective on random instances in [5], and the instances generated from simulated network parameters in [6]. Furthermore, the network instances from [6] are not computationally hard for branch-ncut framework when modeled as maximization of the sum-rate subject to a cap on the interference. The run-time on network instances is less than 200 milliseconds which is within the limit stated in [118] as the resource allocations have to be computed in real time.

## Chapter 8

## Conclusion and future work

In this chapter, we conclude with a summary of the results and future directions for research are presented.

### 8.1 Summary

### 8.1.1 MTVRP-VW-TW

In this thesis, a new type of $V R P$, multi-trip vehicle routing problem with a variable number of wagons and time windows, is defined. The problem is to serve demands of clients in a specific interval of time (time windows) while vehicles can do multiple trips in a day and the capacity of the vehicle can be set at the beginning of the day by adding up to three wagons for each vehicle. First, a mathematical model of the problem is developed and then we develop a branch and price algorithm to solve the problem.

The approach used to solve the problem, is column generation which is embedded in a branch and bound algorithm. Master problem for the column generation is an LP-relaxation that can be solved by any $L P$ solver and the dual variables corresponding to the optimal solution of the master problem are used by the subproblem to determine the best new column to be added to the master problem. As we have three kinds of vehicles to service customers, three different subproblems have to be solved.

Subproblem itself is an elementary shortest path problem which is solved by dynamic
programming. To this aim, we use a label correcting algorithm. As we have multiple trips, the label correcting algorithm is applied twice, the first time for generating all nondominated routes and using these routes as new nodes to create a route graph. The route graph is created from all these non-dominated routes and the time windows for each of these routes as well as consideration of a few other rules to satisfy time windows and demand of customers. Again, the label correcting algorithm is used on the route graph to determine all non-dominated tours. Given the capacity of vehicles, we have three route graphs and all of these tours are examined in the following order, the first subproblem is checked and if there is any new tour with a negative reduced cost is added to the master problem, otherwise, the second and third subproblem are checked respectively.

Column generation is used at each node of the search tree. If there is a better upper bound, the node is kept, otherwise, it is pruned. We used two different rules for the branching, one on the number of the vehicles and another one on the arcs.

We implemented the branch and price algorithm for $M T V R P-V W-T W$ on some of Solomon's instances to show the effectiveness of the algorithm. It can compute us the optimal integer solution for limited customers.

### 8.1.2 D2D resource allocation

In this thesis, we studied the D2D resource allocation model which maximizes the sumrate while capping the interference. We gave the first branch and cut algorithm and the first iterative rounding algorithm. Our technique works for the case when the objective is to minimize the interference subject providing a guaranteed sum-rate for D2D communications as well. We performed a detailed empirical evaluation of the branch and cut algorithm on instances that simulate small cell, and on computationally hard instances. Our results show that the branch and cut algorithm is efficient in practice for simulated network instances. For computationally hard instances the gain is small. We consider the linear program-
ming relaxation with cover-cuts and give an iterative rounding algorithm. We evaluate the performance of the iterative rounding algorithm on simulated network instances and computationally hard instances. The results show that iterative rounding computes near optimal solutions and is fast in practice.

We prove that the iterative rounding method provides a near optimal solution, in the sense the objective function value is at least a quarter and the knapsack constraint violation is less than the interference capacity (both are multiplicative factors).

### 8.2 Future work

We are interested in combining the column generation approach with metaheuristics to develop a faster solution for $M T V R P-V W-T W$. We will extend the model for split delivery with time windows, multiple wagons, and multiple trips per vehicle. The model can be extended to a multi-objective problem as well. In addition to these two types of the $V R P \mathrm{~s}$, the model can be extended to other variants of the $V R P \mathrm{~s}$. We can develop heuristic, exact and approximate approaches to solve the model.
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