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A B S T R A C T

Research and application of reinforcement learning in robotics for contact-rich manipulation tasks have
exploded in recent years. Its ability to cope with unstructured environments and accomplish hard-to-engineer
behaviors has led reinforcement learning agents to be increasingly applied in real-life scenarios. However, there
is still a long way ahead for reinforcement learning to become a core element in industrial applications. This
paper examines the landscape of reinforcement learning and reviews advances in its application in contact-
rich tasks from 2017 to the present. The analysis investigates the main research for the most commonly
selected tasks for testing reinforcement learning algorithms in both rigid and deformable object manipulation.
Additionally, the trends around reinforcement learning associated with serial manipulators are explored as
well as the various technological challenges that this machine learning control technique currently presents.
Lastly, based on the state-of-the-art and the commonalities among the studies, a framework relating the main
concepts of reinforcement learning in contact-rich manipulation tasks is proposed. The final goal of this review
is to support the robotics community in future development of systems commanded by reinforcement learning,
discuss the main challenges of this technology and suggest future research directions in the domain.
1. Introduction

The embrace of Industry 4.0 brought about a paradigm shift in
many domains, leading multiple companies to bet on the automation
and digitization of their manufacturing processes through robots and
artificial intelligence (AI) techniques [1]. Now, at the ten-year mark
since the introduction of this production model, far from stagnating, its
overall market value is expected to double in the next five years [2].
Robotics will be one of the markets that is projected to record one of
the highest growth, specifically the collaborative robotics segment. This
growth will be driven by multiple drivers, such as the increasing adop-
tion of automation in the end-use industry and high-precision work,
reaching USD 1.71 billion by the end of 2022 [3]. These robots, like
conventional robots, although the latter to a lesser extent, are typically
intended for complex handling tasks, also known as contact-rich tasks,
where they are occasionally required to have adaptive capabilities not
always attainable through conventional control. Specifically, according
to [4–6], a contact-rich manipulation task is any task that involves close

∗ Corresponding author at: Research & Development Department, Electrotécnica Alavesa S.L., 1010 Vitoria-Gasteiz, Spain.
E-mail address: ielguea@aldakin.com (Í. Elguea-Aguinaco).

interaction between the robot and its environment and comprises com-
plex, high-dimensional and even nonlinear contact dynamics. These
tasks are characterized by contact situations such as sliding, sticking
or obstacle-constrained motion.

In this sense, intelligent control, in particular machine learning
(ML), emerges as an alternative to control a dynamic and flexible
system in which controllers learn directly from examples, data and
experience, thus enhancing the decision-making ability of robots when
faced with complexity, variability, and uncertainty. Namely, there are
three fundamental branches in ML: supervised learning, where the
system is trained with labeled data to predict categories in new or test
data; unsupervised learning, where the system aims to detect features
that make data similar to each other; and reinforcement learning (RL),
where the system learns decisions from the experience of interacting
with the environment [7].

RL methods are a promising approach, as they hold the promise
of solving control tasks in complex unconstructed environments [8].
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Fig. 1. Publications per year on reinforcement learning, robotics and manipulation in Scopus.
Indeed, they allow agents to learn through interaction with their sur-
roundings and, ideally, to generalize the learned behavior to new,
unseen scenarios.

These methods have gained increasing interest due to their promis-
ing results in areas such as playing video games [9,10] and games [11–
13], fluid dynamics [14], autonomous ground [15,16] and air naviga-
tion [17,18], recommender systems [19,20], energy management [21,
22], Internet of Things (IoT) [23], natural language processing [24],
healthcare [25,26], Industry 4.0 [27], pick and place [28], grasp-
ing [29] and robotic manipulators [30,31].

Notwithstanding, although several research papers have been pub-
lished analyzing the capabilities of RL in robotic manipulation, to the
authors’ knowledge, there is no work that provides a comprehensive
review in this area. Therefore, this paper strives to address this gap
and aims to review the most relevant and up-to-date work on the
application of RL for the execution of contact-rich tasks in the last
lustrum. The contributions of the paper are:

• An analysis of the current status and application of RL in contact-
rich tasks over the last five years.

• An insight on the main current trends around the application of
RL in contact-rich tasks, as well as the main gaps.

• A framework for establishing a relationship among RL engineer-
ing concepts for different contact-rich manipulation tasks.

The content of the paper is organized as follows. Section 2 contains
a description of the methodology to identify and select relevant papers.
In Section 3, a theoretical background on RL is provided for the
understanding of the state-of-the-art analysis in the field of robotic
contact-rich manipulation. Section 4 highlights the main contact-rich
tasks where RL is applied in both rigid and deformable object manipu-
lation, and describes the reviewed papers in their respective subsection.
Section 5 identifies the main trends and gaps in contact-rich tasks
through RL based on the reviewed literature. Section 6 provides an
outline of the main headings to consider for future research, providing
points for discussion and reflection and listing the research gaps iden-
tified. Lastly, Section 7 concludes with a summary of the knowledge
gained.

2. Search methodology

The relevance of RL relies on its adaptability in a highly changing
and unstructured environment compared to more conventional or other
AI control techniques. Therefore, its applicability in robotic manipula-
tors has been a hot topic recently. This can be seen in Fig. 1, which
2

shows the number of scientific publications on this field in the mul-
tidisciplinary database Scopus,1 from the beginning of the century to
the present day. By using the keywords ‘‘reinforcement learning’’ AND
‘‘robot’’ AND ‘‘manipulation’’, one can observe that from 2017 onwards,
there has been a significant and progressive increase in the number of
publications, reaching its peak in 2021. This milestone is marked by
the successful integration of deep neural networks (deep learning) in RL
algorithms, which enabled researchers to deal with hitherto intractable
complex problems. Notwithstanding, to the authors’ knowledge, there
is currently no analysis that compiles the most relevant works in this
domain and highlights its current trends and challenges, which might
be beneficial for this field. Consequently, the goal of this review is to
provide an overview of the main studies employing RL in contact-rich
manipulation tasks, as well as an analysis of where the trends in this
field are heading. For this aim, a broad literature review is executed,
and the content of more than 150 papers in related areas is researched
and reviewed. A summary of the chosen search criteria can be found
in Table 1.

Initially, a search was conducted in multidisciplinary databases,
namely Scopus, Google Scholar,2 Web of Science,3 and Engineering Vil-
lage4 for the period from 2017 to 2022. Several search terms related to
the application context were used, including ‘‘Reinforcement Learning’’
AND ‘‘Robot’’ AND ‘‘Manipulation’’, ‘‘Reinforcement Learning’’ AND
‘‘Robot’’ AND ‘‘Contact’’, and ‘‘Reinforcement Learning’’ AND ‘‘Robot’’
AND ‘‘Control’’. The selection of these terms was based on the argument
that they must include RL as a control technique, a robotic mechanism,
and a relation to contact tasks, although these may be diverse.

At the same time, studies that, although relevant to the field of RL,
were not suitable for the scope of this review had to be excluded. In
particular, the authors decided to exclude non-English studies and those
whose use case the authors did not strictly consider a contact-rich task
according to the definition provided in Section 1. This included tasks
such as pick and place [32,33], grasping [34,35], and lifting [36] and
tilting [37] once the object is already attached to the manipulator.

The period of this search was selected to cover January 2017 to July
2022. The beginning of this period was chosen because according to
Fig. 1, approximately from this year onwards was when the application
of RL in robotics started to gain greater emphasis.

1 http://www.scopus.com/
2 https://scholar.google.es/
3 https://www.webofscience.com/
4 https://www.engineeringvillage.com/

http://www.scopus.com/
https://scholar.google.es/
https://www.webofscience.com/
https://www.engineeringvillage.com/
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Table 1
Overview of the various review criteria applied during the search process for relevant literature.

Search criteria Description

Search terms ‘‘Reinforcement Learning’’ AND ‘‘Robot’’ AND ‘‘Manipulation’’, ‘‘Contact’’, ‘‘Control’’
Time period January 2017–July 2022
Publication type Peer-reviewed academic conference paper and journal articles

Exclusion criteria Description

Language Non-English
Contextual Non-contact-rich tasks
3. Background on reinforcement learning

RL [7] is a type of ML in which an agent learns to interact with
its environment with the goal of maximizing the rewards it receives in
the long run. This interaction learning problem is formalized through
the ideas of dynamical systems theory, used to describe the behavior
of complex systems that evolve over time and which are generally
modeled as a Markov Decision Process (MDP).

The MDP is a process that defines sequential decision-making as
a semi-random and agent-dependent pathway. It also specifies that
decisions made and executed (actions) influence not only immediate
rewards, but also subsequent situations (states) through future rewards.
Thus, MDPs are made up of three elements: the state the agent is in, the
action the agent takes, and the agent’s ultimate goal. In their simplest
forms, the elements are usually represented by the following tuple:

[𝑆,𝐴, 𝑃 (𝑠′|𝑠, 𝑎), 𝑅(𝑠, 𝑠′, 𝑎), 𝛾] (1)

where 𝑆 is the set of possible states of the agent and 𝐴 the set of actions.
𝑃 (𝑠′|𝑠, 𝑎) is the probability of transition to a future state 𝑠′, when the
agent is in state 𝑠 and applies action 𝑎. 𝑅(𝑠, 𝑠′, 𝑎) is the reward that the
agent expects to obtain when it transits from state 𝑠 to state 𝑠′, and is
calculated through the reward function. Finally, 𝛾 is the discount factor
of the reward function. Thus, for each time step, the agent will select
an action, and the environment will respond to this action, on the one
hand, by presenting a new situation to the agent and, on the other
hand, by returning a reward, the numerical value that the agent will
try to maximize. Fig. 2 shows the basic MDP scheme underlying the
decision process of any RL agent. This process can be defined through
the following sequence:

𝑠0, 𝑎0, 𝑟1, 𝑠1, 𝑎1, 𝑟2, 𝑠2, 𝑎2, 𝑟3... (2)

A policy 𝜋(𝑎|𝑠) is a mapping between the states and the probabilities
of selecting each possible action. Likewise, the total amount of reward
that an agent expects to accrue in the future, starting from a particular
state and following a particular policy is called value function.

3.1. Reinforcement learning algorithms taxonomy

Although it is difficult to make a standardized classification of RL
algorithms due to their wide modularity, many current studies opt to

Fig. 2. RL scheme [7].
3

divide them into model-based and model-free algorithms. The latter,
in turn, are divided into value-based, policy-based and actor–critic
algorithms (see Fig. 3). The main difference between model-based and
model-free algorithms is the use of a model of the interactions between
the agent and its environment. In the case of model-based algorithms,
the transition dynamics of the environment are known, so this model
can be used for the derivation of rewards and next state. However,
in the case of model-free algorithms, these dynamics are unknown, so
rewards and actions are derived from the trial-and-error interaction
that the agent performs with its environment during learning.

While the scientific community is giving much attention to model-
free algorithms owing to their ease of implementation, model-based
algorithms can significantly reduce the number of iterations required
for the algorithm to converge. Nevertheless, it is necessary to know the
exact dynamics of the environment. Table 2 summarizes the advantages
and disadvantages of both methods.

3.1.1. Value-based algorithms
Value-based algorithms do not store any explicit policy, but use

temporal difference learning to compute the value function of each
state or state–action pair until its values converge. This enables re-
ducing the variance in the estimates of the expected returns, although
this implies a computationally expensive optimization procedure. The
optimal policy can then be derived directly from the value function
by acting greedily (selecting the action with the best value) on the
computed function.

3.1.2. Policy-based algorithms
Unlike value-based algorithms, policy-based algorithms explicitly

construct the policy that will map each state to the corresponding
best action and keep this parameterized function in memory during
learning. Thus, these algorithms update the policy without considering
the estimates of the value function, which allows them to generate a

Fig. 3. Types of RL algorithms.
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Table 2
Advantages and disadvantages of model-based and model-free algorithms.

Method Advantage Disadvantage

Model-based algorithms - Sample efficiency.
- Reduction in the number of interactions between the agent and its environment.

- Dependence on transition models.
- Accurate knowledge of transition dynamics.

Model-free algorithms - No prior knowledge of transitions.
- Ease of implementation.

- Poor sample efficiency.
continuous spectrum of actions, albeit with a high variance. Also, these
algorithms can be obtained through gradient-based or gradient-free
parameter estimation methods.

3.1.3. Actor–critic algorithms
Actor–critic algorithms combine the advantages of value-based and

policy-based methods. These algorithms are promising options for
learning approximations of both the policy function and the value
function, where the ‘‘actor’’ is a reference to the learned policy and
the ‘‘critic’’ refers to the value function.

The learning is on-policy, while the parameterized actor estimates
continuous actions without the need for optimization over a value
function, the critic provides the actor with low variance knowledge
about performance. More precisely, the critic’s estimation of expected
performance allows the actor to update with lower variance gradients,
thus speeding up the learning process.

4. Contact-rich manipulation tasks

In contact-rich manipulation tasks, the dynamics of the interaction
between the manipulator, the object to be manipulated, and the envi-
ronment determine the final outcome of the task. This manipulation can
be performed with both rigid and deformable objects. The following is
a descriptive section that seeks to identify the main contributions and
shortcomings of the studies reviewed on this subject with both types of
manipulable objects.

4.1. Rigid object manipulation tasks

The effective resolution of complex handling tasks in an unstruc-
tured or highly variable environment remains a field of study. Current
research focuses mainly on assembly and insertion tasks [38,39], but
includes many other applications [40]. RL methods have shown reliable
performance to uncertainties, leading more and more researchers to
target on learning manipulation skills. In the following, current studies
on robotic rigid object contact-rich manipulation tasks are grouped and
summarized according to the main application scenarios.

4.1.1. Assembly and insertion tasks
Assembly defines the sequential aggregation of parts and sub-

assemblies resulting into functional products and can include any
number of a vast array of robotic technology throughout the process to
achieve efficiency, productivity and cost-effectiveness goals. Assembly
is one of the most common use cases worldwide. In fact, the global
assembly automation market is expected to grow by around 30%
over the next five years [41]. It is, therefore, reasonable to assume
that it is the most widely addressed use case within RL. Among the
most common applications are peg-in-hole tasks and eclectic connector
bonding. However, the dimensions of the clearances with respect to
robot precision, the pose uncertainty of the peg-hole, and the uncertain
and complex contact dynamics in each assembly, among others, mean
not all studies deal with the same concerns. Within the assembly,
studies emphasize performance improvement and the search for sample
efficiency and generalization capability (see Fig. 4).

The performance of RL policies has been one of the most extensively
revised lines of research in the last five years. Yet, performance can be
targeted towards different purposes, among others, precision, stability,
safety, execution time or robustness.
4

Bearing precision in mind, Inoue et al. [42] and Wu et al. [43]
calculated and iteratively improved the values of the Q-value func-
tion to correct positional and angular errors to achieve assemblies
with an inter-part tolerance of micrometers and to adapt to small
pose misalignment, respectively. However, in both cases, the use of
discrete actions reduced the potential of the policies. More recent
studies such as [44–46], used continuous actions for assembly tasks
with wooden and tolerance-prone parts, millimeter or even micrometer
tolerances respectively, this time with promising results. Neverthe-
less, [46] concluded that contact-stability was still a requirement for
further analysis.

Contact-stability was addressed in [47,48]. In [47], the authors
developed a framework in which a model-based algorithm computed
a trajectory, and a model-free algorithm learned manipulation skills by
solving potential stability problems caused by stiffness and force/torque
feedback. In [48], the authors used multimodal information, namely,
vision and force, to represent the agent state and obtain smoother
insertion strategies. However, both inputs were deemed equally use-
ful throughout the assembly, which reduced the performance of the
approach when the visual guidance suffered occlusions. In contrast,
Khader et al. [49] analyzed stability by considering that any state
trajectory should be bounded and tend to the target position required
by the task. For this purpose, they shaped the exploration of the RL
agent with a Lyapunov function. This constrained exploration, in turn,
guaranteed a safe and predictable behavior of the manipulator.

Specifically, safety in the agent’s decision making, mainly during
training, is a factor that the researchers seek to ensure. For instance,
in [50–52], the authors constrained the robot’s displacement and veloc-
ity motion commands, as well as the contact forces on the end-effector.
In case any action did not meet the safety conditions, the manipulator
did not execute any action in that time step. In contrast, Li et al. [53]
trained an RL agent on a digital twin that was subsequently employed

Fig. 4. Main themes addressed by assembly and insertion tasks studies.
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to oversee the assembly. This approach allowed the authors not only to
provide safety protection while performing the task but also to balance
precision and efficiency during training and prevent the performance
drops in reality in high-contact tasks.

Wang et al. [54], meanwhile, focused on assembly times. They
argued that grip position can directly impact assembly efficiency and
corroborated how process times could be reduced.

On the other hand, Kulkarni et al. [55], Ennen et al. [56] and
Wirnshofer et al. [57] focused on improving robustness. In [55], the
authors combined RL along with conventional control strategies to
obtain robust policies under small uncertainties in the environment.
In [56], taking Guided Policy Search as a starting point, the authors
proposed a new representation of policies that executed stable ac-
tions despite being outside the distribution of trajectories explored in
training through motor reflex generation. This was possible as long
as the input states could be reliably encoded in the same latent state
distribution that had been explored during training. In [57], the authors
dealt with uncertainty in manipulation tasks with partial observability.
To do so, they relied on a belief about the state of the system using
a particle filter. The belief representation gave rise to a discrete set
of motion controllers among which the RL agent switched between to
perform the manipulation task.

However, many of these studies focused on improving the perfor-
mance of RL policies in assembly reported long training periods [58].
This is a recurrent drawback mainly in those high-dimensional tasks
where large exploration is required. Therefore, many studies also put
their efforts into mitigating this limitation and gaining greater sample
efficiency [59,60].

One of the most explored lines of research in the last years to
increase sampling efficiency has been the combination of RL with hu-
man demonstrations [61,62]. While early papers required tens [63] or
even a hundred [64] demonstrations, more recent papers can compute
trajectories even from a single demonstration [65]. [66–68] employed
human demonstrations in combination with residual RL [69] to, from
an initial trajectory, improve exploration performance and finely tune
the force-sensitive policy. Nonetheless, these approaches were highly
dependent on the geometry of the trajectories provided [70], which
could reduce their generalizability to other tasks. By contrast, Jin
et al. [71] used expert knowledge to perform offline counterfactual
predictions that, together with online observations, allowed predicting
future states based on the action the agent could take. This approach
guided exploration toward states in which the agent acquired sparse
reward. However, the authors only considered task-relevant spatial
information which, as in previous papers, could also reduce general-
ization ability. Similarly, analogous to human demonstrations, Hoppe
et al. [72] proposed an approximate trajectory optimization approach
for exploration based on the upper confidence bound of the advantage
function. This approach rapidly found sample trajectories that sped up
the learning process.

Other studies, oppositely, attempt to leverage physical or environ-
mental constraints to increase sample efficiency [73]. For instance,
Hamaya et al. [74] took advantage of environmental constraints and
soft robot capabilities to learn a non-linear model that they used to
acquire skills in reduced dimensionality peg-in-hole tasks. Simonic
et al. [75] mapped the information obtained during disassembly tasks
to assembly tasks. To do so, they implemented a hierarchical RL al-
gorithm and a graph representation under the criterion that assembly
is the reverse of disassembly broken down into multiple stages. How-
ever, this assumption was largely limited to standardized disassemblies,
where the state of the end-of-life (EoL) product remained undamaged.

In a different line of research, but also aiming to improve sampling
efficiency, Xu et al. [76] combined RL with fuzzy logic. Specifically,
they applied a flexible fuzzy reward system that considered more
comprehensive task factors than hand-engineered rewards. This re-
ward stabilized the training process and accelerated agent convergence.
5

However, they did not obtain positive results in generalization to
other environments, and even the mismatch between the contact forces
estimated by the simulator and the actual forces prevented the authors
from applying the simulation training results in reality. Years later, the
same authors used fuzzy logic-driven variable time-scale prediction to
map the predicted environment with the controller impedance param-
eters [77]. Notwithstanding, in the vast majority of these scenarios, a
bottleneck is produced as the generalization capacity is reduced with
the improvement of the sample efficiency.

Indeed, generalization ability, as well as the deployment of the
policy from simulation to reality, are two of the major challenges
reported around RL at present and, as such, there are many assembly-
related studies that focus their concern directly on this topic. Both
concepts, generalization and the deployment of the policy learned into
reality, are highly related, as greater generalization capability leads to
robust policies that are less susceptible to the simulation-reality gap.

In this sense, a widely used approach in multiple studies is domain
randomization. This technique allows to uniformly randomize a dis-
tribution of real data in predefined ranges in each training episode
to obtain more robust policies. Depending on the components of the
simulator randomized, two broad methods of domain randomization
may be distinguished: visual randomization [78] and dynamic ran-
domization [79]. Visual randomization targets to provide sufficient
simulated variability of visual parameters, such as object location and
their estimation in space or illumination. Dynamic randomization can
help to acquire a robust control policy by randomizing various physical
parameters in the simulator such as object dimensions, friction coeffi-
cients, or the damping coefficients of the robot joints, among others.
However, too much randomization of the environment can hinder agent
learning and lead to suboptimal policies. In [80], the authors proposed
to leverage geometric information to guide RL learning and a neural
network that, from that learned solution, exploited the knowledge to
other task configurations. But this required CAD files of the elements
to be manipulated, which are not always available in all contact-rich
tasks. On the other hand, Lee et al. [81] used supervised learning to
learn a multimodal representation with vision and haptic inputs that
favored generalization around the variation of different objects.

Reward shaping can also take a key role in generalization. Wu
et al. [82], for example, trained an encoder–decoder network with
visual and haptic inputs to provide dense rewards autonomously ac-
cording to task progress. This self-supervised way of providing rewards
yielded greater rewards per episode than those received by hand-
engineered rewards. However, this approach was only intended for
monotonic tasks. Leyendecker et al. [83], in turn, proposed a reward-
curriculum learning approach that, in combination with domain ran-
domization, dynamically adjusted the reward function according to the
agent’s learning performance. This system allowed the authors to obtain
a robust controller and force-sensitive adaptive motion trajectories.
Other studies, conversely, sought to avoid hand-crafted rewards and to
obtain these functions directly from human demonstrations. This is the
case of [84], where inverse RL was used to acquire the reward func-
tions. Although the gap between simulation and reality remained, the
proposed approach outperformed behavior cloning and could be used
to generate new policies by optimizing the learned reward function for
different task configurations.

Lastly, there are articles that seek to address sample efficiency and
generalization simultaneously. To this end, many researchers employ
models. Zhao et al. [85], for example, employed a Gaussian Process
stochastic model to learn environment dynamics, speeding up the
learning process, while ensuring exploration efficiency. Subsequently,
this model was used to improve the estimation of the target value
and generate virtual data to argue the transition samples. Tanaka
et al. [86] presented a model-based method that used a collection
of dynamics models from the source environment to learn the state
transition dynamics of the target environment. This allowed them to
approximate the target state transition dynamics without knowing the

exact dynamic parameters of each environment. Another approach
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proposed to overcome the lack of generalization was [87]. In this case,
the authors employed a dynamics model that relied solely on force–
torque feedback, sampled from multiple poses. This model was then
enriched by generating numerous offline synthetic trajectories based
on the grid-sampled feedback itself, and trained on a data set that
contained a mixture of pegs and holes with different traits.

More recent studies, in contrast, point to the combination of dy-
namic movement primitives (DMPs) [88] with RL and learning in the
task space as a method to improve generalization. DMPs allow the
contact-rich task to be divided into low-dimensional, easily adaptable
sub-tasks, which also increase training efficiency. RL can then be used
to adjust these trajectories and explore in the task space, which can
improve policy robustness in insertion tasks [89,90]. Following this line
of research, RL can also be employed to learn and select parameterized
actions, hybrid actions consisting of a set of discrete primitives with
continuous primitive parameters, resulting in control policies that are
flexible, efficient, and robust to simulation-reality transfer [91].

Other studies, instead, use sample efficiency and generalization
approaches simultaneously to improve both. These investigations point,
for instance, to combining RL with meta-learning [92], also known
as meta-RL. Meta-learning enhances sample efficiency, as it enables
explicit learning of a latent structure over a family of tasks that can
later be easily adapted to the target task. Studies such as [93,94]
employed meta-learning with an RL agent to learn insertion tasks. In
addition, during training, they used domain randomization to foster
the agent’s generalization capabilities. Zhao et al. [95], in turn, used
meta-learning to learn an RL policy from offline data. Subsequently,
they employed direct online finetuning to also improve the agent’s
generalization capabilities.

Performance, data efficiency and generalization are the three cor-
nerstones of RL that are currently being pursued for enhancement
within assembly. While performance can be approached from different
perspectives, clearly assisted learning and/or the use of other control
techniques alongside RL seems to play a key role in improving learning
efficiency or agents’ ability to generalize to new environments. How-
ever, at times, this seems to generate a bottleneck that compromises
either data efficiency or generalization. In spite of this, in recent years,
there has been a growing trend to jointly enhance both matters.

4.1.2. Disassembly tasks
Responsible treatment of EoL products can include reusing, recy-

cling, or remanufacturing. These processes can be environmentally and
economically beneficial since waste is minimized while valuable com-
ponents and materials are recovered. Remanufacturing, in particular,
is an emerging field due to its contribution to the growth of greener
manufacturing industries. One of the main procedures required for
the remanufacturing and treatment of any product at the end of its
useful life is disassembly. This procedure involves the removal and
segregation of parts, pieces, or materials desired for future repair and
maintenance of the new product.

Currently, most of the applications related with disassembly in RL
are focused on Waste Electrical and Electronic Equipment (WEEE).
The growing impact of WEEE has underlined the relevance of the
circular economy and thus the importance of disassembly. However,
the lack of technology for remanufacturing and knowledge about the
high variability among some products causes there are still few studies
that employ RL as part of this segregation process.

Kristensen at al. [96] proposed a framework in which they used
the Q-learning algorithm to train and test agents in robotic unscrewing
tasks. In turn, Herold et al. [97] proposed strategies that allowed
the separation of fixed components into a slot. For this, the authors
identified that adjusting the robot’s position end-effector proportionally
to the measured forces and including oscillating motion could be a
suitable solution for the assignment. But they executed the task by
performing predefined actions, which made it difficult to generalize
6

to other scenarios. In this sense, Serrano-Muñoz et al. [98] specifically
analyzed the generalization capability of two actor–critic algorithms,
namely DDPG and TD3, in contact-rich disassembly tasks. For this
purpose, they randomized both the rotation and the position of a
peg embedded on a base which the robot had to extract, obtaining
promising results in real world.

Indeed, generalization capability might play a key role in disassem-
bly since, unlike in assembly, the condition of an EoL product can
be highly heterogeneous. Therefore, disassembly through RL should
consider agents that can deal with the physical uncertainties associated
with the product condition, considering the large variety within one
product category, and complexities in process planning and operation.

4.1.3. Polishing and grinding tasks
Polishing and grinding are two highly employed machining pro-

cesses. While the former employs free abrasives to smooth surfaces
with almost no material removal, the latter uses fixed abrasives for
machining with higher dimensional accuracy and less roughness that
machining by stock removal. Both tasks are applied in the manufacture
of components in multiple fields, ranging from industrial to medical
applications [99]. In the face of increasingly higher machining require-
ments and more complex polishing tasks, the use of robots for both
tasks is on the rise [100,101]. One of the first studies to use RL within
this scenario was [102]. The authors trained a Q-learning algorithm to
optimize trajectories for both polishing and grinding tasks. However,
they did not consider contact uncertainty or instability. In fact, one of
the challenges that often arises within these tasks is how to mitigate the
vibration that occurs between the robot tool and the workpiece due to
the low stiffness of some manipulators and that results in low process
quality.

Therefore, recent studies base their research on achieving contact-
stability. Zhang et al. [103] first used a pressure model to compensate
and stabilize the initial normal contact force between the robot and
the workpiece. Subsequently, they used a model-based RL agent to
obtain the displacement offset parameters to maintain a constant force
throughout the grinding process. In contrast, Ding et al. [104] focused
only on polishing. The authors selected impedance control to manage
the dynamic relationship between the force and positional deflection
of the robot and used RL to dynamically adjust the stiffness and
damping parameters to ensure the stability of the system. However,
they concluded that their approach lacked generalization capability and
that its application to other components polishing should be explored.

4.1.4. Stacking and unstacking tasks
The loading and transfer of goods is a recurring activity in compa-

nies worldwide. However, when the human worker lifts continuously
heavy loads, the likelihood of musculoskeletal injury becomes higher.
In this sense, palletizing or unstacking robots are a solution that many
companies are starting to implement.

Although at first glance stacking and unstacking tasks may appear
similar to pick and place tasks, and often are, the authors have seen
fit to treat them as distinct activities. Unlike pick and place tasks
that are based on hand–object contacts, stacking and unstacking tasks
involve object–object interactions. This implies that the robot con-
troller does not focus solely on performing a pick and release with
the gripper, but must consider contacts that may or may not enable
the desired interaction. This include, for example, how one object is
aligned or snapped relative to another to avoid a collapse or even
modifying stiffness and damping parameters in unstacking tasks with
sticky object–object contacts. In these cases, for instance, the authors
may leverage information about contact forces that they estimate using
tactile sensors of the robot.

Within stacking tasks, Cabi et al. [105] combined expert knowledge
with reward sketching for cube piling. For this purpose, they first
generated a database with teleoperation demonstration trajectories
that were subsequently leveraged to reduce exploration and facilitate

reward learning by providing examples of successful behaviors. Using
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the available database, and the human-defined reward function, the
robot was able to learn a new manipulation task. However, this implied
a human-in-the-loop continuously during training. Besides, the reward
sketch used was not universal, making the agent’s generalization abil-
ity highly dependent on other strategies. Belousov et al. [106] also
employed human demonstrations, rather than starting from scratch, to
collect a larger data set in exploration. In this case, the authors adjusted
the placement of building modules through tactile feedback. Although
their results showed a path to promising research, inconsistencies
between simulation and reality, as well as in the simulation of vision-
based tactile sensors itself, led the authors to conclude that the most
encouraging approach would be to perform learning directly in reality.

This learning straight in reality was conducted in [107], where
the authors proposed an inner/outer loop impedance control method
based on an RL algorithm for unstacking rubbers with time-varying
adhesion forces. The required impedance was applied by controlling the
inner/outer loop impedance with time-delay estimation, which could
correct the modeling error and compensate the nonlinear dynamics
term to improve the system efficiency. RL was utilized to optimize
the online impedance parameters, which improved the accuracy and
robustness in an unstructured dynamic environment.

4.1.5. Door/drawers opening tasks
Door or drawers opening is a practice that has been increasingly

studied in RL. When the robot grasps the handle, the kinematic chain
is closed, and the robot must be able to push or pull the door or drawer
to open it. The complexity of these tasks lies in the motion constraint of
the robotic arm, where the controller needs to find a feasible trajectory
within the available workspace. While some studies tackle this task
once the knob is already grasped, other research, on the other hand,
addresses the task from the approach and grasping of the door handle.
In both cases, studies focus primarily on generalization and improving
learning speed.

The first studies to consider generalization were based on guided
policy search [108]. This method employs a set of optimized local
policies to subsequently train a global policy that is generalized across
cases. In this configuration, RL is used to train the simple local poli-
cies. Under this approach, whereas in [109], the authors proposed a
global policy sampling scheme to sample new instances of the task and
increase the diversity of the training data to improve the generalization
capability of the agent, in [110], the same authors employed distributed
and asynchronous policy learning. In [111], on the other hand, the
authors proposed a structured search exploiting the physical constraints
of the environment. In this way, the underlying controller generated
motions along the defined directions admissible by the physical con-
straints of the task; that is, it applied forces to the unconstrained
degrees of freedom of the robot. However, in all studies, the 𝐼𝑃 2

algorithm was applied, which aims to simultaneously optimize the
reference trajectory and the gain schedule as early as possible. This may
result in slow response speed due to its overemphasis on gain reduction
while completing the task [112].

In contrast, Gu et al. [113] focused on improving learning times.
They accomplished this by parallelizing learning across multiple robots
and gathered updates from each of the policies asynchronously. More
recent studies, such as Englert et al. [114] and Lin et al. [115], ad-
dressed generalization and sample efficiency to reduce training times,
namely through human demonstrations, simultaneously. The former
used a single demonstration together with the analytic motion opti-
mization and RL to create constrained motion optimization representa-
tion that enabled them to generalize the skill to different initial states.
The latter also used human demonstrations, albeit in this case to train
primitive actions that were subsequently aligned in a logical sequence
for adaption to a door opening.

Moreover, in the latter three studies, the authors considered safety
during learning by constraining the action space of the manipulator
7

in case the next predicted reachable state deviated significantly from
the trajectory or subtrajectory being executed at the time. In high-
dimensional continuous problems, such as doors and drawers opening
tasks, besides the need to shorten training times and increase general-
ization capability, there seems to be a concern among the authors to
ensure safe learning. This is because a large agent action space could
cause damage to both the environment and the robot itself.

4.1.6. Pushing tasks
Pushing is an essential motion primitive in the repertoire of any

robot. It is crucial for the efficient manipulation of objects under un-
certainty or even to position the object in a suitable configuration prior
to grasping. Yet, while humans are capable of executing manipulations
deftly and smoothly and transferring these manipulation behaviors to
different objects, this task for robots is more challenging. The difficulty
arises from the unknown and nonlinear dynamics, when the robot must
perform gentle manipulation on objects of different sizes, shapes, and
textures [116]. Therefore, studies related to object pushing focused
on safe handling and generalization. All reviewed papers focus addi-
tionally on planar pushing, where the agent pushes the object on the
horizontal support plane while gravity acts along the vertical.

For instance, Lin et al. [117] adopted a common force–torque sensor
and touch sensors and demonstrated that in object pushing tasks, a sim-
ple force-based reward and corrective feedback action could improve
the safety effectively, and significantly reduce the impact and abnormal
behaviors. Nevertheless, the authors simplified the tactile data through
Boolean values, which resulted in corrective feedback only being pro-
vided when a certain threshold was exceeded, which could lead to
sub-optimal policies. Additionally, the performance of the policy was
greatly reduced when deployed in the real world, where abnormal
movements occurred due to illumination and visual detection. Huang
et al. [118] obtained better results in reality than in [117]. Instead,
they introduced both a penalty for impact forces and a curiosity-
focused positive intrinsic signal to encourage exploration in the reward
function. Although the agent’s performance was highly dependent on
the choice of the curiosity focus, the approach encouraged smooth
interaction with the environment.

These studies suggest a concern for performing soft contact-rich
tasks. In this sense, the definition of reward functions may play a key
role, and may enhance gentle manipulation by penalizing large contact
forces.

Cong et al. [119], in turn, improved the generalization capability of
their agent through a model based on a variational autoencoder that ex-
tracted task-relevant information from visual inputs into a latent space.
Thus, the authors forced the agent to heed useful state information,
yielding a robust policy for pushing tasks with multiple and random
object shapes and sizes.

4.1.7. Multiple tasks
Occasionally, researchers do not focus on a single use case, but

evaluate their policies in multiple scenarios. In these situations, it is
essential to find common points or connections among the different
skills, so that the control policy is easily transferable across tasks [120].
This subsection gathers these studies.

As in assembly and insertion tasks, here, researchers also highlight
the need to improve the performance of policies, reduce their training
times and extend their generalization capability. But although similar
approaches are often adopted to address these concerns, these strategies
are not always the same (see Fig. 5).

Akinola et al. [121] focused on improving agent precision in inser-
tion and stacking tasks. Faced with the potential occlusions that may
arise with a single camera, the authors proposed an approach com-
bining multiple uncalibrated static cameras that, without the need for
explicit 3D representations, obtained low error rates in these precision-

based tasks.
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Fig. 5. Main themes addressed by multiple tasks studies.

Agent performance, in particular safety and robustness, were also
addressed in [122], although indirectly. In this case, the authors fo-
cused chiefly on improving sample efficiency. To this end, they under-
lined the relevance of action space choice. They proposed a variable
impedance control in the end-effector space and argued how this
control matched the task characteristics and simplified exploration, and
improved robustness to perturbations by exploiting the constraints and
contacts of tasks such as door opening and surface wiping. Inspired
by this study, in a more recent research, many of the same authors
proposed an encoder–decoder model for learning contact-rich tasks in
a latent action space [123]. Subsequently, the latent actions of the
policy were mapped back to the original action space. By maintaining
dynamic consistency, the agent explored more easily in the latent space,
resulting in faster convergence in the original action space. In addition,
the authors proposed both an online and offline variant of the method,
where the action representation was learned through expert policy
experiences.

In contrast, other studies used human demonstrations to improve
sample efficiency. This is the case of [124], in which a high-dimensional
multi-fingered robot was used in tasks such as in-hand manipulation,
door opening or tool use. Specifically, the authors proposed to incor-
porate demonstrations into policy gradient methods, which resulted in
learning the tasks with no need for reward shaping. Although they did
not deploy the policy in a real environment, this study was further
continued in [125]. This time, the authors transferred the policy into
a real multi-fingered robot and evaluated it in valve rotation and door
opening tasks. Balakuntala et al. [126] also used expert knowledge with
sparse rewards in contact-rich tasks, namely writing, surface wiping
and peeling.

Reward shaping for learning contact-rich tasks is non-trivial, and
yet it is the primary determinant of agent performance. Consequently,
there are already authors who choose to simplify reward engineering
and apply sparse rewards by leveraging initial trajectories, e.g., through
human demonstrations. Although reward functions are usually linked
to specific tasks, the application of sparse rewards according to target
states can simplify the formulation of the task.

Conversely, other authors opt for a combination of dense and sparse
rewards. Vulin et al. [127], for example, used a dense intrinsic reward
to guide exploration and a sparse extrinsic reward to finalize task
attainment. In order to encourage exploration and improve sample effi-
ciency, the intrinsic reward was based on the interaction forces between
the robot and the objects to be manipulated. Prioritizing states and
trajectories with higher contact forces by using a contact-priority repe-
tition buffer, physical interaction was incentivized. However, the force
threshold needed to be high enough to prevent the intrinsic reward
from being false due to sensor noise. This may limit the application
of the approach to tasks requiring soft contact.

Other approaches to speed up learning times and reduce sample
complexity focus on asynchronous learning. This is the case of Zhang
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et al. [128], who worked on policy regularization by interleaving policy
learning and model learning.

Generalization is another concern covered by studies that evaluate
their approaches in multiple testing scenarios. Guo et al. [129] used
a convolutional neural network to reduce the dimensionality of the
image input information and extract the essential feature points of
the task to obtain a robust policy for different poses in insertion and
book placement tasks. However, they only assessed their policy in
simulation. Kim et al. [130], on the other hand, considered not only the
generalization but also this simulation-reality gap that may occur when
deploying the policy on a real robot. To prevent this from happening,
the authors employed a generative model that converted real images
into simulation images. In this way, the simulation results were easily
transferable to reality. For generalization and multiple tasks learning,
the authors also employed a variational encoder–decoder to extract the
latent vectors containing key information about the state.

Lastly, there is some research that attempts to improve sample
efficiency and generalization capacity simultaneously. This is the case
of Chebotar et al. [131], who integrated fast model-based updates
into a model-free framework of path integral policy improvement to
perform corrective updates in the face of unknown dynamics of the
environment. However, the proposed technique required restoring the
environment to consistent, non-random initial states. This, in turn,
called for further improvements of its generalization capability. In con-
trast, Nasiriany et al. [132] leveraged a library of behavior primitives
to create a hierarchical framework that selected a primitive type and
its corresponding parameter. This approach also helped the authors
generate task sketches, boosting sample efficiency and generalization
through the transfer of control policies from a source task to a se-
mantically similar task variant, reducing learning by up to five times
compared to learning from scratch.

Performance, sample efficiency, and generalization are once again
the most recurrent themes. However, the way of addressing these issues
expands with respect to the approaches analyzed in Section 4.1.1.
Among others, the adoption of state–action latent spaces for both
sample efficiency improvement and generalization or the use of real
data during simulation learning for a subsequent zero-shot transfer are
two of the most noteworthy ideas.

4.1.8. Other tasks
This subsection encompasses all those contact-rich tasks studies

whose testing scenarios do not fall into any of the previously defined
categories. Despite the heterogeneity of the use cases, all studies an-
alyze performance-related issues, namely safety and uncertainty and
contact-stability.

Kuo et al. [133] focused on alleviating the risk of causing damage
to the environment by intense or unexpected contacts. To obtain safe
contact manipulation, they presented a model-based algorithm that
associated a probabilistic predictive control with model uncertainty
in mixing and scooping tasks. In this way, the agent’s actions were
adjusted according to the learning progress and were limited in those
states where there was greater uncertainty. However, the evaluations
were performed in a restricted action space, so the authors concluded
that, in larger workspaces, their approach might penalize learning
efficiency for exploring with caution. In [134], by contrast, instead
of modeling the environment and working in those states with low
uncertainty, the authors analyzed how the controller configuration
influences task performance with contact uncertainties. To this end,
a policy based on a model-free algorithm was proposed that allowed
joint control of impedance and desired position in joint space. The
simultaneous control of both variables made the policy robust, mainly
to contact uncertainties such as friction, stiffness and contact location.
Luo et al. [135] also proposed an impedance-based control strategy that
combined a Q-learning agent to optimize online stiffness and damping
parameters with a Maxwell stress model to deal with time-varying
contact forces in the stripping of molten metal surface. Compared to
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Fig. 6. Rigid object manipulation tasks: (a) assembly [45]; (b) disassembly [98];
grinding [103]; (d) stacking [106]; (e) door opening [111]; (f) surface sliding [122];
(g) mixing [133].

the traditional constant impedance control model, the usage of the
intelligent agent provided a greater adaptive capability to the process,
although the authors concluded that more comparative experiments
should be performed.

In line with [134,135], although RL provides the ability to adapt to
varying dynamics of the environment, in order for robots to perform
interaction tasks with human-like dexterity and obtain characteris-
tics such as stability and/or robustness to contact uncertainty, con-
trol methods that enable the manipulator to have compliant behavior
must be employed. Compliant robot behavior can be achieved by
passive mechanical compliance built into the manipulator, or by active
compliance control implemented in the servo control loop, e.g., hy-
brid force/position or impedance control [136]. In this regard, Anand
et al. [137] focused on comparing two control strategies, namely
variable impedance control and hybrid force/motion control, when a
dynamics model is available in surface sliding tasks. For the former,
strategies were learned for the parameters of an adaption law. For
the latter, the framework was used to learn strategies directly for its
damping and stiffness parameters. While faster convergence of the
desired force was obtained with variable impedance control, a signif-
icant improvement in force tracking error was obtained with hybrid
force/motion control.

Clearly, the choice of control method is key to performing a suc-
cessful contact-rich task. This choice also determines which actions the
RL agent should perform.

Fig. 6 shows some examples of the mentioned rigid object manipu-
lation scenarios, and Table 3 collects the main features of all reviewed
papers on rigid object contact-rich manipulation.

4.2. Deformable object manipulation tasks

In the case of handling deformable objects, unlike rigid pieces, there
is no clear manipulation state representation. The shape of deformable
objects varies along and between trajectories, and is challenging to
characterize due to their high-dimensional configuration spaces.

Sánchez et al. [138] proposed an object classification according to
its geometry. Specifically, they defined four types: (1) uniparametric
objects called linear objects; (2) biparametric objects with no compres-
sion strength, (3) biparametric objects that present a large strain, called
planar objects; and (4) triparametric objects, also known as solid or
volumetric.

Despite the application of RL in deformable object manipulation,
there is scant heterogeneity among the use cases. Therefore, all re-
viewed studies have been divided into rope folding tasks, directly
related to uniparametric objects; clothing/fabrics folding tasks, deal-
ing with biparametric/planar objects without compressive strength;
9

tensioning/cutting tasks, where medical application in biparametric
objects with large deformation stand out; and volumetric object ma-
nipulation tasks, where testing scenarios are more diverse.

4.2.1. Rope folding tasks
Rope folding is one of the basic tasks in deformable object manipu-

lation. Although it is a two-dimensional task where linear deformable
materials are generally employed, the complexity of achieving specific
rope configurations makes it an appealing task for researchers. Despite
its similarity to pick and place tasks, its technical challenge lies in its
high-dimensionality, where the movements made by the robot at one
end of the rope may affect other pieces of the rope that had already
reached their target.

As in rigid object manipulation, both sample efficiency and gen-
eralization are again the main concerns within this domain. Han
et al. [139], for instance, proposed a sample-efficient model-based
RL approach to place a linear deformable rope from an initial to
a target position in a two-dimensional workspace using a dual-arm
robot. For this purpose, they modeled the rope configurations with
a stochastic model. In spite of its successful validation in reality, the
dynamics of these objects are often complex, and despite being linear,
different materials and even environmental factors can render their
modeling challenging. Consequently, many other research studies chose
to address this use case through model-free approaches [140]. Lin
et al. [141] improved sample efficiency without requiring explicit state
estimation or access to the ground-truth state of the environment. They
proposed a reward function based on a goal image classification. In
addition, to further speed up the convergence of the algorithm, they
balanced the positive and negative rewards received by the agent and
filtered out those transitions that the authors considered to have a
higher chance of being false negatives.

Attending to generalization capability, Laezza and Karayiannidis
[142] formulated a generalizable shape control problem for materials
with elastoplastic properties using the rope curvature state representa-
tion. However, the approach was simplistic as it restricted the motion
of the robot gripper along a straight line.

Other studies, on the opposite, tried to address sample efficiency,
generalization and the deployment of the learned policy into reality, si-
multaneously. Indeed, maintaining performance despite the simulation-
reality gap emerges as a major concern among researchers [140,142].
This is because physical properties and parameters are not easily mod-
elable in the simulation engine. Inspired by studies that focused on
action space to improve sample efficiency, Wu et al. [143] used a
conditional action space through which, by learning a placing policy
from scratch, they were able to learn also a picking policy by finding a
pick-up point that maximized the object placement value and sped up
agent convergence in rope and clothes folding tasks. In addition, they
demonstrated that by using simple domain randomization, the policy
could be transferred from a simulator to a real robot.

4.2.2. Clothing and fabrics folding tasks
Accurate manipulation of fabric or garment parts is particularly

challenging due to their many degrees of freedom and the underlying
properties that affect their dynamics. These challenges can affect dif-
ferent perspectives of RL, such as performance, and the ability to learn
and generalize to other environments or even overcome the simulation-
reality gap. Therefore, once again, studies related to fabric and garment
manipulation focus on improving these aspects.

Petrik et al. [144] approached performance from the accuracy
point of view. Specifically, they focused on fabric strip folding using
feedback-based control. However, they used a simulation model to
match the behavior of real fabric strips, which limited the application
of their approach to other fabrics with different properties. In addition,
the approach required the manipulated object to be fully visible. This
is a condition demanded by many studies, as they base their state
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Table 3
RL properties of each study in rigid object manipulation.
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[42] 2017 P/F VB Q-learning
(RNN)

S X X X X S R

[64] 2017 V, C/I AC DDPG A X X X X X B B

[58] 2018 C/I AC DDPG S X X X X B R

[80] 2018 PV MB iLQG A X X X X X X X D B

[43] 2019 P VB DQN A X X X D R

[45] 2019 P/F MB iLQG S X X X X X S R

[47] 2019 V MB-AC Guided DDPG S X X X D B

[50] 2019 P AC DDPG S X X X X X B R

[56] 2019 F MB GPS S X X X D B

[63] 2019 V AC DDPG A X X X X X X S B

[72] 2019 V AC DDPG A X X D B

[75] 2019 C/I VB Hierarchical
SARSA

S X X S B

[76] 2019 F MB-AC Model-driven
DDPG

A X X X B B

[81] 2019 C/I AC TRPO S X X X B B

[87] 2019 P MB MPC S X X D R

[38] 2020 P/F AC DDPG S X X X X S S

[39] 2020 A VB Q-learning S X X X S R

[51] 2020 P/F, A AC SAC S X X X X D B

[57] 2020 C/I MB-VB MLE DQN S X X X D B

[61] 2020 F AC DDPG A X X X X X D R

[62] 2020 C/I AC SAC, TD3 A X X X X B R

[71] 2020 V AC SAC A X X X X B B

[73] 2020 P AC A3C S X X B B

[74] 2020 V MB PILCO S X X X X D B

[77] 2020 C/I AC DQN, DDPG A X X X X X B R

[78] 2020 C/I AC SAC A X X X X X D B

[83] 2020 P AC PPO S X X X X X D B

[89] 2020 C/I AC PPO S X X X X X B B

[85] 2020 C/I MB-AC MB SAC S X X X B R

[93] 2020 P, C/I AC PEARL A X X X X S B

[44] 2021 V AC DDPG A X X X D B

[46] 2021 C/I AC SAC S X X X X X D B

[48] 2021 C/I VB NAF S X X X S S

[49] 2021 C/I PB CEM S X X X D B

[54] 2021 C/I VB DQN S X X X X S S

[55] 2021 C/I AC TD3 S X X X X B R

[59] 2021 C/I AC DDPG S X X X X X D S

[60] 2021 C/I VB Q-learning S X X X B R

[65] 2021 C/I MB-AC MB DDPG A X X X D B

[66] 2021 F MB-VB DDQN A X X S R

(continued on next page)
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Table 3 (continued).
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[67] 2021 P/F AC SAC A X X X D B

[68] 2021 P VB NAF A X X B R

[70] 2021 P/F AC SAC A X X X D B

[79] 2021 P AC PPO S X X X B B

[82] 2021 F AC SAC A X X X X D S

[84] 2021 C/I - Adversarial IRL A X X X D B

[86] 2021 V MB - S X X X D B

[94] 2021 C/I MB - A X X X X - B

[52] 2022 C/I AC DDPG S X X B B

[53] 2022 P AC DDPG S X X X X X D B

[90] 2022 C/I AC SAC A X X X B B

[91] 2022 V VB TS-MP-DQN S X X X B B

[95] 2022 C/I AC DDPGfD, AWAC A X X X X S R

Disassembly
[96] 2019 P VB Q-learning S X X X X X B S

[97] 2020 C/I VB - S - –

[98] 2021 P AC DDPG, TD3 S X X X X B B

Polishing/
grinding

[102] 2018 P VB Q-learning S X D S

[103] 2020 F MB - S X X D B

[104] 2022 C/I - - S X X X D B

Stacking/
unstacking

[105] 2020 V AC D4PG A X X X D R

[107] 2021 C/I AC NAC S X X X D R

[106] 2022 PV AC TD3 A X X X X X D B

Doors/
drawers
opening

[109] 2017 F, V PB 𝑃𝐼2 A X X X D R

[110] 2017 F, V PB 𝑃𝐼2 A X X X X X X D B

[111] 2017 C/I PB ICL and 𝑃𝐼2 S X X D B

[113] 2017 V PB Asynchronous
NAF

S X X X X X X B B

[114] 2018 P MB CORL A X X X D R

[115] 2022 P PB DAPG A X X X X R B

Pushing
[117] 2019 F AC DDPG S X X X X S B

[118] 2019 P AC D4PG S X X X X D B

[119] 2022 V AC SAC S X X B B

Multiple

[124] 2017 P PC, AC NPG, DAPG,
DDPG

A X X X B S

[131] 2017 P MB-PB PILQR S X X X X X X D B

[129] 2018 P MB LQG S X X X X X X D S

[122] 2019 C/I AC PPO S X X X X X B B

[125] 2019 P PB DAPG A X X X D B

[128] 2019 F MB
MB-AC

ME-MPO,
ME-TRPO,
ME-PPO

S X X X X D B

[121] 2020 P VB QT-Opt A X X X X B S

[123] 2021 F, P AC SAC A X X X X X D S

(continued on next page)
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Table 3 (continued).
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[126] 2021 C/I AC SAC A X X X X X X B R

[127] 2021 F AC DDPG S X X X X X S S

[130] 2022 P AC SAC S X X X X B B

[132] 2022 P AC SAC S X X X X D B

Other

[134] 2020 C/I AC DDPG S X X X X X D B

[133] 2021 V MB pMPC S X X D B

[135] 2021 C/I V Q-learning S X X D S

[137] 2022 C/I, F/P MB PILCO S X X X X - B

Control methods: position control (P), velocity control (V), force control (F), hybrid/parallel position/force control (P/F), compliance/impedance control (C/I), admittance control
(A). RL taxonomy: model-based (MB), value-based (VB), policy-based (PB), actor–critic (AC). Learning: self learning (S), assistive learning (A). Reward: sparse (S), dense (D),
both (B). Simulation/real-world: simulation (S), real-world (R), both (B).
representation or reward on visuomotor servoassistance or location-
based point chain [145]. Both are guides with strategic gripping and
pulling points that provide visual cues, but their performance is con-
ditioned by possible occlusions. This can hamper learning due to the
high dimensionality and multiple configurations of the parts to be
manipulated, leading to sub-optimal policies.

In order to avoid dependence on visual inputs and improve sample
efficiency, Verleysen et al. [146] integrated tactile sensor cells into a
textile part to use the obtained signals as a reward when the sensors
detected whether the part was bent. However, this implied the need to
integrate the sensors into the part, which in certain use cases may not
be feasible. Amadio et al. [147], instead, proposed another approach
in which they represented the motion of a robotic arm as the sym-
metrization of the primitive motion of another serial manipulator, thus
reducing the number of parameters. This offered rapid convergence
during the learning process, but limited its scope to straightforward
tasks.

In fact, generalization and the deployment of the policy learned
into reality are among the main concerns encountered by researchers
when it comes to the manipulation of fabrics and garments [148]. For
example, studies such as [149] showed some errors during fabric grasp-
ing and even inaccurate wrinkling movements after the application of
domain randomization and transfer to the real world.

Ebert et al. [150] proposed a model-based framework for sensory
prediction, particularly visual, that attempted to generalize to tasks
never seen in the real world through three phases: unsupervised data
collection, training of the predictive model, and planning-based control
through the model. However, planning was only effective on a short-
term basis. In addition, as in previous cases, the system needed all
objects to be visible during task execution. Hoque et al. [151] extended
the prior framework by adding support for depth detection. Thus,
they reduced the long data collection time of the base framework and
increased the execution horizon of the task. Although their proposal
to use RGBD data resulted in significant improvements in the success
rate, the performance in reality was limited, mainly due to the dif-
ference in dynamics between the simulated and real environments.
In contrast, Zhou et al. [152] succeeded in training an offline policy
in a latent action space, which not only generalized well within the
12

data set they used for learning, but provided robust generalization in
out-of-distribution actions when the Q function generalized without
significant extrapolation error.

Nevertheless, generalization and transfer of policies to the real
world remain a research topic within cloth and garment manipulation.
While visuomotor servoassistance may provide support to train the poli-
cies, the sole use of visual information seems to generate a bottleneck
that risks sample efficiency and even limits the applicability of the
policies in a real robot.

4.2.3. Tensioning and cutting tasks
Tensioning and cutting tasks of biparametric elements are mainly

bounded in healthcare domain, and emulate tensioning and cutting of
human tissues or gauze. Surgical scissors are one of the most effective
tools for cutting soft and deformable tissues. These tissues are highly
nonlinear and, for cutting, generally need to be tensioned. However, the
direction and magnitude of the cutting forces vary as the cut proceeds,
so these forces must be adapted to improve reliability and accuracy
of the cut [153]. Therefore, the studies reviewed emulate hypothetical
intraoperative situations, where many them focus on accuracy.

This is the case of Thananjeyan et al. [154], who trained an agent
for two-dimensional surgical tensioning and cutting using a finite ele-
ment tissue simulator. Although they obtained accurate and sensitive
results, the simulation-reality gap between the robot and tool models
used in learning and the actual ones resulted in occasional entan-
glement and even tissue deformation during cutting. In addition, the
policy only chose a fixed pinch point during the entire cutting process,
regardless of the complexity of the cutting pattern. This limited the
applicability of the approach when complex cutting patterns were
required. Taking this study as a starting point, Nguyen et al. [155,156]
proposed an autonomous multiple pinch point tension planner for
surgical soft tissue cutting tasks. Their results improved accuracy, but
the number of tension directions was constrained to four, which could
also limit its application in real-world use cases.

Meanwhile, other studies focused on improving sample efficiency
and selecting useful features of tensioning and cutting tasks through
human demonstrations. Shin et al. [157], for example, presented a
control framework that combined model-based RL with learning from
demonstration to understand the dynamics and automate the soft tissue

manipulation task. Krishnan et al. [158], on the other hand, focused on
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segmenting gauze tensioning and cutting tasks using a Da Vinci robot
into shorter subtasks by combining the exploration and demonstration
paradigms and thereby assigning local reward functions that favored
algorithm convergence. Pedram et al. [159], lastly, used an approxi-
mate linear Q-learning method in which human knowledge contributed
to selecting useful, albeit simple, tissue manipulation features, while
the algorithm learned to perform optimal actions and accomplished the
task. However, they all concluded that their work should be further ex-
tended to less constrained three-dimensional action spaces with higher
dimensionality.

4.2.4. Volumetric object manipulation tasks
Studies on deformable volumetric objects are tested in specific and

diverse scenarios. Despite this heterogeneity in the use cases, all studies
aim to improve the performance of the policy, either from the precision,
efficiency or physical interaction point of view.

Luo et al. [160] were among the first to employ RL to address
an industrial challenge with deformable objects. The authors specifi-
cally focused on the precision aspect. They developed a policy search
framework covering robotic assembly combining rigid and deformable
parts. As a result, they succeeded in proving a position- and velocity-
controlled robot with haptic feedback to insert a rigid peg into a
non-linear deformable part with a hole. However, the system lacked
a vision system, and its performance declined when the peg was not
close to the hole.

Gonnochenko et al. [161], on the other hand, focused on how grasp-
ing could affect the efficiency of the process in unloading bags from a
cart and placing them in a given order on a table. The bags had varying
shapes, moving centers of gravity and different weights. Although the
authors cared mainly about the design of a specific gripper, they used
RL to identify the best configuration of the end-effector to maximize
gripping success.

Meanwhile, in [162,163], the authors focused on improving the
performance and optimizing the interaction between the robot and
a supple environment whose dynamics were unknown. The former
addressed the challenge of shaping an elastoplastic mass by using a
novel elastic end-effector to roll the dough in different lengths through
an RL frame in which the agent iteratively improved the transition
model by scanning to compensate for ill-defined models. The latter, on
the other hand, employed a full state–space equation that considered
both the desired trajectory of the robot, commanded by a Q-learning
agent, and the dynamics of the environment and position parameters
to solve the control problem.

Fig. 7 shows some examples of the mentioned deformable object
manipulation scenarios, and Table 4 collects the main features of all
reviewed papers on deformable object contact-rich manipulation.

5. Analysis

Current RL studies on contact-rich manipulation tasks point to
multiple avenues of research. Overall, these topics are framed around
improving policy performance, which in turn may encompass differ-
ent domains, enriching sample efficiency to reduce learning times, or
increasing generalization ability and reducing the simulation-reality
gap. Yet, these lines of research do not receive equal emphasis. The
following are those trends as well as possible open challenges that, for
the authors, could be the most relevant both from a theoretical and
practical standpoint.

5.1. Testing scenarios

Assembly and insertion tasks are currently the main use cases
commonly used to evaluate the performance of RL policies in rigid
object manipulation. This can be clearly seen in the diagram in Fig. 8a
(86 papers considered), where 56% of the papers reviewed are related
13
Fig. 7. Deformable object manipulation tasks: (a) rope folding [140]; (b) clothing fold-
ing [145]; (c) fabrics folding [144]; (d) tissue tensioning [157]; (e) tissue cutting [159],
(f) peg-in-hole [160], (g) cushion touching [163].

to this topic. Note that there are more case studies than reviewed papers
as there are articles that cover multiple tasks.

Within assembly, the peg-in-hole task is the benchmark case study,
being generalizable to daily or even industrial activities, from plugs,
and USB connectors to car refueling nozzles, and clearly continues to
present challenges in robot manipulation. This task is generally divided
into the search and insertion phases, the latter being where the robot
must align the axis of the peg with that of the hole and insert the peg
to the desired depth. Commonly, when the robot holds the peg away
from the hole, the RL agent’s observation is based on two types of
data, namely vision and force. Vision data contains the relative pose
between the peg and the hole, although its accuracy may be subject
to possible occlusions in the environment. Force, on the other hand,
directly indicates the magnitude of contact during assembly, although
for this to happen, contact must take place. In this type of task, an
RL agent needs to have both pieces of information available. However,
depending on the task phase, the inputs’ weight should be modified,
giving greater importance to the contact forces when the assembly
process reaches a blind spot.

The robustness of current policies to difficult-to-model contact
forces also remains an open field of study in assembly for researchers.
Unlike tasks such as door or drawer opening, whose challenges are
based on finding the ideal axis configuration within a constrained
workspace, or manipulating a translation joint so that the next joint
unlocks and whose observations are more linked to the state of the
robot joints, contact forces are also a common challenge in grinding,
polishing, wiping or pushing tasks. Effects such as chatter [164] or
non-constant contacts still often prevent policy deployment in real
industrial environments. In these cases, it is convenient to use model-
free algorithms and work on designing rewards that foster smooth and
stable contacts. Although the use of complex models for tasks such as
grinding or polishing can provide better results, the RL agent would
be limited to machining components with the same properties as the
model.

This quandary once again highlights the need to address the gener-
alization capability of RL agents, which becomes even more relevant
in tasks such as disassembly, where a product may have multiple
models, and even their physical state at the end of life will rarely be
similar, or in those applications where the RL agent must be able to
perform multiple tasks. In these latter applications, the semantics and
identifying commonalities between the different tasks are fundamental.
Therefore, enriching the agent’s observations with multiple sources of
information can be the first step. Moreover, contextual meta-RL also
seems to offer promising results by facilitating fast task adaptation from

a few samples in dynamic environments [165]. However, obtaining
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Table 4
RL properties of each study in deformable object manipulation.
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Uniparametric Rope
folding

[139] 2017 P MB PILCO S X X X X D R

[140] 2019 V AC PPO,
DDPG,
IMPALA,
SAC

S X X X D S

[141] 2019 P AC DDPG S X X S S

[142] 2020 V AC DDPG,
TD3,
SAC

S X X X D S

Uniparametric
Biparametric
(no compression
strength)

Rope folding
Clothing/
fabrics
folding

[143] 2020 P AC SAC S X X X X D B

Biparametric
(no compression
strength)

Clothing/
fabrics
folding

[149] 2018 V AC Modified
DDPG

S X X X X X S B

[150] 2018 P MB MPC S X X X X D R

[144] 2019 P MB Black
DROPS

S X X X X X B B

[147] 2019 P PB REPS A X X D B

[145] 2020 P PB DPN,
DDPN

S X X X D R

[146] 2020 P VB Fitted
Q-learning

S X X X S R

[148] 2020 V AC DDPG A X X X X X X X S S

[151] 2020 P MB
AC

Imitation
learning,
Visuospatial
Foresight,
DDPG

S/A X X X B B

[152] 2020 P AC BCQ, TD3 S X X X X B R

Biparametric
(large strain)

Tissue
tensioning

[155] 2019 P AC TRPO S X X X S S

[157] 2019 P MB MPC A X X X X X D S

[159] 2020 P VB Q-learning A X X D S

Tissue cutting [154] 2017 P AC TRPO S X X X S B

Tissue cutting/
tensioning

[156] 2019 P AC TRPO S X X X S S

Gauze cutting/
tensioning

[158] 2019 P VB Q-learning A X X X X D R

Triparametric

Peg-in-hole [160] 2018 F MB Mirror
descent
GPS

S X X X X X X D R

Bag
manipulation

[161] 2020 P AC SAC,
PPO

S X X D B

Dough rolling [162] 2021 P MB - S X X D R

Cushion
touching

[163] 2021 P VB LQR,
Q-learning

S X X X D B

Control methods: position control (P), velocity control (V), force control (F), hybrid/parallel position/force control (P/F), compliance/impedance control (C/I), admittance control
(A). RL taxonomy: model-based (MB), value-based (VB), policy-based (PB), actor–critic (AC). Learning: self learning (S), assistive learning (A). Reward: sparse (S), dense (D),
both (B). Simulation/real-world: simulation (S), real-world (R), both (B).
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Fig. 8. (a) Rigid object manipulation tasks; (b) deformable object manipulation tasks.
rich, dynamic representations for fast adaptation beyond simple bench-
mark problems is not a simple task. As task complexity increases, the
similarities among tasks could be reduced, thus modifying the network
representations needed to solve each task. In this regard, a recent study
advocates the introduction of a neuromodulated network to increase
the ability to encode rich and flexible dynamic representations and,
consequently, be able to modify its policy [166].

Attending to the manipulation of deformable objects, more than
one-third of the studies deal with textile manipulation (see Fig. 8b,
24 papers considered) and are knowledge-based approaches [167].
Through the relationship between robot manipulation and garment
shape, the authors focus on achieving a target fabric configuration by
employing either vision directly or a strategic guide of gripping and
pulling points, called a location-based point chain. Still, this informa-
tion does not always avoid one of the major challenges of manipulating
deformable objects. The state representation is too complex due to the
countless degrees of freedom of the parts, and in tasks such as clothing
or fabric folding; the observation can also be partial. Therefore, a
typical approach is to model these tasks as continuous state partially
observable MDPs (POMDPs), where the agent makes decisions based
on belief states.

5.2. Reinforcement learning algorithms

According to the taxonomy of RL algorithms described in Sec-
tion 3.1, the most predominant type of algorithms in the reviewed
papers are model-free (see Table 5). Although some approaches employ
models for learning, a large share of authors report hardship in gener-
ating accurate models due to changing dynamics of the environment
and hardly modelable collision forces in rigid object manipulation in
contact-rich tasks. For instance, in peg-in-hole tasks, a slight misalign-
ment can cause high friction between parts and even affect the task
completion. In general, potential friction and jamming are difficult to
model. This can be extrapolated to other handling tasks where the
contact forces between the robot and the object to be manipulated
are not linear, making it unlikely to find optimal policies with model-
based methods. Therefore, the vast majority of researchers resort to
model-free algorithms.

Within the model-free category, value-based and actor–critic algo-
rithms prevail. However, while the former tends to use discrete action
spaces, which limits their application in high-dimensional problems,
the latter seems to be the most efficient when dealing with contact-
rich tasks on rigid objects. Among them, DDPG [168], SAC [169] and
15
PPO [170] are the most employed algorithms (see Fig. 9a, 53 actor–
critic algorithms considered). Whereas PPO is an on-policy algorithm
that updates the policy, ensuring that the deviation from the previous
policy is relatively small, DDPG and SAC are off-policy algorithms, that
use a replay buffer memory to store experiences and reuse the most
valuable information for efficient training. DDPG is a deterministic
algorithm that uses deep function approximators to learn the policy
and estimate the value function in continuous, high-dimensional action
spaces. SAC, on the other hand, aims to optimize the maximum entropy
together with the discounted long term return. The maximum entropy
helps to enhance the exploration where it is needed.

As far as contact-rich manipulation of deformable objects is con-
cerned, although many approaches employ models for learning the
manipulation of deformable linear objects [139], or for simulating the
folding of garments and fabrics [144], actor–critic algorithms are still
the most commonly implemented. In this case, DDPG and SAC are
again the most employed algorithms in the studies, while TRPO [171],
which optimizes the policy based on the KL divergence between the
old and the updated parameters and present in those papers dealing
with the manipulation of biparametric objects in the healthcare do-
main, emerges as the third one (see Fig. 9b, 18 actor–critic algorithms
considered).

5.3. Safety

‘‘How do we formulate safety specifications to incorporate them into
RL, and how do we ensure that these specifications are robustly satisfied
throughout exploration’’ are the two main questions formulated by Ray
et al. [172]. Generally speaking, safety is focused on exploring the un-
known space safely, while robust control concentrates on guaranteeing
the stability of a system for pre-specified bounded disturbances.

[173,174] are two comprehensive surveys addressing controller
safety. Both surveys consider data-based (like RL) and model-based
control theories. Data-based approaches try to use data to manage
uncertainties and reduce the conservatism of the safe controller.

Brunke et al. [173] defined three safety levels. (1) Safety Level 1
promotes safety and robustness in RL, but does not guarantee hard
safety constraints. (2) Safety Level 2 learns uncertain dynamics to
improve performance safely. At this level, there are no hard safety
guarantees, but safety issues probability can be estimated. Typically,
prior knowledge is used, and uncertain dynamics are learned from
the data. (3) Finally, Safety Level 3 provides safety certificates to the
Table 5
Types of algorithms employed in reviewed studies.

Type of object manipulation Model-based Model-based & model-free Model-free

Value-based Policy-based Actor–critic Value-based Policy-based Actor–critic

Rigid 18 2 1 5 15 7 44

Deformable 7 0 0 0 4 3 11
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Fig. 9. Actor–critic algorithms employed in (a) rigid object manipulation tasks and, (b) deformable object manipulation tasks.
.

controller that does not consider safety constraints, which can be done,
i.e., modifying the controller output.

Among all the papers reviewed, around 45% of the articles concern-
ing rigid object manipulation consider safety-related strategies, while
including research dealing with deformable object manipulation, it is
slightly more than 38%. These safety strategies are approached from
five main perspectives (see Fig. 10).

• 12% of the reviewed papers establish an episode termination
reward. Generally, this reward is linked to possible collisions. In
case of a collision, the agent receives a penalty, and the training
episode is terminated [42,86] (Safety Level 1).

• 22% of the works perform the exploration at reduced velocity. In
this approach, collisions are allowed without risk [53,84] (Safety
Level 1).

• Besides, one paper that uses an uncertainty model was found [133]
This model helps to explore cautiously when uncertainty is high
(Safety Level 2).

• Lastly, almost 100% of the papers that mention safety-related
strategies use a restricted action space, either position (46%) or
force (59%). [52,78], for instance, constrained the agent choices
for force and position control parameters by imposing upper and
lower limits. Thus, if an action exceeds the allowed threshold, the
action is not executed, and the next action is waited for (Safety
Level 3).

For measuring research progress on safe RL, in [172], the authors
presented the safety benchmark suite Safety Gym, a new slate of high-
dimensional continuous control environments. In the same vein, Brunke
et al. [173] proposed a framework called Safe Control Gym. Both

Fig. 10. Venn diagram of safety strategies employed in RL for contact-rich
manipulation tasks.
16
frameworks are based on the most used Open Gym interface. However,
their use has not been identified among the reviewed articles.

5.4. Assistive learning

RL is characterized by lengthy learning times. Training can take
minutes to hours or days, even for relatively simple applications. The
learning time is mainly influenced by the agent’s exploration during
training to augment existing knowledge through actions and inter-
actions with the environment. A factor that can reduce the learning
time is the available initial knowledge. In this sense, an increasingly
noticeable trend is to provide prior knowledge to the agent to avoid
learning from scratch.

Prior knowledge injection can be performed through human demon-
strations. Specifically, about 35% of the papers reviewed rely on human
demonstration-assisted learning. Just as humans learn through a com-
bination of imitation and experience gained by interacting with the
environment, robots can learn in the same way using the so-call appren-
ticeship learning [31]. In this regard, Braun et al. [175] highlight three
approaches to provide a demonstration: (1) human motions can be
recorded performing the task; (2) kinesthetic guidance can be provided
by a human directly guiding the robot; (3) a human can provide a
demonstration by telemanipulation the robot.

Notwithstanding, human demonstration injection is not the only
existing approach to prove prior knowledge of the task to the agent. For
instance, other studies leverage the initial movement plans provided
by previously learned policies [123]. Similarly, in recent years, meta-
learning has also begun to be used along with RL for contact-rich
manipulation tasks. For instance, Yu et al. [176] created an open-
source simulated benchmark to train meta-RL agents in multiple robotic
manipulation tasks. Instead of considering each task independently,
data from previous tasks are employed to acquire a learning procedure
that can be later adapted to new tasks. In this way, the agent learns
the underlying principles of correlated tasks [177]. Lastly, there are
occasions when the design of a reward function may be too complex,
lack high task knowledge, not be easily generalizable, and not be
sufficient to evaluate a sequence of actions. Many studies harness the
human experience in the process to avoid the reward engineering effort
and incorporate it as part of the agent’s learning. Inverse RL [84] or
interactive RL [178] are approaches to extract the reward functions
from the human demonstration or communicate with the human to
improve its learning speed, respectively. Other approaches include, for
example, cooperative inverse RL [179], where the human teaches the
robot its reward function and both try to maximize it, or active reward
learning [180], where the reward function is actively learned from the
expert while the policy is refined.
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Fig. 11. Offline RL scheme [181].

5.5. Offline learning

Most of the reviewed articles are oriented toward online RL learn-
ing. This online RL approach allows the agent to interact with its
environment and leverage the collected experience, either immediately
or through a replay buffer, to update its policy. However, this approach
has limitations, such as prohibitive times for exploration and sufficient
data collection, narrow distributions of states that make the policy
susceptible to small changes, or even the execution of potentially
hazardous actions in case of training the policy directly in reality.

These limitations are not as common in supervised learning. The
offline RL formulation resembles this type of learning since the agent
no longer has the ability to interact with the environment, but rather
receives a static data set of transitions. Through this data, the agent
must learn the best policy [181] (see Fig. 11).

Offline data can be collected from a reference controller, or even
through human demonstrations. Moreover, not all of these behaviors
need to be correct, unlike imitation learning methods. All this makes
it possible to generate and employ large and diverse data sets that
represent multiple real-world situations.

However, offline RL also presents certain shortcomings and open
challenges at present. The first and most obvious is that exploration
cannot be improved. Therefore, the data set must capture states with
high rewards. Another limitation is that imperfect uncertainty sets
may result in overly conservative estimates, which hinder learning, or
overly lax estimates, which result in exploitation of actions outside
the distribution. Given the possibility that the agent would pursue a
course of actions different from that seen in the data, counterfactual
queries, as in [71], of ‘‘what if’’ type should be answered. If the
policy is intended to perform optimally outside of the behavior seen
in the data set, possibly, actions that are somehow different should be
executed. Unfortunately, this strains the capabilities of many current
ML tools, which are designed around the assumption that the data are
independent and identically distributed [181].

5.6. Reward shaping

The RL formulation represents goals through rewards. Rewards can
be provided only at the end of the episode (sparse rewards) [78,93],
or they can be issued at each time step 𝑡 (dense rewards) [44,67].
Dense rewards provide intermediate feedback to the agent, indicating
how good the action taken in the previous time step was towards
the final goal. This intermediate signal is essential in the definition
of some problems, in particular when considering long experience
streams. Without this intermediate feedback, in problems with large
exploration spaces, learning would not be feasible. Some studies also
combine dense and sparse rewards during learning, providing both
intermediate feedback and an episode termination reward based on the
fulfillment of pre-established conditions [64,68].

Rewards can be given directly [43], can formulate seemingly fuzzy
goals [76], vary based on the agent’s learning rate [83], or be defined
through demonstrations [84] or even by a human-in-the-loop, provid-
ing online feedback through clicks [178]. However, reward shaping
goes further. Rewards can express multiple goals and, as such, can
be employed for different purposes in learning. Silver et al. [182]
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hypothesized that "intelligence, and its associated abilities, can be un-
derstood as subserving the maximization of reward by an agent acting in
its environment". This suggests that an agent that maximizes reward
to achieve its goal might implicitly produce intelligence-associated
abilities. These associated skills could be orthogonal to the agent’s
primary goal and directed towards multiple other pragmatic goals of
the agent’s intelligence, such as generalization or imitation.

5.7. Generalization and simulation-reality gap

Robot learning training requires a large number of training episodes
and exploration of the environment. Poor exploration of the environ-
ment can lead to sub-optimal policies that produce uncertainty in the
newness of states not known to the agent that may jeopardize both
the entirety of the robot and its surroundings. In addition, during the
learning itself, the agent’s exploratory learning may give rise to certain
potentially hazardous or unexpected robot behaviors, making it almost
unfeasible to train the robot directly in reality. For this reason, RL
algorithms have typically been developed in simulation environments.

However, the inherent mismatches between simulation and reality
in many simulation tools have led to the limited deployment of policies
in reality at times. For instance, almost 20% of the reviewed papers
did not transfer their control policy to a real robot. To reduce the
gap between simulation and reality, more realistic simulations and/or
more robust policies are needed. According to [183], while the choice
of the simulation environment, identifying the physical parameters
of the robot through system identification, or domain adaptation are
considered to obtain the most realistic simulations possible, current
approaches to obtain robust policies include the introduction of per-
turbations in the environment [184] or domain randomization [185,
186]. However, it is not always easy or possible to fully model the
environment, so the emergence of novel experiences not considered in
the simulation once the agent has been deployed in the real world [187]
is another aspect to be taken into account. In this sense, some ap-
proaches focus on continuous learning, combining artificial and real
data [188,189]. Thus, while simulation learning reduces the explo-
ration space and increases safety, real data guarantees the convergence
of the algorithm.

5.8. Control methods

Much of the research reviewed uses motion-controlled robots (po-
sition or velocity control), mainly in deformable object manipulation
(see Fig. 12), where most objects do not present any resistance to
manipulation.

𝑞𝑒𝑟𝑟𝑜𝑟 = 𝑞𝑑 − 𝑞 (3)

𝜏 = 𝑓 (𝑞𝑒𝑟𝑟𝑜𝑟) (4)

where 𝑞𝑒𝑟𝑟𝑜𝑟 is the difference between the desired motion command
𝑞𝑑 and the actual motion 𝑞, 𝑓 is the command law, and 𝜏 is the
motor torque. However, motion control does not seem to be an optimal
control strategy when manipulating rigid objects with high contact dy-
namics. This is because any contact with the environment is considered
a disturbance of the controller [51].

In contrast, force control helps to regulate the contact force. Force
regulation is especially well suited in rigid object manipulations where
the robot needs to consider object resistance and thus be more adaptive
to the dynamics of the objects.

However, occasionally, it is not enough to control only the force,
but the motion also needs to be directed. In this sense, hybrid motion-
force control considers both motion and force variables. The motion
and force are controlled as two independent variables. Because of the

duality principle, both variables cannot be controlled simultaneously
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Fig. 12. Robot control methods.

in the same direction. So, for each direction, one variable should be
selected.

[𝑆]𝑞𝑞 (5)

[𝐼 − 𝑆]𝑓𝑑 (6)

where 𝑆 is the motion and force selection matrix.
Other approaches like impedance and admittance control [190]

provide a solution to overcome position uncertainties and avoid large
impact forces simultaneously, which can damage the robot. Impedance
control maps the motion 𝑞 and/or velocity �̇� (motion) deviation into
the force as defined in Eq. (7). In contrast, admittance control maps
the forces/torque signal into motion.

𝜏𝑒𝑥𝑡 = 𝐾(𝑞𝑑 − 𝑞) +𝐷(�̇�𝑑 − �̇�) +𝑀(𝑞)(𝑞𝑑 − 𝑞) (7)

where 𝜏𝑒𝑥𝑡 is the extra torque applied to the motor, 𝐾 is the stiffness
matrix, 𝐷 is the damping matrix, and 𝑀 is the mass matrix.

Impedance control is the most commonly applied control method
for contact-rich manipulation tasks on rigid objects (see Fig. 12).
Impedance control based on precise control of joint torque is a pow-
erful approach for robots to achieve high performance compliance
control [191], thereby rendering it as a suitable control method for this
type of tasks. In addition, multiple studies, such as [89,122], advocate
performing impedance control in the task space which, in turn, can
improve sample efficiency during training.

6. Discussion

Research and application of RL in robotics for contact-rich manipu-
lation tasks have exploded over the past few years. This article reviews
the literature and state-of-the-art methods in RL for manipulation tasks
via serial manipulators for the period 2017–2022, based on the current
technological advances and trends around this ML technique.

Despite the heterogeneity of the use cases in the reviewed articles,
the research converges in the way the challenges are addressed. These
18
Fig. 13. RL engineering concepts relationship for contact-rich manipulation tasks.

approaches enable to establish connections among the different sections
analyzed throughout this article for research around RL applied to
contact-rich manipulation tasks (see Fig. 13). The green nodes represent
aspects related to design choices, but do not involve a study on RL per
se. The orange nodes are the main lines of research within RL. Lastly,
the pink nodes can be linked either to a design choice of the researchers
or as part of the RL investigation, since their study may influence one
of the main lines of research. This might be the case, for instance, of
reward shaping, hybrid action space, or the adaptation of observations
to operate in latent action space.

6.1. Research trends

Currently, research on RL in contact-rich manipulation tasks relies
on three pillars, namely, performance, sample efficiency and general-
ization and the simulation-reality gap. All three represent technological
challenges to be overcome in order to foster the application of RL
to more realistic industrial and/or healthcare scenarios. Performance
encompasses different domains, e.g., accuracy [42], robustness [56],
contact-stability [103], or safety [133], and generally depends on
the needs that researchers seek to address. In contrast, sample effi-
ciency and generalization and the simulation-reality gap are inher-
ent challenges of the technology that many researchers are trying to
tackle. Sample efficiency is often managed through prior knowledge
input via human demonstrations [70], whereby initial trajectories are
generated. For generalization, there are multiple approaches. Among
them, domain randomization [78], adding perturbations to the envi-
ronment [79] or combining real and artificial data [130] are some of
the most widely employed. The choice of the simulator for learning can
also play a key role for the deployment of the policy into a real robot.
Of all the reviewed papers around rigid object manipulation, 75%
of them use some simulation environment to learn a control policy,
while, as far as papers dealing with deformable object manipulation
are concerned, two out of three do so. Aspects such as sensor support,
physics engines, or rendering quality should be considered for realistic
simulations [192]. Although some research does not specify which
simulator is used to train the RL agent, in rigid object manipulation
mainly MuJoCo5 (40%) [49,57], Gazebo6 (≈15%) [51,96] and PyBullet7

(≈11%) [73,134] stand out, while in deformable object manipulation so
does MuJoCo (≈38%) [140,143], followed by finite element simulators

5 https://mujoco.org/
6 https://gazebosim.org/home
7 https://pybullet.org/wordpress/

https://mujoco.org/
https://gazebosim.org/home
https://pybullet.org/wordpress/
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(≈19%) [154,155] and CHAI3D8 (≈13%) [157,159]. MuJoCo is clearly
the most commonly used choice among researchers, as it is a cross
platform simulation engine that allows to simulate both rigid and
deformable objects, has RGBD and force sensors in its portfolio, enables
randomization of textures and friction of rendered objects and since
its purchase by DeepMind in 2021, it has become freely available and
open source. By contrast, it does not have multiple physics engines
as Gazebo does, and still offers limitations in terms of realism [79].
In this sense, simulators such as NVIDIA Isaac Sim9 are increasingly
closing the gap. In addition, NVIDIA has also recently released its
Isaac Gym simulator,10 specifically for RL agent training. Although it
is still at an early stage, there are already studies that have begun to
use it [82]. Among its strengths is the potential to launch multiple
environments simultaneously with small variations in their settings,
thus being able to speed up the gathering of new experiences through
exploration. Although sample efficiency and generalization seemed to
generate a bottleneck that jeopardized one or the other a few years ago,
more recent studies are trying to improve both simultaneously. This
simulator seems likely to favor the achievement of both challenges, the
overcoming of which would not only lead to more powerful RL-based
solutions but could also lead to the application of this control technique
to other manipulation tasks not yet explored.

6.2. Researchers’ design choice

Another key aspect within the research of contact-rich manipulation
through RL is to select the scenario in which the RL algorithm is to be
tested or applied. While in the more applicative studies, it is generally
the use case that determines whether RL is required and, therefore, the
line of research to be followed [107,135], in theoretical studies, the
authors tend to choose the use case as a pure evaluation scenario to
test their research [49,124]. In any case, it was identified that most
of the current research is focused on assembly. A logical explanation
for this trend is that the assembly automation market is one of the
most powerful markets in the industry, valued at more than USD 15
billion at the beginning of the decade and expected to grow at a
compound annual growth rate (CAGR) of 6.5% until 2026. This growth
will be underpinned by demand for digitization and plant automation
for greater equipment efficiency and process accuracy [41].

Researchers can also select the control method to command the
robot. The RL can be used directly as a controller or be used along
with a conventional controller to adjust its parameters according to
the environment. Although the latter is an alternative used in many
studies [45,55], the employment of RL independently prevails. Also,
although many studies use position-controlled robots with force/torque
sensors coupled to measure the contact forces between the robot and
the environment, the main trend in rigid object manipulation is the
application of impedance control. This is because impedance control
based on joint torque servo allows for compliance control in industrial
applications by mapping the deviation of motion and/or velocity onto
force. In deformable object handling tasks, on the other hand, position
and velocity control methods are predominant. Clearly, the use of
impedance control in applications such as rope, clothing or fabric
folding is not practical since there are no contact forces. However,
its application in tensioning and cutting tasks or in the handling of
deformable volumetric objects is also null.

6.3. Points open to research or design choice

Once the most appropriate control method for the specific manip-
ulation task has been identified, the properties of the RL are defined,

8 https://www.chai3d.org/
9 https://developer.nvidia.com/isaac-sim
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https://developer.nvidia.com/isaac-gym
i.e., the observations, actions and rewards. The control method selected
to command the robot will condition the definition of the observa-
tions and actions. Likewise, the selection of observations and actions
and the way rewards are provided can also be considered as part
of the lines of research, as they could improve both the sample ef-
ficiency [122,123] and the generalization [83,127]. Tables 3 and 4
collect which observation and action spaces are used in both rigid
and deformable object manipulation tasks. In rigid object contact-rich
manipulation tasks, end-effector pose and external forces/torque are
the most reported observations. The latter is due to the fact that the
vast majority of the robots employed in the studies are not equipped
with internal force/torque sensors, so information about the dynamics
must be acquired through external sensors. As far as the actions are
concerned, a large part of the researchers choose to act on the pose of
the end-effector. This approach is compatible with impedance control,
but the authors modify the position of the robot instead of parameters
such as damping or stiffness. Moreover, unlike in the robot’s joint action
space where each action requires approximating the Jacobian of each
pose, and whose erroneous modeling could further prevent the transfer
of learning to reality, the position or force commands in Cartesian space
can be sent to the robot’s internal controller, which uses the internally
encoded Jacobian to determine the joint torques. Thus, the specification
of actions can improve robustness and even accelerate the learning rate
by improving sample efficiency.

While the end-effector pose as the most employed action space is
also applicable to the manipulation of deformable objects, the observa-
tion space is mainly represented from images. In fact, except for [146,
160], none of the studies that focus on the manipulation of deformable
objects use force-related information to perform the task. In contrast,
many of them only employ a point cloud as information that relates
the state of the initial points with respect to those that are considered
the target states. Although this approach can be effective in dealing
with rope or garment manipulation, the simulation of these objects is
challenging due to their high dimensionality, and the performance of
the policy may drop upon deployment in the real world due to the
simulation-reality gap.

Considering rewards, despite being the key element to enhance
the agent’s learning, it is still a matter of study. In general, most
researchers choose to provide dense feedback signals to guide robot
learning. However, hand-engineered rewards are time consuming, and
their potential ill-defined nature may lead to suboptimal policies. Other
researchers opt instead for sparse rewards that they combine with
techniques such as hindsight experience replay [193], which allows
learning from rewards that are sparse and binary.

Once the MDP is formalized, the type of RL agent is decided. De-
spite the higher sample efficiency provided by model-based algorithms,
the need for accurate knowledge of transition dynamics remains an
obstacle among researchers to apply this type of algorithm. Among
the model-free algorithms, actor–critic algorithms have been found
to be the first choice. One potential explanation for the use of such
algorithms is that they learn approximations of both the policy and
the value function, which makes them suitable for high-dimensional
manipulation tasks.

7. Concluding remarks

RL is a ML control technique that has been gaining widespread
relevance across multiple industries recently. In this paper, the latest
research related to RL in the context of robotics is discussed. Specifi-
cally, it presents an overview of the existing literature on contact-rich
manipulation tasks and provides a high-level analysis of the main
trends. Yet, this approach is far from reaching its potential and also
raises a number of challenges that hinder its deployment in realistic
applications.

The main lines of research are linked to the technological chal-

lenges of RL. Although this control technique has progressed over the

https://www.chai3d.org/
https://developer.nvidia.com/isaac-sim
https://developer.nvidia.com/isaac-gym
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years thanks to the use of neural networks, aspects such as policy
performance, sample efficiency, and generalization and the simulation-
reality gap still remain bottlenecks to the application of RL in more
complex and realistic use cases. Indeed, the hard transfer of results to
industrial environments due to high uncertainty is also a major indus-
trial challenge. Nevertheless, recent studies point to the simultaneous
improvement of sample efficiency and generalization.

All industrial environments pose unique challenges that may con-
stitute interesting dimensions for future research. However, the main
research paradigm would be to move towards defining high-level goals
that the robot could achieve, while maintaining its performance in re-
ality, regardless of the dimensionality and exploration space it interacts
with.
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