
OppropBERT: An Extensible Graph
Neural Network and BERT-style

Reinforcement Learning-based Type
Inference System

by

Piyush Jha

A thesis
presented to the University of Waterloo

in fulfillment of the
thesis requirement for the degree of

Master of Applied Science
in

Electrical and Computer Engineering

Waterloo, Ontario, Canada, 2022

© Piyush Jha 2022



Author’s Declaration

I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis,
including any required final revisions, as accepted by my examiners.

I understand that my thesis may be made electronically available to the public.

ii



Abstract

Built-in type systems for statically-typed programming languages (e.g., Java) can only
prevent rudimentary and domain-specific errors at compile time. They do not check for
type errors in other domains, e.g., to prevent null pointer exceptions or enforce owner-as-
modifier encapsulation discipline. Optional Properties (Opprop) or Pluggable type sys-
tems, e.g., Checker Framework, provide a framework where users can specify type rules
and guarantee the particular property holds with the help of a type checker. However,
manually inserting these user-defined type annotations for new and existing large projects
requires a lot of human effort. Inference systems like Checker Framework Inference pro-
vide a constraint-based whole-program inference framework. However, to develop such
a system, the developer must thoroughly understand the underlying framework (Checker
Framework) and the accompanying helper methods, which is time-consuming. Further-
more, these frameworks make expensive calls to SAT and SMT solvers, which increases
the runtime overhead during inference. The developers write test cases to ensure their
framework covers all the possible type rules and works as expected. Our core idea is to
leverage only these manually written test cases to create a Deep Learning model to learn
the type rules implicitly using a data-driven approach.

We present a novel model, OppropBERT, which takes as an input the raw code along
with its Control Flow Graphs to predict the error heatmap or the type annotation. The pre-
trained BERT-style Transformer model helps encode the code tokens without specifying
the programming language’s grammar including the type rules. Moreover, using a custom
masked loss function, the Graph Convolutional Network better captures the Control Flow
Graphs. Suppose a sound type checker is already provided, and the developer wants to
create an inference framework. In that case, the model, as mentioned above, can be refined
further using a Proximal Policy Optimization (PPO)-based reinforcement learning (RL)
technique. The RL agent enables the model to use a more extensive set of publicly available
code (not written by the developer) to create training data artificially. The RL feedback
loop reduces the effort of manually creating additional test cases, leveraging the feedback
from the type checker to predict the annotation better.

Extensive and comprehensive experiments are performed to establish the efficacy of
OppropBERT for nullness error prediction and annotation prediction tasks by comparing
against state-of-the-art tools like Spotbugs, Eclipse, IntelliJ, and Checker Framework on
publicly available Java projects. We also demonstrate the capability of zero and few-shot
transfer learning to a new type system. Furthermore, to illustrate the model’s extensi-
bility, we evaluate the model for predicting type annotations in TypeScript and errors
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in Python by comparing it against the state-of-the-art models (e.g., BERT, CodeBERT,
GraphCodeBERT, etc.) on standard benchmarks datasets (e.g., ManyTypes4TS).
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Chapter 1

Introduction

Software bugs have led to trillion dollars losses to the worldwide economy [59] where
the glitches put a halt to the economy, expose the threat of ransomware attacks or data
breaches [78], and most importantly, can take human lives [82]. Researchers have developed
increasingly effective and robust testing and verification tools to prevent bugs that lead to
critical run-time errors. Programming languages such as Java have a weak built-in type
system that cannot avert notorious run-time errors. Type annotations can be inserted
into the programs and checked at compile time to prevent such bugs. However, manually
inserting these user-defined type annotations for large projects requires a lot of human
effort. Pluggable type systems such as Checker Framework [22, 64] provide a sound type
inference framework, but make expensive calls to SAT and SMT solvers, which increases
the run-time overhead during inference. Other static analysis tools accept unsoundness as
a trade-off for increased analysis speed. However, developing such tools takes considerable
time and manual effort, along with a thorough understanding of the underlying type checker
framework on top of which the developer would create the type inference system. Moreover,
such systems must undergo rigorous testing to ensure no bugs are present within these bug-
preventing tools.

Similarly, languages such as Python and TypeScript have dynamic typing, which pro-
vides flexibility to the developer, but on the other hand, are prone to run-time excep-
tions. Python and TypeScript introduced type annotations in their languages, helping
the developers to document and maintain the code better [42] along with providing better
error-detection capabilities. However, refactoring the existing dynamically typed projects
to incorporate type annotations is time-consuming, error-prone, and requires substantial
manual effort [37]. Static type inference techniques [26, 42] can be used to infer the sup-
ported annotations. Unfortunately, because of the dynamic features of the language and
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over-approximation of the program behavior, they are often imprecise [60].

The software engineering community has started to observe a recent surge in Machine
Learning (ML) techniques inspired by the success of Natural Language Processing (NLP)
models [9, 21, 77]. The ML-based models have a few significant advantages over the non-
ML-based approaches. For example, the models are extensible and can be easily modified
to extend to different type systems. Another advantage is that these models can implicitly
learn the type rules from training examples (i.e., the test cases with annotations created
by the developer) without the human manually needing to define the specification. Being
data-driven approaches, we only need to modify the data it is getting trained on to infer for
a new type system. On the other hand, ML-based methods have a disadvantage that they
need a large set of training examples to accurately predict the type annotations so that the
program type checks and prevents run-time bugs. To solve this problem, Reinforcement
Learning (RL) can be used to fine-tune the model trained on only a few samples of test cases
created by the developer. Given an extensive set of publicly available code (unannotated or
partially annotated) and a sound type checker (to provide the feedback to the RL agent),
the RL-loop “artificially” creates training data to better predict the type annotations,
considerably reducing human effort and time.

1.1 Problem Statement

The problem addressed in this thesis is to create an ML-based type inference system
that takes as an input an unannotated or partially annotated program and outputs an
annotated program that is type adhering. Note that other static analysis-based methods
need a developer to explicitly define the type rules or the constraint rules on top of an
existing type checker to develop a type inference framework. In contrast, our model uses
merely the test cases to learn the correct type rules automatically.

Specifically, we require our inference model to have the following properties:

1. First, the model must be able to automatically learn, i.e., only using a small set of
test cases and type checker, the model must be able to predict annotations with no
additional labeled data from the developer. The developer does not need to define
the type inference rules explicitly.

2. Second, the model must be extensible, i.e., the user should be able to extend it to
other type systems with minimal human effort.
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3. Third, the model must be type adhering, i.e., it should produce code that type checks
with high accuracy.

4. Fourth, the model must be efficient, i.e., the inference time should be less.

1.2 Brief Overview of OppropBERT

To address these challenges, this thesis presents OppropBERT, a Graph Neural Network
(GNN) and Bi-directional Encoder Representations from Transformers (BERT)-style RL-
based type inference model. Unlike traditional ML and non-ML-based techniques, our
model has all the above-mentioned features. Our model is built on top of two recent Ma-
chine Learning architectures, namely, Transformers [83] and Graph Neural Networks [90],
to capture the syntactical and semantic relations of the input.

The model takes as an input a program and a type checker corresponding to a specific
property and outputs an annotated code that type checks and prevents run-time bugs by
maintaining the chosen property. BERT-style models can better capture the interaction
between different parts of the code as compared to their recurrent counterparts. They can
learn the property the user wants to ensure without explicitly defining the type inference
rules. The structure-aware loss functions combining both the graphical structure and the
raw code helps learn the refinement rules effectively. Control-flow graphs (CFGs) represent
the semantic information of a given input code, unlike the Abstract Syntax Tree (AST),
which only represents the syntactical structure. Graph Neural Networks work well to
capture the graphical structure of CFGs effectively. All these advantages together make
the model type adhering and produce the annotated code with high accuracy. Supervised
fine-tuning with test cases created by the developer makes the model easy to develop
and extend to other forms of type inference rules. The developer-created test cases also
undergo a k-fold filtering process to provide feedback to the developer to double-check a
small subset of the test cases the algorithm found to be anomalous. Moreover, using an RL
loop, with the GNN and BERT-based model as an agent, helps fine-tune the model further
using publicly available datasets not created by the developer. Using the feedback from
the available type checker, the agent can learn to predict better annotations by learning
from a large and diverse set of examples without any additional manual effort, rendering
OppropBERT automatic.

The ability of the BERT-style model to capture the code interactions effectively makes
it easily extensible. The model can be extended to other type rules by first replacing the
supervised dataset in the initial fine-tuning step and, subsequently, the type checker for
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the RL loop. The RL loop leverages the reward and penalty signals from the type checker
to fine-tune the annotation prediction model even further. The most appealing aspect of
our model is that the developer does not need to explicitly encode the type inference rules
or write a specific type inference framework for every type system. The agent learns the
representations using available test cases and RL feedback. The RL agent ensures that the
predicted type annotations adhere to the required type rules instead of suggesting random
permutations or using a stateless one that may not guarantee that the output program
type checks correctly. Moreover, the model can ‘transfer learn’ the currently learned type
inference rules to another type system, which has a small subset of the same rules as the
previous type system, but fewer test cases for those subset of rules.

1.3 Contributions

• This thesis presents OppropBERT, a novel GNN and BERT-based type inference
system model with structure-aware fine-tuning that is automatic, extensible, type-
adhering, and efficient. To the best of our knowledge, there has been no previous work
using a Reinforcement Learning (RL)-based approach for additional fine-tuning of a
supervised annotation prediction model, predicting type annotations for Java pro-
grams to prevent run-time bugs using a data-driven approach, and transfer learning
to a new type system with fewer training data.

• A new task of token-level error heatmap and annotation prediction for Java was
created using the publicly available test cases from a popular static analysis tool.

• Extensive and comprehensive experiments are performed to establish the efficacy of
OppropBERT for nullness error prediction and annotation prediction tasks by com-
paring against state-of-the-art tools such as Spotbugs, Eclipse, IntelliJ, and Checker
Framework on publicly available Java projects.

• To illustrate the model’s extensibility, we train and evaluate the model for predicting
type annotations in TypeScript and errors in Python and compare it against the state-
of-the-art models (e.g., BERT, CodeBERT, GraphCodeBERT, etc.) on standard
benchmarks datasets (e.g., ManyTypes4TS).

• Through the thorough experiments, we provide a detailed comparative analysis with
respect to different state-of-the-art techniques, perform ablation studies of the pro-
posed model, present false positive and false negative cases found in other tools, and
demonstrate zero and few-shot transfer learning capabilities of our model.
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The rest of the thesis is structured as follows: Chapter 2 introduces the background, in-
cluding the pluggable type system, Deep Learning, Graph Neural Networks, and Reinforce-
ment Learning. Chapter 3 presents an overview of the architecture details of OppropBERT
in all the different settings. Chapter 4 includes details regarding the comparative tools and
models, benchmarks, metrics, and other implementation details. Chapter 5 presents the
experiment results. Chapter 6 reviews the related work, and lastly, we conclude our work
in Chapter 7.
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Chapter 2

Background

2.1 Pluggable Type System

The built-in type systems in statically-typed programming languages prevent basic errors
at compile time. For example, the Java compiler can find errors related to incompatible
assignments, the use of variables without initialization, and unreachable code, to name a
few. These built-in type systems do not check for type errors in other domains, such as
preventing null pointer exceptions or enforcing owner-as-modifier encapsulation discipline.

A pluggable type system [10] helps enhance the language’s type system in order to
provide additional static guarantees by enforcing stronger semantics. Such type systems
ingrain additional semantic understanding by providing a set of type qualifiers. Type
rules can help enforce custom semantics over the qualified types. In this way, developers
benefit by annotating the code with type qualifiers and using a pluggable type system to
find potential bugs that the standard language compiler can not prevent. Type Check-
ers guarantee the particular property holds, thereby proving the absence of the selected
domain-specific error.

2.1.1 Checker Framework

Checker Framework [22, 64] strengthens Java’s type system by letting software developers
detect and prevent errors in their Java programs. Checker Framework includes different
checkers, each specific to a type of error. These checkers are compile-time tools that alert
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the developer about a selected domain-specific error and guarantee that such errors do not
occur.

Some of the checkers included in the Checker Framework are as follows:

• Nullness Checker for preventing null pointer exceptions.

• Map-Key Checker to track which values are keys in a map data structure.

• Regex Checker to avoid the use of syntactically invalid regular expressions.

• Lock Checker to prevent concurrency and lock errors.

• Units Checker to guarantee that the arithmetic operations are performed using cor-
rect units of measurement.

The type checker that comes with Java can identify and stop numerous problems. There
are some types of flaws, though, that it cannot detect. You can define the new type systems
and use them as a plug-in to the Java compiler with Checker Framework. For additional
details, readers can refer to the Checker Framework manual1.

Flow-sensitive type refinement

The checker can deduce the type of the expression to be more specific (i.e., its subtype)
than the declared or default one. Due to this flow-sensitive type refinement, developers do
not need to specify type qualifiers on local variables inside a method body.

For example, if we declare a variable @Nullable String var;, dereferencing it in the
next line would result in a warning from the Checker Framework highlighting a possible
dereferencing of null. However, if the dereferencing happens inside an if-block if (var !=

null) {...}, it will be treated as a @NonNull String within the body of the if block and
hence, would not result in any null deference warning.

2.1.2 Checker Framework Inference

It is often time-consuming to write all the type annotations in your code. Certain tools
can be developed to automatically infer the annotations and accordingly insert them into

1https://checkerframework.org/manual/
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the user’s source code. For fields, method parameters, and method return types that lack a
developer-written type qualifier for the given type system, whole-program inference infers
the type qualifiers. In order to be consistent with all of its usage in the specified code, the
inferred type qualifier will be the most specific. In the case of a field, this would mean that
the inferred type would be the least upper bound of the kinds of expressions assigned to
this field.

The Checker Framework Inference tool takes as an input a partially annotated source
code along with library annotations to output a fully annotated source code [91]. The
source code with library annotations is fed into the parser to generate a partially annotated
Abstract Syntax Tree (AST). Constraint variables are created, and the AST is passed to
a constraint generation and solver. The solver can be a Boolean Satisfiability (SAT) or
Satisfiability Modulo Theory (SMT) solver. If the solver generates a satisfiable solution,
the inferred annotations are inserted into the input source code to create a fully annotated
source code.

2.1.3 Nullness Checker

The Nullness Checker in the Checker Framework guarantees that if no warnings are shown
for a given program, then no null pointer exception will occur during runtime, in other
words, the checker prevents all null pointer exceptions. The checker issues a warning if a
non-@NonNull type is dereferenced, as it might lead to a null pointer exception. It also
alerts if a @NonNull expression becomes null, as it could result in a misuse of the particular
type. One of the misuses could be that the resulting null value can be dereferenced later
on, but the checker does not complain about it. Similarly, the checker also gives a warning
when a @NonNull field is not initialized in the constructor.

The nullness hierarchy consists of the following two qualifiers:

1. @Nullable annotation indicates that the type contains a null value, e.g., in the case
of a @Nullable boolean variable, it could be True, False, or null.

2. @NonNull annotation indicates that the type does not include a null value, e.g., in
the case of a @NonNull boolean variable, it could either be True or False, but never
null. Therefore, dereferencing a @NonNull type would never result in a null pointer
exception.

The Nullness Checker also supports declaration annotations. Unlike type annotations,
such annotations are applied to the method instead of a type and are used to specify
method behavior.
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1. @RequiresNonNull indicates a method pre-condition. When @RequiresNonNull an-
notation is present on a method, the method expects the specified variables to be
non-null during method invocation. Such annotations are useful for certain fields,
which are generally annotated as @Nullable, but some methods require this field to
be non-null.

2. @EnsuresNonNull indicates a method post-condition. @EnsuresNonNull is used to
ensure that the specified expressions are non-null after the method has returned.
Such annotations are useful for methods that initialize a field.

There are various error types associated with dereferencing a possibly-null reference.
Examples of such types of errors used in the Checker Framework are as follows:

• dereference.of.nullable: Dereference of possibly-null reference.

• iterating.over.nullable: Iterating over possibly-null reference.

• unboxing.of.nullable: Unboxing a possibly-null reference.

• throwing.nullable: Throwing a possibly-null throwable.

• condition.nullable: Condition on a possibly-null value.

• switching.nullable: Switching on a possibly-null value.

2.1.4 Universe Type System and soft constraints

Aliasing, i.e., having multiple references of the same object, makes it more challenging
to accurately create complicated object structures and guarantee certain invariants about
their behavior. One such example is to allow mutation of an object through one reference
that the other references can observe. It is a widespread problem in a lot of areas of
software engineering. In order to control aliasing, the heap hierarchy can be structured
using object ownership. Such an ownership guarantee can also enforce encapsulation, e.g.,
ensuring that its owner only initiates all the modifications of an object. Universe Type
System [23] helps solve this problem. The static inference creates a constraint system that
is provided to the SAT solver to find the appropriate annotations. The inference system
is tunable, i.e., the users can indicate a preference for specific annotations or ownership
structures by providing the weights to the solvers expressing the preference for certain
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heuristics or by providing partial annotations for the input source code. One such example
of a heuristic could be to prefer deep ownership for fields. The ownership topology can
be expressed by writing the appropriate ownership modifiers on the reference types. The
ownership modifiers can express various ownership relations by adding them to the type
parameters or type use. Examples explaining the ownership type system can be found in
the Universe repository2. The ownership modifiers are as follows:

• @Peer: The referenced object is in the same context as the current object this.

• @Rep: The referenced object is owned by the current object.

• @Any: There exists no static information about the relationship of the two objects.

• @Lost: The two objects have a relationship that cannot be expressible as @Peer or
@Rep.

• @Self: The current receiver object this.

It is interesting to note that every unannotated code can be said to be a legally-
typed program if @Peer is used as default. Such a typing would denote a flat ownership
structure. However, a flat ownership structure imposes no guarantees about the program’s
operation. Developers are usually interested in a deeper ownership structure as it gives
better encapsulation and limits sharing. Another design consideration could be to influence
what clients may call a particular method and add annotations to the method parameters
accordingly. Therefore, the user needs to specify weights to some constraints so that the
type inference system can handle such design considerations. Apart from the mandatory
constraints in the type system, these breakable weighted equality constraints are added to
encode a preference for a particular solution.

Let’s look at how the type inference system works in this case. As described for Checker
Framework Inference in Section 2.1.2, the type inference system creates the constraint
variables, generates the constraints over these variables, and solves them to infer type
annotations. In the presence of breakable constraints, they are translated to a weighted
SAT formula. A weighted MaxSAT solver can be used in such a case to find out a solution
such that the hard type system constraints are satisfied and, at the same time, the breakable
constraints result in the maximum possible weight. The inferred typing for the program
is translated to a concrete ownership modifier for the generated constraint variables in the
program.

2https://github.com/opprop/universe
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However, note that such a tunable type inference problem that allows breakable con-
straints is NP-hard [41]. Moreover, a developer must have to play around with these weight
values and manually analyze the solutions to make sure of the strictness they wanted their
heuristic to be enforced. The process gets complicated if the developer is interested in
enforcing multiple such heuristics at once.

2.1.5 Checker Framework vs Bug-finding tools

A pluggable type-checker is a verification tool that prevents or detects all errors of a given
variety. If it issues no warnings, your code has no errors of a given variety. An alternate ap-
proach is to use a bug detector such as Error Prone3, FindBugs [32,33], SpotBugs4, Jlint [7],
PMD [19], or the tools built into Eclipse and IntelliJ. The NullAway5 and Eradicate6 tools
are more like sound type-checking than bug detection, but all of those tools accept un-
soundness — that is, false negatives or missed warnings — in exchange for analysis speed.
For example, here are the two popular bug-finding tools:

Eclipse

Eclipse comes with a null analysis7 to detect potential null pointer related errors in your
code. However, Checker Framework’s Nullness Checker is more precise, i.e., it gives fewer
false positives than Eclipse. Eclipse on the other hand with a tight IDE integration is
faster, mostly because it has fewer features than Checker Framework. This makes Eclipse
more useful for bug-finding than for verification. Moreover, Eclipse also does not support
a lot of features present in Checker Framework, such as pre- and post-conditions, polymor-
phism, and dataflow analysis, to name a few. Eclipse is also not extensible, while Checker
Framework supports over 20 type checkers.

NullAway

NullAway is a type-checker for null pointer errors. It is lightweight (hence, faster), but
unsound, i.e., no warnings does not mean that your code would not crash with a null

3https://errorprone.info/
4https://github.com/spotbugs/spotbugs
5https://github.com/uber/NullAway
6https://fbinfer.com/docs/next/checker-eradicate/
7http://help.eclipse.org/luna/index.jsp?topic=%2Forg.eclipse.jdt.doc.user%2Ftasks%

2Ftask-using_null_annotations.htm
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pointer exception. NullAway makes unchecked assumptions regarding getter methods and
also assumes that all objects are always fully initialized.

2.2 Deep Learning

The machine learning tasks can be categorized as supervised, unsupervised, or semi-
supervised learning [27]. In the case of supervised learning, a given set of input-output pairs
is used to train the model so that it can make predictions of an unseen dataset. Training a
model means that given an input feature vector, the model learns the underlying function
to map it to the corresponding target labels.

Classification and regression are two common tasks in the domain of supervised learn-
ing. For classification problems, the model’s objective is to predict the category C to
which the input belongs. The model learns a function f : Rn → {1, ..., C}, where n is the
dimension of each input data [27]. For example, the Twitter sentiment analysis problem
is a classification task, where the model is given a dataset of tweets along with the sender
details and other meta information and is required to predict whether the tweet has a
positive or negative sentiment.

Regression tasks, on the other hand, output numeric values. The model learns the
function f : Rn → Rm, where n and m are the dimension of the input and output data,
respectively [27]. For example, stock price prediction models are based on regression. The
model takes as an input the history of the particular stock along with other meta-data
about the company to output the stock price prediction.

In the case of unsupervised learning, the aim is to figure out the hidden patterns
from an unlabeled dataset. Usually, they either try to learn the probability distribution
of the dataset generator or find a way to segregate the dataset into different clusters.
Recommendation engines use clustering algorithms to suggest similar results (e.g., song
recommendation in the case of Spotify) to users with similar interests.

Another closely related approach to unsupervised learning is self-supervised learning,
which can be considered as an intermediate form between supervised and unsupervised
learning. Self-supervised learning is similar to unsupervised learning, except that the end
goal of a model trained using self-supervised learning is ultimately to help a supervised
learning algorithm.

In order to evaluate the performance of a machine learning algorithm, we would have
to use a performance measure. The choices usually depend on the task at hand. Since
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our problem deals primarily with classification, we will focus more on that in the following
section. Most of the definitions in this section are based on the Deep Learning book [27],
and we refer the readers to this wonderful book for further reading.

2.2.1 Classification task

One of the most common metrics to measure the performance of classification models is
accuracy. Accuracy is defined as the percentage of correctly predicted labels over the total
number of predictions. Similarly, an error rate is the ratio of incorrectly predicted labels
over the total number of predictions. Given below, we define other popular metrics, namely,
precision, recall, and specificity:

The precision of a model is defined as follows:

Precision =
TP

TP + FP

The recall of a model is defined as follows:

Recall =
TP

TP + FN

The specificity of a model is defined as follows:

Specificity =
TN

TN + FP

Let us now define the abbreviations used in the above formulas. Consider the case of an
e-mail spam filter. True positive (TP) cases are where the filter predicts as spam (yes) and
the e-mail is actually spam. Similarly, true negative (TN) implies that the filter predicts
as not spam (no) and the e-mail is indeed not spam. A false positive (FP) is the case
where the filter predicts the e-mail to be spam, but the e-mail is not spam. Similarly, false
negative (FN) denotes that the filter does not predict the e-mail to be a spam, however,
the e-mail was indeed spam.

Depending on the use case, users tend to trade off on precision, recall, and specificity.
For example, if we want to avoid false positives, we would prefer high precision. However,
if we want higher coverage and do not want to miss a positive case, we would prefer a
higher recall, let’s say to test for a highly contagious virus such as COVID-19, as we aim
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to minimize the infection rate. Similarly, if we want to avoid false alarms, we would prefer
optimizing specificity, e.g., cancer diagnosis, as it costs a lot of money to the patient and
there are side-effects to the treatment.

Note that the performance of machine learning algorithms should be evaluated on data
it has not seen before. In order to make this possible, standard practice is to split the
dataset into training and test sets, where the training set is usually the more prominent in
size. As the name suggests, the training set is used by the algorithm to train/learn, while
the test set is used to evaluate the performance of the machine learning model.

Training the model involves creating a loss function and then using an optimization
algorithm to find the best solution. In supervised learning, the objective is to minimize
the loss function, which measures the difference between the predicted and the ground
truth values. A higher loss signifies poor predictions, while a lower one implies that the
model is learning well. A popular choice of a loss function for classification tasks is the
cross-entropy loss, which is based on maximizing the log-likelihood estimation of data for
a given model.

Figure 2.1: A Neural Network
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2.2.2 Parameter updates

Figure 2.1 shows a typical neural network with neurons connected in the form of an acyclic
graph. The network consists of distinct layers of neurons. The input layer receives the
input to the model, which is then passed on to the hidden layer(s) and finally to the
output layer. The neural network is initialized with random weights, which are updated
as the learning progresses.

Gradient-based optimization algorithms can be used to minimize the loss of a predictive
model with regard to a training dataset. For calculating the gradients of the weights in
a neural network, a back-propagation algorithm can be used. Both gradient descent and
back-propagation algorithms are used together for training a neural network. Merely a
simple stochastic gradient descent cannot be used if we want to calculate the gradient of
the nodes in the hidden layer. Back-propagation is an efficient algorithm that implements
the chain rule to calculate the gradients for any parameter in the neural network. The
optimization algorithm then uses this gradient to update the model weights.

2.2.3 Overfitting and Regularization

By increasing the number of learnable parameters in a neural network, the model can often
better fit the training dataset. Overfitting is the phenomenon when there is a considerable
disparity between the training and test error. To prevent overfitting, different regulariza-
tion techniques can be used. One idea is to decrease the number of learnable parameters
or restrict the parameter range [27]. The notion of regularization is derived from Occam’s
razor. According to the principle, we choose the most straightforward hypotheses from
all the different ones that explain a particular observation equally well. From a Machine
Learning perspective, this means that more preference should be given to simple or, in
other words, sparse parameter sets and thus, penalizing highly complex models. L1 regu-
larization is one way to achieve this, as it favors sparse matrices. That’s why it can also be
viewed to perform feature selection. L2 regularization or weight decay is another popular
choice that makes use of the Frobenius norm on the weight matrices. Dropout can also be
used while training the neural network to prevent overfitting. In this method, the neurons
are randomly and temporarily disabled with some user-defined probability p.

2.2.4 Transformers and BERT Models

The input to our problem is in the form of a text. They are sequential and also have
variable lengths. Recurrent Neural Networks (RNNs) such as Long Short-Term Memory
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(LSTM) with attention has been a popular choice for a long time to learn the long-range
temporal dependencies for varying length inputs. However, a recently evolved technique
called Transformers [83] uses an architecture relying entirely on self-attention without using
any sequence-aligned models.

We use a Bi-directional Encoder Representations from Transformers (BERT) model [83]
as an actor-critic agent in an RL setting. Transformer-based models are critical components
in the hugely successful Natural Language Processing models such as GPT-2 [68], GPT-
3 [12], and Google’s PALM [18] etc. More recently, they have been successfully applied in
the context of formal programming language applications such as code translation [43,58],
code synthesis [5, 14], code understanding [25,29,62].

Bi-directional Encoder Representations from Transformers (BERT) models are based
on the Transformer architecture [21,53]. BERT models take as input (textual) strings and
encode them into a vectorized representation. One aspect of BERT that is particularly
relevant to us is that they are able to learn representations of formal grammars, as can
be seen by their efficacy in above-mentioned applications such as code translation, code
synthesis, code repair, etc. For more details, we refer the reader to the paper by Bommasani
et al. for a comprehensive overview of BERT models [9]. For additional details and context,
we suggest reading papers by Devlin et al. [21] and Liu et al. [53].

The input text is represented as a vector of embeddings. Positional embeddings are
added to these embeddings to capture the positional aspects of the input with respect to
each other. A self-attention mechanism is used to compute the representation of the given
sequence by looking at different input sequence positions. In terms of RNNs, they can be
seen as the hidden states which represent the previous embeddings along with the current
one. The self-attention model integrates the interactions of the relevant words within the
present word. The attention function takes as input a query with a set of key-value pairs
to produce an output vector. The output is a weighted sum (as a function of the query and
the corresponding key) of the values. Additionally, a multi-head module runs the attention
mechanism multiple times in parallel. Using a multi-head structure allows the model to
project the input into different representation subspaces to encode additional contextual
information and relationships for each word.

2.3 Graph Neural Network (GNN) training

Graphs are ubiquitous and the definitions of actual world objects frequently depend on how
they link to other entities. A graph is a natural way to represent a collection of entities and
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the relationships among them. Researchers have created neural networks utlilizing graph
data that are called Graph neural networks, or GNNs).

Let G = (V,E) denote a graph where V = {v1, v2, ..., vn} and n = |V | is the number
of nodes in the graph. Let the feature vector of node vi be xi. GNNs are designed to
learn how to represent nodes and graphs. Modern GNNs often use a learning schema that
aggregates the representations of a node’s first or higher-order neighbours to iteratively
alter the node representation.

2.3.1 Mini-batching

To train a deep learning model to scale to large amounts of data, mini-batch creation is
essential. A mini-batch aggregates a number of samples into a single representation so they
can be processed efficiently in parallel as opposed to being processed one at a time. This
process is often accomplished in the area of images or languages by padding or rescaling
individual examples into sets of equal-sized shapes, after which the examples are grouped
in another dimension. The length of this dimension is therefore known as the batch size
and is equal to the number of samples combined in a mini-batch.

We can employ mini-batching to manage a GNN’s memory footprint. In each batch,
it is intended to run the node-level message passing equations for a portion of the graph’s
nodes. Careful engineering can be used to make sure that we only compute the embedding
for each node in the batch a maximum of once. This method does have a huge drawback,
though. That is, message forwarding cannot be implemented directly on a subgraph with-
out information being lost. Every time a node is eliminated, its edges are also eliminated.
Therefore, even though two nodes are connected in the whole graph, it is feasible that
they are no longer connected in the subgraph. To get around this restriction, a number of
methods have been suggested, such as subsampling node neighborhoods. It is expensive
to just use the entire graph for training, especially for dense graphs. Additionally, because
each graph is unique, adding previously unknown nodes to a graph would need restarting
training.

The standard mini-batching approach is either impractical or may lead to excessive
memory consumption because graphs are one of the most general data structures and can
contain any number of nodes or edges. Using Pytorch Geometric, we choose a different
strategy to do parallelization over numerous cases. Here, adjacency matrices are stacked
diagonally to form a large graph that contains numerous isolated subgraphs, and the node
and target attributes are simply concatenated in the node dimension. Since messages still
cannot be sent between two nodes that are a part of different graphs, GNN operators that
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rely on a message passing scheme do not need to be altered. Both computational and
memory overhead is eliminated. This batching method, for instance, functions flawlessly
without any padding of node or edge features. Adjacency matrices are saved sparsely,
containing only non-zero entries, or the edges, therefore there is no additional memory
overhead.

Following a convolution layer in convolutional neural networks (CNNs) is typically a
pooling layer. The goal of layer pooling is to obtain more universal features. Because CNNs
are very effective at handling images, there has been a lot of work done to adapt pooling
modules to graph structures. The node-wise aggregation operators, such as max, mean,
and sum, are still among the most common options for creating graph pooling modules
since they are a natural extension of CNNs.

Augmentation is the process where a graph is enriched by adding new nodes, edges, or
features. When the input graph lacks attributes, we can give each node a distinctive ID
(one-hot vector). We can manually add any additional properties that may be relevant,
such as node degrees, cycle counts, or clustering parameters. Contrarily, graph augmenta-
tion involves adding nodes or edges to existing graphs. The procedure of passing messages
via a sparse graph could be challenging. Then, all we need to do is add more virtual edges.

2.3.2 Regularization on GNN

Graphs can use several of the common regularization techniques, such as dropout and L2
regularization. Additionally, there are regularization techniques tailored specifically for
GNNs. One such technique is parameter sharing across layers. For a network with mul-
tiple layers, it is possible to share a specific set of parameters across layers. For instance,
the Gated Recurrent Units (GRUs) of different layers employ the same set of weight ma-
trices. The number of parameters increases linearly with the number of layers, making
training for large graphs challenging. Moreover, multi-relational GNNs frequently employ
this parameter-sharing strategy. The number of learnable parameters is further inflated
by the fact that the number of parameters in these GNNs rises linearly with the number
of relation types. The possibility of vanishing or exploding gradients must be carefully
considered while employing this method. Utilizing edge dropouts is an additional option.
In order to make the network more resistant to noise in the adjacency matrix, it is intended
to randomly mask edges during training.
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2.4 Reinforcement Learning

2.4.1 Deep Q-Learning

There is a large literature on reinforcement learning, and we refer the reader to the excellent
book by Sutton et al. [80] for further reading. Deep Q-Learning is a Reinforcement Learning
algorithm in which control policies are learned by interacting with an environment E with
the help of an agent. Given a set of internal states and a predefined set of actions, the
agent performs a certain action A, in the given state S to transition to a new state S ′. By
performing this action, the agent will receive a certain reward R from the environment E.
The agent aims to maximize the cumulative reward by performing a sequence of actions. [30,
76]

These actions result in a set of transition tuples (S,A,R, S ′) of a Markov Decision
Process (MDP). Q-learning [87] is a popular model-free RL algorithm where the agent
tries to learn an optimal expected long-term reward of an action, denoted as the value
function Q(S,A). A model-free algorithm explores the environment and learns from the
outcomes of the actions without creating an internal model of the environment. Q-learning
is an off-policy algorithm and it estimates the reward for a given state-action pair using the
greedy optimal policy. The optimal action-value function is approximated independently
of the policy. Since Q-value relies on all the possible state-action pairs that would be
unpragmatic, a parametrized version of the function can be used to approximate Q(S,A).
The learned parameters can generalize over the states and actions involved in the given
environment [11, 79]. The advancement of Deep Learning techniques and their capability
of function approximation of a wide range of complex problems led to the introduction of
Deep Q-Network (DQN) [61]. The Q-values keep on updating by performing the actions
suggested by the present Q-value function.

In order to improve the agent’s knowledge, one needs to take care of the exploration-
exploitation trade-off. If the agent has not explored sufficiently and tries to exploit early,
it might give us rewards from a sub-optimal behavior. Exploration would help the agent
receive better rewards in the long run. The epsilon-greedy method to tackle this trade-off.
Furthermore, if the transitions from only the current input are used to train the Q-value
model, the model would overfit, and the same action would be repeated for any new input.
To avoid this correlation problem, we can randomly sample the transition tuples from a
pool of past and current replay memories. A target network can also been used to make
the learning process stable.
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2.4.2 Proximal Policy Optimization (PPO) Algorithm

As mentioned in the previous sub-section, Deep Q Network (DQN) [61] has been one
of the most popular RL algorithms in which control policies are learned by interacting
with an environment with the help of an agent. DQN uses deep learning techniques for
function approximation of the optimal expected long-term reward of an action, i.e., the
Q function. For a large number of state-action pairs, it is difficult for DQN to learn the
Q function. Proximal Policy Optimization (PPO) was proposed by OpenAI [73], which
handles this drawback using a Clipped Surrogate Objective function. PPO provides a
better convergence and performance rate as compared to other techniques [73].

Let’s start by introducing the loss function for a simple policy gradient method. The
policy gradient loss in a policy objective function is defined as the expectation of the log
of policy times the advantage function. The policy is a model that produces an action for
a given state. The advantage value is the difference between the current state’s discounted
rewards and the predicted final return value. A positive advantage value shows that the
agent performed better than an expected average return. The gradient update would be
made so that agent would select the current action if we encounter this state. Similarly, a
negative advantage means that this action should not be taken in the future when you are
in this state.

LPG(θ) = Êt[log πθ(at|st)Ât] (2.1)

However, the major drawback of the policy gradient method is that it might converge
very slowly if the step size is small, and there will be a drastic variability in training for
a larger step size. A second drawback is that a single batch would ruin the policy and
would not be able to generalize properly if the new policy is drastically different from the
older one. To overcome the latter, a KL-divergence constraint was added by Trust Region
Policy Optimization (TRPO) [72], but this has a high computational cost involved with
the calculation of KL-divergence.

LCPI(θ) = Êt

[
πθ(at|st)
πθold(at|st)

Ât

]
= Êt[rt(θ)Ât] (2.2)

LCLIP (θ) = Êt[min(rt(θ)Ât, clip(rt(θ), 1 − ϵ, 1 + ϵ)Ât)] (2.3)

Here, the probability ratio rt(θ) denotes how likely the action is now compared to the
older policy. A value greater than 1 indicates that the action is more likely now than in
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the older policy, and a value between 0 and 1 indicates that the action is less likely now.
Multiplying it by the advantage value would make the objective function LCPI similar to
TRPO. However, LCPI is unconstrained, and thus, it can give rise to large policy updates.
Now, by including clipping in LCLIP , the probability ratio is between 1− ϵ and 1 + ϵ. This
ensures that the update in the policy does not change it much from the older policy, leading
to less variance for a smooth training and ensuring that the agent does not wander off to an
unrecoverable path because of a drastic policy change. In order to give an intuition of why
it works, let’s consider the case that a certain action is less rewarding with the new policy
compared to the older one. Instead of bringing the likelihood down to zero with merely
one such instance and ruining the policy learned so far, limiting the gradient update would
be better and allow the agent to explore better. An entropy term is also usually added to
ensure that the agent has performed enough exploration.

Unlike replay memory, as used by DQN, PPO collects a small batch of transition
tuples to update the policy once per episode/epoch. In the next episode, the old batch is
discarded, and a new batch is collected with the policy updated in the last epoch. This is
why PPO is on-policy learning, unlike off-policy learning of DQN, because the accumulated
experience is only used once to update the current policy.
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Chapter 3

Overview

In this section, we present an overview of the architecture details for the three differ-
ent settings: annotation prediction, Reinforcement Learning-based fine-tuning, and error
heatmap prediction.

3.1 Annotation Prediction

Given an input file and type hierarchy (if one exists) with preference constraints, Opprop-
BERT for annotation prediction produces a type-adhering annotated file. Leveraging the
data-driven idea of using test cases created by the developer to fine-tune the pre-trained
model in a supervised manner, OppropBERT can learn the type rules from the test cases
and predict type annotations with high accuracy. The architecture diagram is shown in
Figure 3.1.

Input: A program (the whole file or a block of code) written in a particular program-
ming language to be annotated is given as the input. The file could either be unannotated
or partially annotated. Additionally, the user provides the list of possible types in the
type system and the type hierarchy (if one exists). The user can also define preference
constraint weights for different locations, e.g., return types, parameter types, etc.

Output: An annotated file that adheres to the type rules so that it can guarantee a
defined property of choice and prevent run-time bugs.

K-fold filtering for supervised fine-tuning: The model utilizes the developer-
created test cases with annotated code for fine-tuning the Deep Learning (DL) model to
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Figure 3.1: Architecture diagram of OppropBERT for annotation prediction task.

predict the correct annotations. However, the developer-created dataset may have some
bugs due to human error. DL models are sensitive to noisy data, and thus, the developer
must make sure that the test cases to be used as the fine-tuning data must be perfect so
that the model learns the correct type rules. Utilizing a filtering mechanism to find such
anomalous test cases so that the developer can double-check a certain fraction of them can
help prevent any negative impacts on the model.

A k-fold cross-validation approach has been used to filter out the dataset. For our
experiments, we have chosen k to be 5. The dataset of the test cases is divided into k
non-overlapping subsets. On trial i, the i-th subset is used as the validation set, while
the remaining (k − 1) sets are used for training the error prediction model using the
OppropBERT model explained later. Post training, the validation set is used to find
the probability of error for each test case; let’s call the output to be ypred. The process
is repeated for all the folds. The developer can choose to double-check either the top n
percent of the validation data (i.e., the ones with the highest probability of error) or choose
from a certain threshold of ypred.
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Furthermore, the training set was also deduplicated to avoid any bias using the method
proposed by Allamanis [2].

Preprocessing: We generalize the keywords present in the code similar to the obfusca-
tion process used by DOBF [44] as this helps the DL model not to create any bias from the
variable names in the developer-created test cases. The slots are created in the modified
code to represent the locations where annotation can be inserted. These slots are replaced
with the mask token so that the annotation prediction model only focuses on predicting the
annotations for the masked-out locations. The modified input code is fed into a Control
Flow Graph (CFG) generator. In the case of Java, we use the Checker Framework CFG
builder, which transforms the Abstract Syntax Tree (AST) of each method into a CFG.
Following this, a pre-trained GraphCodeBERT [29] tokenizer is used to tokenize the input
code and CFG nodes. The tokenizer also takes care of padding the mini-batch of input and
creates the attention mask to prevent the model from focusing on the padding tokens while
calculating the self and cross-attention scores. Lastly, all the pre-processed elements of the
code are stored in our multi-graph data structure. Apart from whole program inference,
we randomly mask a subset (25-50%) of the existing annotations to allow the model to
learn to predict the missing (i.e., masked out) annotations in the given partially annotated
code.

OppropBERT: The tokenized code and CFGs are fed into the OppropBERT. The
pre-trained GraphCodeBERT [29] model is used to create embeddings (feature vector rep-
resentation) for the nodes of the CFGs and the raw (masked) code. The node embeddings
of a graph are passed to Graph Convolution layers. Lastly, we obtain the graph embedding
using the Global Mean Pooling of all the nodes present in the graph. The same procedure
is repeated for all the available graphs for a particular program. The code and the graph
embeddings are concatenated together and passed to a fully connected layer to obtain the
required probability distribution across the possible annotations. Appropriate regulariza-
tion is used at every stage of the network, chosen with the help of the performance on the
validation set. During pre-training, GraphCodeBERT uses a standard masked language
modeling task [21] to learn the source code representations, data flow edge prediction to
learn the representation from the dataflow by predicting the masked out edges, and lastly,
a variable-alignment task across source code and dataflow.

Loss functions - The masked language modeling (MLM) task works as follows. We start
by randomly masking 15% of the tokens of the code and replacing them with the masked
token 80% of the time, with a random token 10% of the time, and leaving them as it
is the remaining 10%. Using the MLM objective, the model is trained to predict the
original tokens to learn the representation space better, as shown in [21,25,53]. We modify
the MLM objective to consider both the source code and the CFG nodes as depicted in
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Equation 3.1. To solve the masked token classification problem, we use the Cross-Entropy
Loss function, a standard loss function for classification problems. We take into account
the class imbalance and masked token weights since we are interested in classifying only
a subset of tokens that are marked as masked. Additional user-defined heuristics, such as
preferring a subset of annotations for certain locations, preferring a particular code pattern,
or an ownership structure are also incorporated in the loss function.

Lcfg MLM = − 1

K

K∑
k=1

log p(xmask | Xcode, Xcfg; θ) (3.1)

We also introduce additional loss functions to learn the representation better:

1. Node-code association: To better learn the representation from CFG, a loss function
is defined that improves alignment between the source code and the CFG node, as shown
in Equation 3.2. Positive and negative samples are sampled equally to avoid any bias.
Anode code denotes all the association pairs between node-code. δ(anc ∈ Amask) is 1 if
the particular anc association exists between the CFG node and the source code, else 0.
panc is the probability of the association calculated by combining the embeddings from
OppropBERT.

Lassociation = −
∑

anc∈Anode code

[ δ(anc ∈ Amask)logpanc+(1−δ(anc ∈ Amask))log(1−panc)] (3.2)

2. Flow-sensitive refinement: Flow-sensitive type refinement helps the type annotations
to be refined at different places in the code instead of assigning a single type annotation
for a particular variable throughout the code. The refinement depends on the use of the
variables at different locations of the code, which the CFG captures well. xπk

denotes the
mask token. Unlike the standard MLM described above, the flow-sensitive refinement loss
predicts the masked token only by looking at the nodes and source code before this masked
token.

Lflow = − 1

K

K∑
k=1

log p(xπk
| X−π; θ) (3.3)

Tokenizers - Word embeddings often represent words in the corpus and capture the se-
mantic and syntactic similarity of different words in a common subspace. However, there
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are many out-of-vocabulary (OOV) words, as we cannot expect all the words possible in
a given language to be present in the training corpus. Also, the presence of rare words
does not allow the model to learn proper word embeddings. Character and sub-word level
representations can help address these drawbacks. Authors in [47] developed a character-
to-character model, which worked better than a word-to-word translation model because
of its ability to tackle OOV and rare words. However, it had limitations. The attention
layer’s computational cost increases quadratically with the increase in sentence length due
to using character-based tokens. Even at the encoder, the character-level encoder needs to
learn a complex non-linear function for a long sequence of characters and capture depen-
dencies over a longer time span. GraphCodeBERT [29] tokenizers are based on a BERT
tokenizer1 which uses WordPiece, first introduced by Schuster et al. [74]. WordPiece ini-
tializes the vocabulary and includes every character present in the training data. It then
progressively learns a given number of merge rules. Instead of choosing the most frequent
symbol pair (as used in Byte Pair Encoding [75]), it chooses the one that maximizes the
likelihood of the training data once added to the vocabulary. In other words, it evaluates
the loss by merging two symbols to ensure it’s worth it. We use the GraphCodeBERT
tokenizer as it is pre-trained on CodeSearchNet dataset [38], which includes 2.3 million
functions in six programming languages (Go, Java, JavaScript, PHP, Python, and Ruby).
Moreover, we also add the type qualifiers as single tokens in the tokenizer vocabulary so
that they do not split into multiple sub-words. Otherwise, it will create problems during
MLM due to the presence of multiple masks for the same slot location. Adding to the to-
ken embeddings means extending the embedding matrix to accommodate the new tokens
in the vocabulary. Instead of initializing them randomly, we take the average across the
individual tokens from the existing pre-training tokenizer.

Post-processing: During the post-processing stage, the predicted annotations by Op-
propBERT are mapped back to the source code locations to generate a file. By playing
around with the preference weights provided in the input, the final annotated file could be
made less or more conservative. If no solutions exist (the combined confidence score is low
for all the predictions), the model can remove existing annotations (added by the user in
their partially annotated code) to predict appropriate ones. Similarly, the user can prefer
a specific annotation to occur more frequently than others, e.g., @Rep in universe type
system [23] to enforce a deeper ownership structure. This can be done by giving a higher
weightage to predicting the preferred annotation while ensuring that the final program is
type-adhering.

Extending to other type systems: For a given programming language (let’s say
Java), if the type hierarchy and rules of the current type system on which the model is

1https://www.tensorflow.org/text/api_docs/python/text/BertTokenizer

26

https://www.tensorflow.org/text/api_docs/python/text/BertTokenizer


trained are similar or a superset of the new one with less training data, then the existing
model can transfer learn the new type system easily. Replacing the old annotation tokens
with the new ones in the vocabulary would preserve the embeddings associated with the
relative position and hence, the type rules associated with the old ones.

Extending to other programming languages: Since the pre-trained model is pro-
gramming language agnostic, the same model architecture can be easily extended to any
new programming language and its type system. We have chosen Python and TypeScript
to demonstrate this ability.

No fixed point iteration: Since we use a self-attention network, we can parallelly
obtain all the predictions for different slots. This especially helps us with annotation
prediction, where we do not need to iterate multiple times over the program as in the
case of fixed point iteration [35, 36]. In a fixed point iteration, unannotated variables are
initialized to the maximal set of qualifiers. The analysis would iterate over the program
statements refining the initial sets in every pass till the fixed point is reached. In our case,
we use beam search decoding to find the best possible combination of all the available
choices of annotations in a single pass.

3.2 Reinforcement Learning fine-tuning

In the previous section, we leverage the idea of using test cases created by the developer
to create a supervised fine-tuning model to predict type annotations. However, the limited
number of test cases might not be good enough to generalize for the entire type system.
Given additional unannotated code written in the programming language under considera-
tion and a type checker corresponding to the annotations of the property we are interested
in inferring, a Reinforcement Learning (RL) agent can be used to fine-tune the model de-
fined in the above section and predict annotated and type-checked files. The architecture
diagram is shown in Figure 3.2.

Input: Publicly available files from Google Big Query are used as seed file input to
the OppropBERT RL model. The goal here is for the OppropBERT model to automati-
cally learn a meaningful representation of the type rules and then predict the appropriate
annotations for the given input code. The user provides the list of possible types in the
type system and the type hierarchy (if one exists). The user can also define preference
constraint weights for different locations, e.g., return types, parameter types, etc.

Output: An annotated file that type checks so that it can guarantee a defined property
of choice and prevent run time bugs.
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Figure 3.2: Architecture diagram of OppropBERT with Reinforcement Learning fine-
tuning

Preprocessing: The preprocessing steps are similar to Section 3.1

Actor-Critic PPO: The preprocessed tokenized source code and CFGs are passed
into the Actor-Critic Proximal Policy Optimization (PPO) agent. We use OppropBERT
(as described in Section 3.1) to serve as the building block for the Actor-Critic agent.
OppropBERT encodes the input code and CFGs into a vectorized representation. One can
view the agent’s actions as a set of predicted annotations at the required locations. The
RL agent selects the actions by sampling from a probability distribution and then provides
the predicted annotations (actions) at the masked locations to the annotation writer to
generate a candidate annotated file to be sent to the environment (i.e., the type checker).

Environment: We use a developer-created type checker to serve as feedback to the
Actor-Critic PPO RL agent. The type checker takes as an input a program and outputs a
binary output signifying whether the program type checks or not. A successful type-checked
program must follow the specified type rules and guarantee the particular property holds
to prevent the intended run-time bugs. In the case of Java, the Checker Framework type
checker uses the Java compiler’s parsed source code and produces an Abstract Syntax Tree
(AST) to invoke certain annotation processors and the type checker. The type checker
invokes the AST visitor (also known as Type Visitor) to determine the annotation and
check the validity of the annotated type according to the specified type rules of the type
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system we are interested in. An adapter library is created to send the feedback to the
agent corresponding to whether the last predicted annotation(s) type checked successfully
or not.

If the type checker supports, the feedback could be fine-grained to the erroneous an-
notations or lines of code as it would better specify the reward/penalty signals. Using
such detailed signals, the RL agent can penalize only the incorrect annotations. On the
other hand, a binary signal does not provide any information about individual erroneous
locations, penalizing even the correct annotation for certain locations. In this way, the fine-
grained feedback can lead to a better reward signal and, thus, faster convergence. Lastly,
weak reward signals can also be obtained from a data-driven model trained for predicting
type errors in the absence of a developer-provided type checker. More details regarding
this can be found in Section 3.3.

Details of Reward and Penalty: In the presence of the fine-grained signal from the
type checker, the OppropBERT RL agent (Actor-Critic PPO) receives a vector of reward-
penalty signals corresponding to whether the annotations at the respective locations were
predicted correctly or not. The vector is transformed into a scalar value using the preference
weights if provided by the user, otherwise, it is weighted equally to generate a reward
signal. No transformation is required for a binary signal from the type checker, and we
can directly use this scalar value as a reward/penalty signal. In the case of a weak signal
from a data-driven type checker, the weights can be determined by the confidence of the
prediction values. Additional user-defined heuristics as mentioned in Section 3.1 are also
incorporated into the reward signals.

Putting it all together: Initially, a file is selected randomly from the list of seed
files (publicly available files that can be either annotated or unannotated) that are pre-
processed to create tokenized source code and CFGs. The preprocessed input is fed to
the pre-trained and fine-tuned (supervised) via an Actor-Critic PPO RL agent. The PPO
agent predicts the type-adhering annotations used to generate the candidate annotated
file. The candidate annotated file is passed to the type checker (environment) that sends
a reward/penalty signal back to the RL agent. Success is detected when the candidate
annotated file indeed type checks. In case of a reward (or penalty), the RL agent modifies
its probability distribution to prefer (or reject) the annotation for that state. The chosen
seed input file is again used for the PPO agent to predict a new candidate annotated file.
This loop is repeated a few times before discarding the current seed input file and choosing
a new one from the list of input files. The learning process terminates when the desired
timeout or epoch has been reached. In the testing phase, a successfully annotated and
type-checked file is returned as an output to the user.
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Note that the predicting no annotations at a masked location corresponds to the default
annotation for that particular location based on how it has been defined in the type checker.
These default annotations might not be safe or the best option all the time. The model
aims to generate annotations that type checks and also abide by intended user-defined
heuristics.

3.3 Error Heatmap Prediction

Figure 3.3: Architecture diagram of OppropBERT for error heatmap prediction task

Given an input program, the error heatmap prediction model gives a token-level heatmap,
where the heatmap corresponds to the probability of error at different locations in the code
(Figure 3.3). Before type annotation prediction, the error heatmap prediction model can
be used to make sure that the unannotated or partially annotated code provided by the
user type checks or not. Moreover, in the absence of a type checker for the RL loop, as
described in the last section, the heatmap prediction model can also serve as a weak signal
for certain examples it is confident about.
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Input: A file written in a particular programming language to be type-checked is given
as the input. The file could either be unannotated or annotated. The user provides the
list of possible types in the type system and the type hierarchy (if one exists).

Output: An error heatmap highlighting the locations with a high probability of type
error. The absence of errors signifies that the code adheres to the type rules to guarantee
with high accuracy that a defined property of choice holds and prevents run-time bugs.

Preprocessing: The preprocessing steps are similar to Section 3.1 except for the
annotation mask creation. Heatmap labels for the tokenized test cases are from the given
error line numbers by mapping the line numbers to the respective set of tokens.

OppropBERT: The model architecture remains the same as described in Section 3.1.

Post-processing: During the post-processing stage, the predicted token-level er-
ror probabilities by OppropBERT are mapped back to the source code to generate the
heatmap. The error probability can be token-level or line-level (by aggregating the token-
level probabilities for the particular line).
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Chapter 4

Implementation

4.1 Comparative tools

For Java’s nullness type system dataset, we compare OppropBERT against 4 popular
nullness type checking or annotation inference tools (for more details, please refer to Section
2.1):

• Checker Framework [22,64]

• Spotbugs1

• Eclipse2

• IntelliJ3

We also create the following two baseline models for comparison:

• Genetic Algorithm: Using a fitness function based on the preference constraint to
find the best possible set of annotations.

1https://spotbugs.github.io/
2https://help.eclipse.org/latest/index.jsp?topic=%2Forg.eclipse.jdt.doc.user%2Ftasks%

2Ftask-using_null_type_annotations.htm
3https://www.jetbrains.com/help/idea/inferring-nullity.html
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• Random Baseline: Randomly assigning possible type annotations to the available
slots.

For the optional type prediction task, we compare against the following 7 benchmarks:

• BERT [21]: Bidirectional Encoder Representations from Transformers model pre-
trained using masked language modeling and next sentence prediction tasks.

• RoBERTa [53]: A robustly optimized BERT pre-training approach which is built
on top of BERT, but with modified hyperparameters, next-sentence pre-training
objective removed, and dynamic masking.

• CodeBERT [25]: A bi-modal pre-trained model for programming language (PL) and
natural language (NL) related tasks. The pre-training objectives include masked
language modeling and replaced token detection.

• CodeBERTa [89]: It is a RoBERTa-like model pre-trained on the CodeSearchNet
dataset [38] from GitHub.

• GraphCodeBERT [29]: An improved version of CodeBERT, where the authors use
data flow information in the pre-training stage by introducing two structure-aware
pre-training tasks to capture the inherent structure of code.

• PolyGot [1]: CodeBERT model with multi-lingual fine-tuning.

• GraphPolyGot [1]: GraphCodeBERT model with multi-lingual fine-tuning.

4.2 Benchmarks

We collect the Java test cases from Checker Framework nullness type system4. We gener-
alize their variable names and augment the Java files by including dummy function calls
and statements to increase the length of the program. We also mix and match with the
existing codebase to create more combinations. To create additional test cases, we mask all
possible slots where an annotation could be inserted and insert all possible combinations
of annotations at different slot locations. Since we have a Nullness type checker available

4https://github.com/opprop/checker-framework/tree/master/checker/src/main/java/org/

checkerframework/checker/nullness
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in Checker Framework, we could feed the newly generated test cases to this type checker
to verify whether the test case type checks.

Furthermore, we use a deduplication tool popular in the literature [4] based on Jaccard
similarity to remove all the duplicate test cases. After augmentation, we have 3000 Java
files with 50163 lines of code and, on average, eight annotations in every file. We traverse
each file’s AST (abstract syntax tree) to extract the annotations. This way, we gather
the tokens and their type annotations on the AST nodes to create an aligned pair. If the
type annotation does not exist, we query the default annotation processor of the Checker
Framework to store the default annotation. The train-validation-test split is 70:10:20. The
division is done so that all the augmented files of a particular set of error types remain in
the same data split to avoid any leakage.

For testing the models, we use popular Java repositories also used by [22]. Note that
all the lines of code were calculated after ignoring the comments and blank lines:

• Daikon library5 with 117472 lines of Java code.

• Options library6 with 1915 lines of Java code.

• Lookup library7 with 274 lines of Java code.

The advantage of using our method is that for migrating to a new type system, one
would need to simply create the test cases with all possible combinations of annotations and
feed it to the model. Furthermore, they can use the filtering algorithm to find anomalous
test cases and double-check the presence of any errors in the test cases.

For the TypeScript type prediction task, we use the largest standard benchmark Many-
Types4TypeScript [39] with over 9 million type annotations, across 13953 projects and
539571 files. ManyTypes4TypeScript is also part of the popular CodeXGLUE [55] bench-
marks. Inspired by the growth of diversified benchmark datasets in the field of computer
vision and NLP, researchers from Microsoft Research Asia, Developer Division, and Bing
introduced a benchmark dataset for code intelligence called CodeXGLUE (General Lan-
guage Understanding Evaluation benchmark for CODE).

Lastly, for the Python type prediction task, we manually create a return-type warning
prediction dataset. A software developer often forgets to store a return value from a
method call that modifies the input arguments (e.g., inserting/deleting in a string/NumPy

5https://github.com/codespecs/daikon
6https://github.com/plume-lib/options
7https://github.com/plume-lib/lookup
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array/dataframe). Such a mistake usually happens when the user accidentally assumes the
method will perform an in-place operation instead of returning the modified object. On
the other hand, sometimes a developer might be interested in looking at the intermediate
output being printed in the method itself or merely printing the output to test out a
functionality (the IPython Notebook allows printing intermediate lines of code). Employing
a static analysis tool will generate a lot of false positive warnings because the warning
depends on user behavior rather than type rules. Therefore, given a user code, the body
of the method in question, the model can also predict whether the developer accidentally
missed the return value or intentionally did not store the modified return value.

4.3 Computational Environment

We implemented OppropBERT in over 2000 lines of Python 3 using Pytorch for imple-
menting the Deep Learning model. The code and benchmark would be available on my
GitHub repository and my homepage. We performed our experiments on Digital Research
Alliance of Canada computing service [8], a CentOS V7 cluster of Intel Silver 4216 Cascade
Lake running at 2.10 GHz with 32 GB memory and 4 Nvidia V100 Volta GPUs.

4.4 Metrics

The metrics used by us have been widely used in the field of type prediction [39, 60] that
serve as an important indicator for establishing the efficacy of type prediction models. We
evaluated the tools on the following criteria:

• Accuracy (Top-k): Ratio of correct type predictions to the total types predicted
by the model. A variation of this called the top-k accuracy considers that the model
predicted the correct type if the actual type (label) appears in one of the top k pre-
dictions from the model. Unless specified otherwise, simply saying accuracy implies
top-1 accuracy.

• Precision: Fraction of relevant instances among the retrieved instances.

• Recall: Fraction of retrieved relevant instances.

• F1 score: The harmonic mean of precision and recall.
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• Mean Reciprocal Rank (MRR): The MRR is expressed as

MRR =
1

|N |

|N |∑
i=1

RR(i) (4.1)

where, N is the total number of prediction queries from the model, i is the predicted
type, and RR is the reciprocal rank which is given as:

RR(i) =

{
1
|ri| , if correct type annotation is predicted

0, otherwise
(4.2)

where, r is the rank of the correctly predicted type annotation in the ranked list.
Similar to Top-1 accuracy, a score of 1 is given when the Top-1 suggested type is
correct for a prediction. We refer to the MRR of Top-k prediction as MRR@k.

Lastly, regarding the heatmap prediction, we use a metric called Intersection over
Union (IoU) derived from bounding box object detection and recognition models in
Computer Vision [69]. IoU is a numeric value between 0 and 1 that would specify the
overlap between the predicted and the ground truth error heatmap tokens. An IoU of 0
signifies no overlap, while an IoU of 1 denotes a perfect overlap between the predicted and
actual error heatmap tokens.

4.5 Hyperparameters

We use grid search to find suitable hyperparameters by evaluating on the validation set.
WANDB was used as the hyperparameter tuning and experiment tracking platform. The
hyperparameter settings are given in Table 4.1. We use the AdamW optimizer [54], an
efficient version of the Adam optimizer with decoupled weight decay. Similar to the Trans-
formers implementation [83], we used a learning rate scheduler with a linear warmup. To
prevent overfitting, we used dropout, label smoothening, and early stopping with patience
of 50 epochs on the validation loss.
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Hyperparameter Value

Latent Dimension 768

Optimizer AdamW

Weight Decay 0.01

Learning Rate 2e-5

GCN Aggregation Type Sum

GCN Combination Type Concatenation

GCN Layers 2

RL Policy Gamma 0.99

Policy Learning Rate 3e-5

Max Gradient Clipping 0.5

Table 4.1: Hyperparameter settings

4.6 Effective training strategies

Gradient Accumulation

Instead of calculating the gradients for the entire batch at once, we can break it down into
smaller steps. To do so, we need to calculate the gradients of smaller batches and iteratively
accumulate the gradients during the forward and backward passes. After a certain number
of these iterative accumulations, the optimizer step of the model can be performed. In this
manner, we can increase the effective batch size even though this effective batch size would
not fit in the GPU memory all at once. The tradeoff for a drastic reduction in the memory
overhead is a slight increase in the training time. The accumulation steps are chosen in
such a way that we can maximize GPU utilization.
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Gradient Checkpointing

Gradient Accumulation, as mentioned above, does help in increasing the effective batch
size. However, there can be a case for large models where the GPU runs out of memory even
for a batch size of 1. This happens because all the activations from the forward pass are
saved to calculate the backward pass gradients, which increases the memory footprint. One
way to solve the problem is to remove all the activations computed during the forward pass,
and instead re-calculate those values on-demand during the backward pass. The drawback
of this approach is the significant increase in computational overhead, which would slow
down the training process. Gradient checkpointing leverages the tradeoff between memory
vs. time to judiciously save a subset of activations in the computational graph so that not
all activations need to be re-calculated during the backward pass for the gradients.

Mixed precision training and pinned memory

To increase the computation speed, the Huggingface library [89] offers mixed-precision
training where the variables are stored in half (16-bit) or full (32-bit) floating-point pre-
cision. However, there still exists a bottleneck. One of the critical requirements to reach
great training speed is the ability to feed the GPU at the maximum rate it can handle. By
default, everything happens in the main process, and it might not be able to read the data
from the disk fast enough, thus creating a bottleneck, leading to GPU under-utilization.
To enable faster transfer from the CPU to the GPU memory, the data can be pre-loaded
to the pinned memory of the CPU.

Class weights

In case of class imbalance, it is required to introduce class weights during loss calculation
so that the model remains unbiased and pays greater attention to the under-represented
classes. The class weights are inversely proportional8 to the distribution (percentage) in
the training set.

Distributed training

The training process can be distributed across multiple GPUs to speed up the training
process. We adopt the data parallelization process where initially, the model is replicated

8https://www.tensorflow.org/tutorials/structured_data/imbalanced_data#calculate_

class_weights

38

https://www.tensorflow.org/tutorials/structured_data/imbalanced_data#calculate_class_weights
https://www.tensorflow.org/tutorials/structured_data/imbalanced_data#calculate_class_weights


across all the GPUs, and each GPU takes its own mini-batch of data. During the backward
pass, the local gradients from every GPU are averaged across all the processes.
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Chapter 5

Experiment and Results

In this section, we discuss the results of using OppropBERT for error heatmap prediction
and annotation prediction tasks in Java, type prediction in TypeScript, and error prediction
in Python.

5.1 Error heatmap and annotation prediction in Java

5.1.1 A few examples of test cases

We first look at a few examples of the test cases that were used for fine-tuning. Listing
5.1 shows a code snippet with a null-pointer exception (NPE) on the var 1.toString();

line outside the loop.

Listing 5.1: Test case with loop containing NPE

public class c l a s s 1 {
void method 1 ( ) {

St r ing var 1 = ”m” ;
for ( var 1 = null ; var 1 != null ; var 1 = ”m” ) {

var 1 . t o S t r i n g ( ) ;
}
var 1 . t o S t r i n g ( ) ;

}
}
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The initial expression of the loop sets the variable var 1 to null. Since the condition
expression is false, the program breaks out of the loop and dereferencing var 1 outside the
loop results in a null pointer exception.

On the other hand, Listing 5.2 shows an example where there is no null pointer exception
in the code. The while loop breaks if the variable var 1 is assigned null so it never gets
dereferenced.

Listing 5.2: Test case with loop that is free from NPE

public class c l a s s 1 {
void method 1 ( ) {

St r ing var 1 = null ;
while ( true ) {

i f ( var 1 == null ) break ;
var 1 . t o S t r i n g ( ) ;

}
}

}

Our test cases also have pre-condition and post-condition annotations present, as ex-
plained in Section 2.1.3. The pre-condition annotation indicates that the method expects
the specified expressions to be non-null when the annotated method is invoked. On the
other hand, the post-condition annotation indicates that the value expressions are non-null
just after a method call if the method terminates successfully.

5.1.2 Ablation studies and comparative analysis

We use the Java files from the test benchmarks and perform an ablation study to observe
how every component of the model plays an essential role in improving the predictions.

As shown in Table 5.1, we observe that introducing the Reinforcement Learning (RL)
feedback loop leads to the most significant (+4.5%) increase in Top-1 accuracy as the RL
loop is focused on predicting the best set of annotations. Using Graph Neural Network
(GNN) alone does not lead to a drastic improvement. However, pairing it with a custom
structure-aware loss function led to a significant increase in heatmap IoU (+6.9%), top-1
accuracy (+3.4%), and MRR (+5%).

In terms of the time taken, OppropBERT was faster than Eclipse and IntelliJ by 20%
for the annotation prediction task. Note that Checker Framework Inference and Spotbugs
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Model
Heatmap IoU

(Error Prediction)

Top-1 Accuracy

(Annotation Prediction)

MRR@5

(Annotation Prediction)

Random 0 0.5% 3.2

GraphCodeBERT

(Baseline)
84.8 81.6% 83.0

+ GNN 85.3 82.8% 83.9

+ Custom loss 90.7 84.4% 87.2

+ RL feedback 90.2 88.9% 90.1

Table 5.1: Impact of design choices: Ablation studies

do not have a nullness type inference system. For the error prediction task, OppropBERT
is faster than Checker Framework’s nullness type checker by 85%. Figure 5.1 shows an
example of an error heatmap prediction output.

Comparison with Genetic Algorithm for preference constraints

Let’s start with a brief overview of the Genetic Algorithm. An initial population created
at random is the first step of the method. After that, the algorithm generates a series
of new populations. The algorithm builds the subsequent population at each stage using
members of the current generation. The method evaluates each member of the existing
population by calculating its fitness value before generating the new population. These raw
fitness scores have now been adjusted to create a more usable range of numbers, otherwise
known as expectation values. The parents are the members who are chosen based on
their expectations. The elite are some of the more physically fit members of the current
population. The subsequent population inherits these elite individuals. The offspring are
generated from the parents. Crossover is the process of mixing the vector entries of two
parents, while mutation produces random changes to a single parent. The children are
then used to create the next generation, replacing the current population. The algorithm
terminates when one of the stopping conditions is satisfied.

Recall that the predictions can be made more or less conservative with the help of
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Figure 5.1: Example of a heatmap prediction output. The darker shades of red denote a
higher probability of error.

preference constraints. For a solver-based approach used by Checker Framework inference,
these preference (soft) constraints are considered as breakable constraints when translated
to a weighted SAT formula. A weighted MaxSAT solver can be used in such a case to find
out a solution such that the hard type system constraints are satisfied and, at the same
time, the breakable constraints result in the maximum possible weight. A developer must
play around with these weight values and manually analyze the solutions to ensure the
strictness they want their heuristic to be enforced. We developed a Genetic Algorithm-
based optimization for a MaxSAT solver to find the best soft constraint weights where the
fitness function was set with respect to the heuristic the user wants to be enforced (e.g.,
higher number of @Rep annotations for the Universe type system). Given enough iterations
(generations), the algorithm is able to converge to a set of “better” weights. However, it
takes a lot of time to explore the different sets of weights which involves calling the ex-
pensive MaxSAT solver for every chromosome in every generation’s population. Moreover,
the process is stateless, i.e., the set of weights is decided for a particular program without
having any encoding of the program as an input.

A BERT-style model like OppropBERT, on the other hand, can encode the program
under consideration along with the user-defined heuristic to suggest the annotations based
on the learned structure of the training and fine-tuning examples.
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Model
Heatmap IoU

(Error Prediction)

Top-1 Accuracy

(Annotation Prediction)

MRR@5

(Annotation Prediction)

Zero-shot 42.8 57.3% 61.4

Few-shot 58.0 62.9% 65.5

Table 5.2: Transfer learning on a simple security lattice

5.1.3 Transfer learning to security type system

We use the OppropBERT model trained for nullness type system on a simple security lat-
tice1. The security type system has three new annotations that capture only the subtyping
relationships and ignores all the other intricate type rules in the nullness type system. In
this security lattice, @TopSecret is the top annotation, @Confidential is the subtype of
@TopSecret, and @Public is the subtype of @Confidential. Recall that the nullness type
system only has two annotations @Nullable, which is the top annotation, and @NonNull

which is the subtype of @Nullable.

It is interesting to note that by replacing the type hierarchy of the nullness type system
with the security type system and, thus, preserving the subtyping relationship rules, the
model can predict error heatmap and annotations with reasonable accuracy (Table 5.2) even
under zero-shot conditions (no training examples of the new type system are provided).
This is possible because OppropBERT can capture the understanding of the subtyping
relationships into the embedding representation of the annotations of the previous type
system and transfer them to the new type system. The model struggles the most to
accommodate for the third annotation being introduced, as the last system type only had
two. Moreover, fine-tuning the model with some additional examples (few-shot) helps the
model to predict slightly better, as shown in Table 5.2.

1https://github.com/opprop/security-demo
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Listing 5.3: Security lattice example

import s e c u r i t y . qual . TopSecret ;
import s e c u r i t y . qual . C o n f i d e n t i a l ;
import s e c u r i t y . qual . Publ ic ;

public class TypeCheck {

void topSecretFunc ( @TopSecret S t r ing p) {}
void con f i d en t i a lFunc ( @Conf ident ia l S t r ing p) {}
void publicFunc ( @Public S t r ing p) {}

void parameter ( @TopSecret S t r ing s1 ,
@Conf ident ia l S t r ing s2 ,
@Public S t r ing s3 ) {

topSecretFunc ( s1 ) ; // OK
publicFunc ( s1 ) ; // not a l l owed

}
}

Listing 5.3 shows a simple example to demonstrate the security type system. The
topSecretFunc() method only accepts a string of type @TopSecret or any subtype of
it. That is why the function call topSecretFunc(s1); is allowed. On the other hand,
publicFunc() accepts a string of type @Public or any subtype of it. Since the type of
s1, i.e., @TopSecret is not a subtype of @Public, the function call publicFunc(s1); is
forbidden and results in an error.

5.1.4 False positive/negative in other tools

Listing 5.4 shows a false negative in Spotbugs nullness type checker, i.e., Spotbugs does
not report the error for the assignment this.obj2 = this.obj1; on the last line of bar()
method. The assignment is not possible because the field obj2 is of type @NonNull but is
assigned a null object. OppropBERT does report an error for the program correctly.
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Listing 5.4: Spotbugs issue

public class NullnessExample {

@Nullable Object obj1 ;
@NonNull Object obj2 ;

public void f oo ( ) {

this . obj1 = new Object ( ) ;
this . bar ( ) ;

}

public void bar ( ) {

this . obj1 = null ;
this . obj2 = this . obj1 ; // no error ra i s ed

}
}

Listing 5.5 shows a false positive in the Checker Framework nullness type checker. The
three if conditions consider all the possible scenarios where either s1 or s2 could be null
and then ends with a return statement for the respective then-branches. Therefore, the
last two dereferences of s1.toString() and s2.toString() must be safe as both are
guaranteed to be @NonNull. However, Checker Framework’s nullness checker issues errors
on these two lines, while OppropBERT does not raise any errors.

It would be interesting to see as a possible future work whether the Deep Learning
model is indeed able to understand the logical statements or if it is merely pattern matching
with some standard structure of if-else branches it saw in training set during the learning
process. One might argue that due to the use of CFG to represent the program, the CFG
nodes could capture the logical aspect and help the model make appropriate decisions.
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Listing 5.5: Checker Framework issue

public class NullnessExample {

public stat ic void f oo ( ) {

St r ing s1 = null ;
S t r ing s2 = null ;

i f ( s1 == null && s2 == null ) {
return ;

}
i f ( s1 != null && s2 == null ) {

System . out . p r i n t l n ( s1 . t o S t r i n g ( ) ) ;
return ;

}
i f ( s1 == null && s2 != null ) {

System . out . p r i n t l n ( s2 . t o S t r i n g ( ) ) ;
return ;

}
System . out . p r i n t l n ( s1 . t o S t r i n g ( ) ) ;
System . out . p r i n t l n ( s2 . t o S t r i n g ( ) ) ;

}
}

5.2 Type prediction in TypeScript

For the TypeScript type prediction task, we use the largest standard benchmark Many-
Types4TypeScript [39] (also part of the popular CodeXGLUE [55] benchmarks) with over
9 million type annotations, across 13953 projects and 539571 files. We find that Op-
propBERT outperforms all the other state-of-the-art models previously used for predicting
type annotations for TypeScript (Table 5.3). Therefore, we can say that our model can
be easily extended to another programming language (e.g., TypeScript) due to the ease of
pre-training and fine-tuning.
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Model
Top 100

Precision Recall F1 score Accuracy

BERT [21] 80.04 81.5 80.76 84.97

CodeBERTa [89] 81.31 82.72 82.01 85.94

RoBERTa [53] 82.03 83.81 82.91 86.25

GraphPolyGot [1] 83.80 85.23 84.51 87.40

PolyGot [1] 84.45 85.54 84.95 87.72

CodeBERT [25] 84.58 85.98 85.27 87.94

GraphCodeBERT [29] 84.67 86.41 85.53 88.08

OppropBERT (ours) 85.22 86.90 86.05 88.39

Table 5.3: Accuracy Comparisons On ManyTypes4TypeScript

5.3 Error prediction in Python

We use OppropBERT to predict return-type warnings in Python. A software developer
often forgets to store a return value from a method call that modifies the input arguments
(e.g., inserting/deleting in a string/NumPy array/dataframe). Such a mistake usually
happens when the user accidentally assumes the method will perform an in-place operation
instead of returning the modified object. For instance, listing 5.6 demonstrates that the
user forgets to store the modified dataframe returned by df.drop duplicates() before
calling the df.head() method to view the modified dataframe. The corrected version of
Listing 5.6 is shown in Listing 5.7.
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Listing 5.6: Error

##%
import pandas as pd

df = pd . DataFrame ({
' c lub ' : [ 'WUSA' , 'GSA ' , 'Jam Network ' , 'DSA ' , ' Fencing ' ] ,
' category ' : [ 'A ' , 'A ' , 'P ' , 'P ' , 'S ' ] ,
' r a t i n g ' : [ 4 , 4 , 4 . 5 , 5 , 4 . 5 ]
})

df . d r o p d u p l i c a t e s ( ) # not an inp l a c e opera t ion
df . head ( )

Listing 5.7: No Error

##%
import pandas as pd

df = pd . DataFrame ({
' c lub ' : [ 'WUSA' , 'GSA ' , 'Jam Network ' , 'DSA ' , ' Fencing ' ] ,
' category ' : [ 'A ' , 'A ' , 'P ' , 'P ' , 'S ' ] ,
' r a t i n g ' : [ 4 , 4 , 4 . 5 , 5 , 4 . 5 ]
})

df = df . d r o p d u p l i c a t e s ( ) # OK
df . head ( )

On the other hand, sometimes a developer might be interested in looking at the inter-
mediate output being printed in the method itself or merely printing the output to test out
a functionality, as shown in Listing 5.8 (the IPython Notebook allows printing intermediate
lines of code). Employing a static analysis tool will generate a lot of false positive warnings
because the warning depends on user behavior rather than type rules. Therefore, given
a user code, the body of the method in question, the model can also predict whether the
developer accidentally missed the return value or intentionally did not store the modified
return value.

49



Listing 5.8: No error

##%
import pandas as pd

df = pd . DataFrame ({
' c lub ' : [ 'WUSA' , 'GSA ' , 'Jam Network ' , 'DSA ' , ' Fencing ' ] ,
' category ' : [ 'A ' , 'A ' , 'P ' , 'P ' , 'S ' ] ,
' r a t i n g ' : [ 4 , 4 , 4 . 5 , 5 , 4 . 5 ]
})

##%
df . d r o p d u p l i c a t e s ( ) # OK

We created a dataset with ten commonly used functions in Pandas, a popular Python
library used for data manipulation and analysis with the help of data frames. We trained
the OppropBERT model to predict the return-type warnings with 98% accuracy. A de-
veloper can easily extend the model to handle user-defined functions and other libraries
by feeding in the function definition and the program-under-test to predict the warnings
using the model.
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Chapter 6

Related Work

6.1 Natural Language Processing (NLP) for code un-

derstanding tasks

In software engineering, there has been a surge of Machine Learning and other statistical
approaches for complex code understanding tasks in recent years. Inspired by the success
of large pre-trained models on natural language processing (NLP) [9, 21, 77], large sets of
programming language data have been used to create pre-trained models such as Intelli-
Code [81], and GraphCodeBERT [29]. CodeXGLUE [55] is a popular benchmarks that
provides such programming language data for code understanding and generation tasks
across different modalities, such as, code-code (e.g., clone detection, code completion, code
repair, translation), text-code (e.g., natural language code search), code-text (code sum-
marization), and text-text (documentation translation).

Many research groups have leveraged the availability of open-source code on GitHub to
solve various tasks using large-scale Deep Learning techniques. One of the recent popular
ones is AlphaCode [49] developed by OpenAI. It uses a generative model created to solve
competitive coding problems. It was pre-trained on a large database of open-source code
available on GitHub and fine-tuned on solutions obtained from CodeContest. Given an
unseen programming problem during inference, the model generates novel solutions that
perform at the median competitive programmer’s level.

Researchers started using standard NLP techniques to solve various code understanding
problems by applying them to raw code. DeepTyper [31] used a Bi-directional Gated
Recurrent Units (Bi-GRU) model on raw code to predict Javascript and Typescript type
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assignments. Later on, manual feature selection using only a hand-picked subset of the
raw code gained some popularity. NL2Type [56] used a standard Long short-term memory
(LSTM)-based classification model to infer Javascript Function Types. It only considers
the raw code’s comments, function names, and parameter names to predict the types.
NLP-based models have also been used for software defect prediction. [13, 48,67,85,86]

6.2 Abstract Syntax Tree (AST)

As an Abstract Syntax Tree (AST) better captures the syntactical structure of the source
code, researchers eventually started using them along with the available raw code. One of
the earliest works of using Deep Learning with AST for vector representation of programs
is the work by Peng et al. [65] where they proposed a “coding criteria” to create learned
function, statement, and AST-node-level vector representations. Their idea of creating
node-level representation was similar to the node-updation rules of recently popularized
GCN models. The current node vector is a combination of its child node(s) passed through
a feed-forward layer. These representations were used to solve program classification tasks.
ASTs have also been used to create formal program specifications. C2S [93] uses the
function’s natural language comments, and an intermediate representation IR translator is
used to generalize a text-based JML specification to a parsed AST to create specifications,
improving the static taint analysis. Code2Seq [6] encodes an AST using a bidirectional
Long Short-Term Memory (Bi-LSTM) network. It encodes by concatenating all the paths
and the respective tokens. Using such a syntactic encoding of code, they display clear
effectiveness of this compositional encoding by treating, let’s say, a ‘For’ and a ‘While’
loop identically.

DeepAnna [52] uses another commonly used recurrent model, Bi-directional Gated Re-
current Units (Bi-GRU), for annotation recommendation for popular Java frameworks,
such as Spring and Hibernate. DeepAnna is meant for developers who often need help
determining the correct annotations to use due to many similar-behaving annotations de-
fined by these frameworks. Rather than being an annotation recommender, OppropBERT
is meant for inserting annotations in the code to prevent runtime errors. DeepAnna uses
an AST traversal algorithm to convert the AST into a sequential representation. Moreover,
the DeepAnna annotation prediction task only predicts annotation at the class and method
level, where they would only have to predict one annotation per input code snippet. In
contrast, OppropBERT predicts for all possible annotation locations, such as fields, pa-
rameters, local variables, etc., where multiple annotations need to be predicted for a given
input program. Also, using an N-independent binary classification approach makes the
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DeepAnna inference slow during training and testing. All these techniques do not use the
graphical nature of the ASTs and instead use a simplified sequential transformation of
the same. OppropBERT, on the other hand, uses the graphical structure of the Control
Flow Graph (CFG) using a Graph Neural Network (GNN) along with a BERT-style model
making it more structure-aware.

To handle the open-vocabulary issue (certain user-defined types not available on the
training set but appear in the test set) of predicting type annotations, a representation
learning combined with a clustering approach was proposed by Type4Py [60]. They use
code context and visible type hints extracted from the AST to infer optional type annota-
tions, introduced by PEP 484 in Python. Since there can be many possible type annota-
tions (built-in and user-defined), creating a classification model with a certain number of
classes won’t be able to generalize well. Instead of treating it as a classification problem,
Type4Py assigns the nearest type clusters (handling one annotation at a time) learned
during training. On the other hand, Typilus [3] adopted a k-Nearest Neighbours approach
on top of the Graph neural networks (GNN)-based encoding created by integrating in-
formation from identifiers, syntactical structure, and dataflow to infer type annotations
for Python. However, it requires a sophisticated source code analysis to create its graph
representations.

6.3 Control Flow Graph (CFG)

A Control Flow Graph (CFG) provides a graphical representation of a program’s control
flow during its execution. So, for the tasks that rely more on the program’s execution
flow than its syntactical structure, incorporating CFGs as input to the model seems to
improve the results. Convolutional Neural Networks (CNNs) have been used as a popular
choice to represent AST and CFG. Phan et al. [66] used CNNs to better predict software
defects by capturing the appropriate semantics of the given assembly code. Mou et al. [62]
extended the idea of a CNN to tree-based inputs to identify specific code patterns from
an AST representation of the input code. Liang et al. [51] used both AST and CFG to
detect malicious JavaScript using CNNs, capturing both the abstract syntactic structures
and execution processes.
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6.4 Transformers and pre-trained models

Transformer model [83] was a breakthrough in the NLP domain because of a faster par-
allelized multi-head self-attention approach that provided better feature representations
than their recurrent predecessors. Bi-directional Encoder Representations from Trans-
formers (BERT) [21, 53] architectures, as the name suggests, make use of Transformers
along with valuable pre-training objectives to improve the encoder representations. The
increased popularity of BERT-style models soon paved its path in the software engineering
community. Mashhadi and Hemmati [57] used raw code and a pre-trained BERT-style
model to find simple bugs in Java from a curated dataset. TypeBERT [40] predicts type
annotations for Typescript language using a BERT-style model with raw code as input out-
performing the previous state-of-the-art LambdaNet [88]. They found that given enough
data, we do not need sophisticated inductive biases to develop a type prediction model.

The use of creative pre-processing and pre-training objectives focused on the program-
ming languages under consideration have also been seen to help improve the models to
generalize across different tasks as they can create better feature vector representations
for the code. CodeBERT [25] is one such encoder-only bi-modal model for better Natural
Language (comments) - Programming Language representation. It includes the Replaced
Token Detection (RTD) pre-training objective apart from the Masked Language Modeling
(MLM). CodeBERT makes use of WordPiece to tokenize the code blocks. WordPiece works
by finding a symbol pair whose probability, when divided by the product of the probabili-
ties of the two symbols separately, is the greatest among all the available symbol pairs. In
this way, unlike Byte-Pair Encoding (BPE), WordPiece makes sure that merging the two
symbols is worth it by evaluating the loss from the merge. GraphCodeBERT [29], unlike its
predecessor CodeBERT, considers Abstract Syntax Tree (AST) to gather variable relation
to create a dataflow graph. The model can now use this dataflow graph effectively by utiliz-
ing the node alignment and edge prediction pre-training objectives. For the next iteration,
the authors developed UniXCoder [28] to create a unified cross-modal pre-trained model
which works in an encoder-only, decoder-only, and encoder-decoder setting. Similarly,
researchers at Facebook AI Research developed several iterations of an encoder-decoder
model [44, 70, 71] for translating between programming languages making use of different
pre-training objectives, e.g., cross-lingual MLM, denoising, keyword-focusing masked lan-
guage modeling, and unit-test verified back translation. However, none of these models
leverage the graph representation of AST or CFG using a Graph Neural Network-based
approach.
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6.5 Graph Neural Networks (GNNs)

Graph neural networks (GNNs) have gained much popularity over the past few years.
Deep Learning models for software engineering have started using GNNs to solve program-
ming language tasks. One of the earliest works using GNNs is the gated graph neural
network (GGNN) [50], where the authors extended the GNNs by adding GRU layers [17]
for updating the hidden states of the graph nodes to solve a program verification task by
approximating reachable program states. Later on, Allamanis et al. [4] used GNNs for
predicting variable names and selecting the correct variables by using the graphs derived
from ASTs for the GNN-based model outperforming the recurrent neural network models
that merely used raw source code. One of the popular GNN models, Graph Convolution
Network (GCN), has also been used for malware classification problems. Previously, the
researchers used to rely a lot on handcrafted rules and features. However, authors in [92]
have found that representing a program as a CFG and making use of a GCN does help
to classify malware better. Hua et al. [34] converted assembly code call instructions to
CFG and used GCN to classify malware. FUNDED [84] used graph-based models for code
vulnerability detection. ShadowGNN [15] combines both the natural language and SQL
schema in a GCN followed by a Transformer structure to create a Text-to-SQL parser,
improving the generalization capability of the model on rare and unseen schema. Dinella
et al. [24] used a graph-based representation of Javascript programs to predict the position
of buggy nodes and the required graph modifications to fix them. LambdaNet [88] creates
a type dependency graph and then uses a GNN-based approach along with some hand-
crafted logical constraints and contextual hints (e.g., variables assignments and names)
for predicting types for TypeScript programs. Researchers have also started to use GNNs
for other code understanding tasks such as program similarity [63], software vulnerability
detection [16,94], code completion [20], and code summarization [46]. For a comprehensive
overview of GNNs, we refer the readers to Wu et al. [90], where they provide a thorough
review and comparisons of different GNN models. Most GNN models rely on handcrafted
feature extraction, limiting their generalization capabilities to different tasks. Further-
more, they do not leverage an unsupervised learning approach with pre-training objectives
focused on the graphical representation of the source code.

There has been no previous work for predicting type annotations for Java programs
to prevent run-time bugs using a data-driven approach using a structure-aware custom
loss function, transfer learning to a new type system with fewer training data, or using
a Reinforcement Learning (RL)-based approach for additional fine-tuning of a supervised
annotation prediction model.
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Chapter 7

Conclusion and Future Work

In this thesis, we present OppropBERT, a novel GNN and BERT-style RL-based type
inference system. OppropBERT is the first Machine Learning based type inference system
that uses developer-written test cases and an RL feedback loop without requiring explicit
and manually crafted type inference rules. Via an extensive empirical evaluation against
state-of-the-art models and tools, we show that our model OppropBERT is automatic,
extensible, type-adhering, and efficient. Our model will be most helpful to developers who
are developing a type checker or a type inference tool from an available type checker, as the
traditional process is time-consuming, error-prone, and expensive. Using OppropBERT,
the user does not need to explicitly encode the type inference rules or write a specific type
inference framework for every type system. The model learns the type rules implicitly
using a data-driven approach. We also define a new token-level error heatmap and annota-
tion prediction task for Java where OppropBERT demonstrates zero and few-shot transfer
learning capabilities for other type systems. Furthermore, we show that the model is also
extensible to other programming languages, such as TypeScript and Python.

In future work, the model can be extended with a decoder to solve code repair tasks.
Code repair is required for programs that cannot be corrected by simply inserting the an-
notation but require additional repairs in the code structure. Additional information from
Javadoc or comments can also be incorporated into the model to make better predictions.

Let us consider Listing 7.1 for the security type system. @Public is the default annota-
tion in the hierarchy. The method call method2(s2); is invalid because method2 expects
a @Public string. The inference framework can easily fix this by changing the method
signature to void method2(@TopSecret String p).
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Listing 7.1: Fixable issues using the inference tool

import s e c u r i t y . qual . TopSecret ;
import s e c u r i t y . qual . C o n f i d e n t i a l ;
import s e c u r i t y . qual . Publ ic ;

public class Parameter {

void method1 ( St r ing p) {}
void method2 ( St r ing p) {}

void parameter ( @Public S t r ing s1 , @TopSecret S t r ing s2 ) {
method1 ( s1 ) ;
// : : f i x a b l e −error : ( argument . type . incompa t i b l e )
method2 ( s2 ) ;

}
}

However, if we look at the example in Listing 7.2, the only way to prevent a null-pointer
exception is by enclosing the var 1.toString(); dereferencing under an if-block which
checks if var 1 is not null. Such cases cannot be resolved by using an inference tool.
Instead, we need code repair models as mentioned above.

Listing 7.2: Example that the inference tool cannot fix

public class c l a s s 1 {
void method 1 ( ) {

St r ing var 1 = null ;
.
// some code b l o c k
.
var 1 . t o S t r i n g ( ) ;
}

}
}

Similarly, for Listing 5.5, it would be interesting to see how well the ML-based inference
framework can understand logical statements. Handling penalties and UNSAT cases based
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on different types of errors for inference or classifying different error types, as mentioned
in Section 2.1.3, during error heatmap type checking would be another extension worth
exploring in the future. Moreover, the model can also be extended to type systems with
a complex representation of types, such as expressive units of measurement types [91] or
more expressive type systems, such as Property types [45].
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