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Abstract

Recent technological advances in Autonomous driving systems (ADS) show promise in

increasing traffic safety. One of the critical challenges in developing ADS with higher levels

of driving automation is to derive safety requirements for its components and monitor the

system performance to ensure safe operation. The Operational Design Domain (ODD) for

ADS confines ADS safety in the context of its function.

The ODD represents the operating environment within which an ADS operates and

satisfies the safety requirements. To reach a state of “informed safety”, the system’s ODD

must be explored and well-tested in the development phase. At the same time, the ADS

must monitor the operating conditions and corresponding risks in real-time. Existing

research and technologies do not directly express the ODD quantitatively, nor have a

general monitoring strategy designed to handle the learning-based system, which is heavily

used in the recent ADS technologies. The safety-critical nature of the ADS requires us

to provide a thorough validation, continual improvement, and safety monitoring of these

data-driven dependent modules. In this dissertation, the ODD extraction, augmentation,

and real-time monitoring for the ADS with machine learning components are investigated.

There are three major components for the ODD of the ADS with machine learning

components for general safety issues. In the first part, we propose a framework to system-

atically specify and extract the ODD, including the environment modeling and formal and

quantitative safety specifications for models with machine learning parts. An empirical

demonstration of the ODD extraction process based on predefined specifications is pre-

sented with the proposed environment model. In the second part, the ODD augmentation

in the development phase is modeled as an iterative engineering problem solved by ro-

bust learning to handle the unseen future natural variations. The vision tasks in ADS are

the major focus here and the effectiveness of model-based robustness training are demon-

strated, which can improve model performance and the application of extracting the edge

cases during the iterative process. Furthermore, the testing procedure provides us valuable

priors on the probability of failures condition in the known testing environment, which

can be further utilized in the real-time monitoring procedure. Finally, a solution for online

ODD monitoring that utilizes the knowledge from the offline validation process as Bayesian

graphical models to improve safety warning accuracy is provided. While the algorithms

and techniques proposed in this dissertation can be applied to many safety-critical robotic

systems with machine learning components, in this dissertation, the main focus lies on the

implications for autonomous driving.
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Chapter 1

Introduction

The move toward an Automated Driving System (ADS) is being driven by many poten-

tial benefits of the technology, such as increased safety, reduced traffic congestion, lowered

emissions, and potentially increased mobility for those unable to drive. In order to real-

ize these benefits, ADS technology must be introduced safely. The safety requirement is

specified by the Operational Design Domain (ODD), where ADS requires a safe opera-

tion implemented by the functional modules in perception, decision-making, and control

to guarantee certain output quality. This dissertation focuses on the extraction, augmen-

tation, and monitoring of the ODD of the ADS, especially for the perception modules that

rely heavily on machine learning technologies. Before outlining the research scope and

objectives, this chapter introduces the background and challenges of ODD’s ADS safety

assurance problem.

1.1 Background and Motivation

Centuries of development in science and engineering have enabled the mobility revolution

from horse carriages to automobiles. One appealing thought on the current transportation

paradigm is still at the “horseless carriage” stage of mobility technology [13]. The carriage

horses can learn for themselves through training and eventually carry out simple obstacle-

avoidance skills, achieving a certain autonomy level. The motivation for autonomous driv-

ing is to recover the lost autonomy in modern vehicles and improve it further. It is expected

that we will soon see the next transportation revolution where autonomous vehicles will

be part of road traffic [14].
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The idea of self-driving cars has had a long history, as scripts of the driverless vehicle

came around as early as the 1920s [15]. During that time, the initial idea for implementing

the driverless car was to use remote control, due to the enormous development in radio

technology at that time [16]. The autonomy of the “horse” was substituted by remote

human control. In the 1960s, an “automatically guided automobile” [17] was tested at

GM’s Technical Center in Warren, Michigan. The sensor technology development at that

time enabled vehicles to follow wire laid in the road. The scene understanding and path

planning problems were excluded from the driving task. Instead, the vehicle only needed

to track the provided path (wire). Along with many successful applications of machine

learning techniques in handwritten character recognition [18] as well as speech recogni-

tion [19] in the 1990s, the Carnegie Mellon University Navigation Laboratory made the

first attempt at constructing neural networks for autonomous driving [20]. These efforts

demonstrated that nearly autonomous driving was possible. In recent decades, numerous

events and commercial efforts have further advanced to exclude human driver intervention

in autonomous driving. Defense Advanced Research Projects Agency (DARPA) Grand

Challenges [21] set up the goal for off-road driverless vehicles, as well as the mock ur-

ban environment. Other notable public test events [22] have demonstrated the ability of

the current autonomous driving technology to manage real situations, including complex

driving scenarios like roundabouts, junctions, pedestrian crossings, and traffic signs. The

industry also pushed the development of autonomous driving for the potential market in

future transportation. Commercial efforts like Google Waymo [23] and Tesla’s Autopilot

system [24] have further brought autonomous driving to the public’s attention.

The deployment of self-driving cars can reduce the human operational error caused

by driving fatigue and eventually reduce vehicle collisions. It is reported that driving

autonomy could liberate human drivers from the tedious driving task, saving more time for

humans and easing driving stress [25]. However, before humans can be confident that their

driving safety is secure in the hands of autonomous driving functions, autonomous driving

systems still need to demonstrate their safety and reliability. Such a safety demonstration is

a prerequisite for authorities, society, end-users, regulatory bodies, the insurance industry,

and OEMs to accept that ADSs make safety-relevant decisions with implications on human

life [26].

A vital aspect of the safe use of automated vehicle technology is defining its capabilities

and limitations and communicating these to the end-user, leading to a state of “informed

safety”. The first step in establishing the capability of an ADS is the definition of its ODD

[27]. The ODD represents the operating environment within which an ADS can perform
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Level L0 L1 L2 L3 L4 L5

SAE (J3016)
No

automation

Driver

assistance

Partial

automation

Conditional

automation

High

automation

Full

automation

Control Authority Driver only Driver >> ADS Driver> ADS
ADS in charge

when activated

ADS in charge

when activated
ADS

ADS Functions - ACC, LKA ICA, TJA TJP, HWP RoboTaxi FAV, CAV

Monitoring Task
Human driver continuously has to monitor

the system and the driving environment

ADS is responsible for monitoring

the driving environment

Table 1.1: Levels of driving automation according to SAE J3016 [12]. ACC: Adaptive

Cruise Control ; LKA: Lane Keeping Assist; ICA: Integrated Cruise Assist; TJA: Traffic

Jam Assist; TJP: Traffic Jam Pilot; HWP: Highway Pilot; FAV: Fully Autonomous Vehicle;

CAV: Connected Autonomous Vehicle. Starting with level 3, the system is fully responsible

for monitoring the system itself and the driving environment. In this research proposal,

levels 1-2 are summarized as advanced driver assistance systems (ADAS) and levels 3-5 as

higher levels of driving automation.

the dynamic driving task (DDT) safely [28]. Therefore, knowing and real-time monitoring

of the operational condition of the ADS is necessary for the system safety assurance [26]. In

the context of ADS safety, this dissertation studies how to describe, extract and monitor the

ODD in real time for high-level ADS functions, especially those with learning components.

1.2 Relevance

1.2.1 Driving Automation

To discuss the safety of automated driving, one has to differentiate the capabilities of ADS.

These capabilities are classified by the Society of Automotive Engineers (SAE) J3016 [12]

in terms of different driving automation levels. Table 1.1 summarizes the different levels

of driving automation.

The most advanced commercially available automated driving functionalities are clas-

sified as level 2 systems (partial automation). A level 2 system can take over longitudinal

and lateral vehicle control in specific driving situations, with the driver’s restriction to

continuously monitor the system and the environment. In case of an error or inadequate

system behavior, the driver is responsible for overriding the advanced driver assistance

system’s (ADAS’s) action [28].
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As indicated in Table 1.1, a paradigm change occurs between a level 2 and a level 3

system because the human driver in level 3 does not have to monitor the system, or the

environment, when the system is engaged. Hence, the human driver is not responsible for

reacting (immediately) to a system failure or error. A level 3 system’s restriction is that

the driver must be receptive to take-over control after an adequate time frame whenever

the system detects a failure or a situation it cannot handle. This restriction does not

apply to level 4 anymore. The ADS is expected to reach a Minimal Risk Condition (MRC)

when detecting a system failure or a situation it cannot handle [29]. While levels 3-4 are

restricted to specific driving domains (e.g., highways or industrial zones), a level 5 system

can handle any driving domain.

The human driver not being responsible for monitoring the ADS and its environment,

and not making decisions for actuation, has profound implications on legal matters and

liability [30], on ethical questions related to ADS actions [31], on ADS design, safety, and

performance requirements, and on system safety testing procedures [27, 32].

1.2.2 Machine Learning in ADS

Machine Learning (ML) is increasingly applied to autonomous driving research, especially

for perception and decision-making modules that cannot easily be mastered with tradi-

tional rule-based approaches [33]. ML components are incorporated to perform pattern

recognition from very complex data, which is difficult to perform using algorithmic meth-

ods alone [34]. Perception modules extract features from high-dimensional sensory data

from the camera, radar, and LiDARs to derive the “knowledge” of the dynamic traffic

states and the attributes of the surrounding driving scenario, e.g., affordance mentioned

in [35].

The learning-based system uses artificial intelligence techniques that make predictions

from data based on empirical risk minimization [36]. ML is typically effective in processing

high-dimensional data (image and point-cloud) with good performance in many applica-

tions [37, 38], and widely applied in scenario understanding [39] as well as the decision-

making [40] functions in autonomous driving research. From a very high-level perspective,

autonomous vehicles use ML models to generate localization, object detection, and track-

ing results. These results further construct states that forward into decision-making and

control might also be composed of ML models operating during run time. A catastrophic

collision may arise due to failures in one of the components mentioned due to the inaccu-

rate incorporation of ML. It should be noted that the probabilistic nature of ML models
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is less understood than algorithmic models since their functionality depends largely on

parameters extracted from finite datasets [41] rather than being explicitly programmed

based on rules. The failures in ML systems generate many safety issues in developing a

safety-critical high-level ADS.

1.2.3 Safety Issues in ADS

ADS safety is paramount for customers, the road vehicle industry, and society. In 2017, the

U.S. National Highway Traffic Safety Administration issued Automated Driving Systems: A

Vision for Safety 2.0 [42]. The Department of Transport Canada also published Canada’s

Safety Framework for Automated and Connected Vehicles [43] in 2019. In addition to the

specifications of various countries, large companies such as Waymo and Tesla also released

unmanned vehicle safety reports [44, 45], including software, hardware, test procedures,

and human driver interaction safety issues. Besides the statistical report, Mobile Eye

proposed a Responsibility Sensitive Safety (RSS) [46], which intended to formalize the

“safety” and “responsibility” issue into quantitative mathematical models such that those

semantics could correlate with parameters for planning and control.

The autonomous driving safety issue comprises two aspects: functional safety [47] and

Safety Of The Intended Functionality (SOTIF) [48]. Functional safety concerns the po-

tential hazards due to system, hardware, and software failure on road safety followed by

the regulations in [47]. The ISO/PAS 21448 defines SOTIF as follows: “The absence of

unreasonable risk due to hazards resulting from functional insufficiencies of the intended

functionality or by reasonably foreseeable misuse by persons.” As a complement to func-

tional safety, the main focus of SOTIF is the possible errors caused by the perception and

decision-making phase that does not conform to the expected behavior. The primary ingre-

dient to the SOTIF problem in autonomous driving is verifying the algorithm robustness

from various lighting conditions, dynamic scenes, and driving scenarios.

Research efforts have been committed to improving land vehicles’ safety ever since the

car came on the road in the 19th century. As the human driver takes all the responsibility

of perception and decision-making during operation time, the low-level ADAS and safety

functions mostly focus on the vehicle dynamic control assistance (e.g., ABS, ESP), and

electronic body parts control (belt, airbag), as shown in Figure. 1.1. High-level autonomy

shifts the load of perception and decision-making from human drivers to the ADS. Thus

much focus has been shifted to the capability to perceive and make judgement over

driving situations [46].
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Figure 1.1: A holistic view of safety in modern ADAS system (figure adapted from [1]).

The advanced ADAS monitors the condition of the traffic and driver and interacts with

the driver by sending warnings and assisting with dynamic control and possible avoidance

[2], including the crash mitigation and post-crash modules, to enhance safety.

Looking at Fig. 1.1 from right to left (from result back to cause), the mitigation

and post-crash safety modules eventually aim to reduce the harm, which is characterized

as physical injuries or property damage that is quantified by society [49]. By following

the Automotive Safety Integrity Level (ASIL) proposed in ISO 26262 [1], the risk is the

product between the probability of a crash during a conflict and the potential severity of

the accident. A hazard is assessed with relative risk, which is a potential source of harm

in the conflict situation. Uncertainty is highly connected with the safety issue in the non-

conflict stage shown in Figure. 1.1 as a measure of the likelihood that conflicts originate

from the ADS in the dynamical environment.

This dissertation focused on the non-conflict phase of safety issues associated with the

defined operational domain given an ADS. As one crucial aspect of SOTIF, ODD needs to

be carefully defined (before the release of a product) and monitored (during operation) to

preclude an unacceptable risk of functional deficiencies from ADS modules, especially for

those learning-based parts in perception. Hand in hand with the necessity of validating

and monitoring the ODD of high-level ADS comes the challenge that classical automotive

testing procedures and state monitoring methods are not directly applicable to modern

ADSs and their perception parts.
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1.3 Challenges

In recent years, modern vehicles have been transforming steadily from purely mechanical

designs with chassis and engines to software-intensive cyber-physical systems. It was re-

ported that Google’s autonomous vehicle fleet was involved in 11 crashes from 2009 to 2015

during the approximately 1.3 million miles in autonomous mode test drives at low-speed

[50]. The failure of perception and decision-making software modules can lead to disastrous

consequences, such as a fatal collision of a self-driving car. For example, a Tesla autopilot

vehicle crashed into a trailer because the perception system failed to recognize the obstacle

against the background brightly lit sky [51]. Another report [52] showed that when Uber

tested a self-driving car, the car was caught running red lights and did not appear to slow

down when approaching a pedestrian, leading to a fatal accident in 2018.

In order to formally formulate the road driving task and its safety verification, I list a

few challenges here and discuss how this dissertation relates to them.

1.3.1 Operational Design Domain Extraction of High-level ADS

Due to the complexity of ADS and the diversity of deployment environments, there is

currently no clear framework or specification of extraction methods for the operational

domain. For example, the operating conditions may range from a low-speed shuttle bus in

a pre-mapped school area [53], to a Robo-taxi in complex city streets [23], to a very high-

speed Highway-Pilot [54]. Even for a similar set of autonomous driving technologies, the

operating scenarios would be different for a food delivery driverless vehicle operating in the

street versus an autonomous trolley deployed in a storehouse. There are ongoing evolving

standards for the operational design domain, starting with the SAE J3016, which set up an

initial attempt to define ODD as “operating conditions designed to function for the AD”

[12]. ISO 21448 addressed ODD in a similar way along with the introduction of SOTIF

issues [48]. ISO 34503 brings up taxonomy and language schemes for ODD along with

fundamental scenario classification schemes using a two-level abstraction [55]. However,

the current standards only provide guidelines on what should be specified in ODD rather

than a detailed methodology.

Another challenge is formally modeling the driving environment as part of the ODD.

Environmental conditions are essential in influencing the safe operation of ADS-equipped

vehicles. They also tend to pose one of the biggest challenges in ADS operation, particularly

in early deployment or real-world trials. The environmental conditions can potentially
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impact all ADS functions, from perception and planning to actuation control, as they

might impact visibility, sensor fidelity, and communication systems. Most of the advanced

functionality in ADS requires the perception of the environment [56], typically requiring

human-level or even super-human-level ability of scene understanding. However, there is

no detailed specification regarding “human-level” perception. Thomason et al. proposed

a tree structure for digital scene representation, breaking the scene into more specific

elements and arranging them by layers [57]. From the observer’s point of view, Maurer

et al. proposed that physical objects’ spatial-temporal arrangement defines a scene [58].

When combined with automated vehicle testing, the initial scene needs to be formalized

with all traffic elements, their behavior, and the vehicle’s location. The developments

over time are represented as a collection of landscapes, dynamic elements, and driving

instructions [59]. There are promising works recently on scenario description language

design, and taxonomy for autonomous driving [60, 28, 61]. However, it is still difficult to

cover all the potential scenery and environmental aspects for driving scenario generation

based on illustrational languages.

The complexity of ADS also poses difficulties for ODD extraction in modern ADS.

The ADS can be viewed as a “systems of systems” in which many modules are black

boxes. There is no way to explicitly know the specific state transitions of the modules,

and only the input-output relations can be observed during tests. Each subsystem of the

ADS interacts with the others but is not necessarily produced by the same company and is

almost impossible to design in the same way. Such difficulties place new demands on testing

and verification methods and require reliable measures of safety to specify the “designed”

operating condition of the ADS.

1.3.2 Measurable Safety

In the context of ODD, miles and disengagement are not enough to show the quality of

safety for the ADS. Before knowing any safety measures, it is not responsible for confirming

the safe operation boundary through a large-scale, real-world deployment. During the

Validation and Verification (V&V) process, ADS safety must be measured and quantified.

Various metrics and safety indicators exist for evaluating the vehicle motion and per-

ception prediction mentioned in the current ANSI standard - UL4600 [62]. The most

concerning issues with safety indicators, however, are how well they are correlated with

safety and how to measure it. For example, the sensor performance on accuracy remains

sufficient given changes in operational conditions and if they can see far enough ahead to

8



give accurate perception. At this point, these perception metrics need to be aligned with

safety requirements. Outstanding sensor performance beyond the planning horizon might

help with ride comfort or efficiency, but it might not be directly related to safety. On the

other hand, the sensor failure may not directly result in an accident if the vehicle is driving

in an open area. A major challenge in these metrics is that they usually require a ground

truth to obtain the measure, such as the Euclidean distance between estimation and the

ground truth. Even though it’s easy to get to the ground truth in the simulation environ-

ment, there is still a difference between the simulation and the real driving situation. In

the natural environment, acquiring the ground truth often relies on manual annotations

and costly sensors.

1.3.3 Real-time ODD Monitoring

The ODD is designed to prevent potential accidents by limiting the driving environment

for a given ADS. The autonomous vehicle is expected to fall back to the minimum risk

condition (MRC) when it exits the ODD. Therefore, real-time monitoring of the system

operating condition is crucial for ensuring the safety of ADS deployment.

Despite the designer’s best efforts, it is always possible that the ODD can be violated in

the operation stage. For example, roads can get slushy when it rains or snows a lot, which

can make it hard to see lane lines and other signs. When ODD violations occur, some

means are needed to monitor or even predict in advance that the environmental conditions

in which the ADS is operating have exceeded its own pre-defined ODD. ODD monitoring

in operation time for a cyber-physical system requires estimating all the related attributes

of the system and environment. To the extreme, the ODD monitoring system is an “oracle

observer” or “omnipotent” perception module that could access the ground truth of the

integrated system.

The major challenge falls into scenario checking and driving risk monitoring during

the operation. Scenario checking could be based on comparing the existing profiles with

known information from geofencing [63] and speed sensors. However, over-reliance on

geofencing is projecting the very high-dimensional ODD to a simple restriction on vehicle

location. Advanced ODD monitoring aims to cover all the different factors that must

be handled based on a detailed model. It is expected to have ODD violation detection

formulated with driving risk evaluation that elucidates the underlying principles governing

driving behavior. This driving risk evaluation must be formulated online and provides an

accurate, human-consensus estimation of the safety level of driving.
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1.4 Research Scope and Contributions

Motivated by the challenges discussed above, the subject of the proposed research is spec-

ifying, extracting, and augmenting the ODD of ADS functions in the development phase;

and effectively monitoring the ODD or assessment of ADS function safety in the operation

phase (structure shown in Figure 1.2). As with the modern ADS formulation presented

earlier, multiple information sources are used that are processed by both data-driven and

model-based procedures that generate either internal states, decisions, or control outputs,

which are known to be safe and trustworthy in some rigorous operating conditions. From

this standpoint, the ODD extraction problem involves offline testing procedures to use ex-

plainable, measurable metrics to clarify the system’s designed ODD, which is a descriptive

subset of the “real” safe operating condition. Although the problem of the standard lan-

guage used to describe the ODD is not well established, the solution to the ODD extraction

is proposed and examined in Chapter 3.

Figure 1.2: An overview of research scope.

A great effort has been devoted to improving the overall robustness of the modules with

ML components. From the continuous engineering viewpoint, the problem is to extend the

ADS’s ODD to include new challenging operating conditions. The issue of transferring

model knowledge to new environment conditions for camera-based perception modules is
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the central study in Chapter 4 of this thesis. The operating conditions included in the

system’s ODD are introduced as specific perturbations to the original anchor data distri-

bution. The model robustness is improved by utilizing the data augmentation techniques,

and the probability of failures is measured during the offline training/testing procedures.

Another important theme in this thesis is the issue of assessing whether the ADS is

safely operating in its ODD in real-time. It is possible to use the map and redundancy

modules to generate the pseudo reference in the operation stage. The measurable error

metrics of detection in real-time combined with the rough type of the operating condition

are adopted as evidence of a probabilistic graphical model with embedded conditional

dependencies to the system ODD and model fault diagnosis. The proposed solution is

compared with commonly accepted geofencing and rule-based techniques in Chapter 5 and

examined on both virtual and real driving data.
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1.5 Chapter Outlines

The chapters are, to a large extent, self-contained and can be read independently. Chapter

2 contains a literature review on the relative matters for ODD and validation approaches

for ADS. At the end of each of the main chapters, (Chapters 3 to 5), the proposed methods

and algorithms are demonstrated on experiments with synthetic data. Chapter 4 includes

experiments with benchmarks with both virtual and real data. Further tests on the real

driving data collected from the WATonoBus shuttle are included at the end of Chapter 5.

A summary of the thesis follows:

Chapter 2: Literature Review on ADS’s ODD and validation approaches

This chapter includes a literature review on estimating the ODD of ADS and correspond-

ing SOTIF ideas for autonomous driving systems. It addresses the operating condition

modeling and the situation awareness for ADS. The validation approaches for ADS and

common metrics are discussed. In addition, the common ODD monitoring strategies are

listed.

Chapter 3: ODD Encoding and Extraction Procedure

The ODD extraction problem, with the operating condition encoding schemes, is proposed

in this chapter. The framework comprises a scenario database, environment modeling, and

the formal specifications for the ADS functions. A six-layer environment representation

model is presented for ODD encoding, and the validation strategy is suggested to traverse

layer by layer to control the exploration space. The formal specifications are formulated

in a quantitative way that can adapt to vision tasks (data-driven models). Virtual driving

simulation of preset task scenarios examines the case study on data-driven ADS policies.

The ADS functions are validated using the black-box model, and the safety requirements

are encoded in STL formulas.

Chapter 4: ODD Augmentation and Robust Learning

This chapter investigates the ODD augmentation problem for perception models that heav-

ily rely on data-driven learning. The problem of extending the operational domain for the
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perception system is modeled as a robust learning problem when facing unseen natural vari-

ations in the continued engineering process. The natural variation when ADS outside of its

designed ODD defects the perception model performance is investigated, and the typical

models that synthesize such perturbation are compared, and both white-box and black-box

strategies are considered. The perception model robustness is characterized by the source

data and the target data (the semantic perturbation direction) and the model that can

shift such data to the “unseen” challenging data. Leveraging the neighbour accuracy prop-

erty, a filtering strategy to extract more challenging data for future model validation and

continued learning is proposed. The advantage of the proposed robust training based on

model-based perturbation is evident in all tests, especially with more challenging natural

perturbation.

Chapter 5: ODD Monitoring Based on Probabilistic Graphical Model

This chapter applies the measured offline performance from Chapters 3 and 4 to the real-

time ODD monitoring case. The ODD monitoring in operation time problem does not

have any labeled ground truth, and, as a result, one has to construct references from

redundancy resources, such as a pre-collected map with lane and landmark features. The

chapter proposes to use model-based map checking to compute the error metrics from the

real-time perception results. The effectiveness of the method is demonstrated by applying

it to the data collected from both virtual and real driving data from the WATonoBus

shuttle testing platform.

Chapter 6: Applications and Conclusions

This final chapter summarizes the theoretical and experimental results and discusses the

related applications and directions for further research.

Appendices:

The appendices contain related standards, requirements for ADS’s sub-modules, and other

ancillary information. The hardware and software setup for the shuttle bus testing plat-

form and the data-driven models used in each chapter are also included.

13



Chapter 2

Literature Review

This chapter discusses related works on estimating the ODD of ADS and the associated

SOTIF ideas for autonomous driving systems. The core of recognizing ODD is situation

awareness, which eventually leads to operating boundary awareness. Modeling the driving

environment and expressing the situation quantitatively would be the first step toward a

formal ADS-ODD framework. Extraction of the ODD and effectively extending the ADS

safety boundaries will depend a lot on the testing and validation procedures, especially for

those with a black-box model. Finally, typical strategies to monitor the ADS during the

real-time operation phase are investigated.

2.1 Recent ODD Related Standards

As the fundamental supporting concept of SOTIF, in-depth studies have been conducted

on ODD for autonomous driving, and several standards and requirements have emerged

recently. In this context, an overview and analysis of the standards related to ODD are

presented.

The SAE-J3016 [12], and ISO-21448 [48] proposed the primary automotive industry-

wide standard for all levels of automated driving. They were the first to address the

SOTIF and ODD aspects (since 2018) and have continued to be updated. Although many

concepts are still defined from a top-level perspective and are not very clear, they have

laid the foundation for the definition of ODD.
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Standards Name Organization Context of ODD

SAE J3016 Standards for autonomous driving systems SAE - US

Operating conditions under which a given driving automation system or feature

thereof is specifically designed to function, including, but not limited to, environ-

mental, geographical, and time-of-day restrictions, and/or the requisite presence

or absence of certain traffic or roadway.

ISO21448 Safety of the intended functionality ISO
ODD is “specific conditions under which a given driving automation system is

designed to function”

ISO 34501 - 34505
A family of standards for scenario-based safety evaluation,

ODD taxonomy, and scenario attributes.
ISO

Top-level taxnomomy of the ODD consist with scenery, environment and dynamic

elements

ISO 4804 Safety and Cybersecurity for Automated Driving Systems ISO The design, verification and validation for safety and cybersecurity for ADS

UL 4600 Standard for Safety for the Evaluation of Autonomous Products ANSI - US

ODD should include infrastructure, weather and road conditions, objects and events,

own and other vehicle conditions.

Current ODD attributes are not enough.

BSI PAS 1880-1883
A family of standards for assuring safety of control systems

for automated vehicles and related ODD taxonomy
BSI Group - UK Proposed ODD comprises the attributes applicable to Level 3/4 ADS

ASAM OpenODD
The ongoing project aims to define a format that can represent

an abstract ODD defined for a vehicle
ASAM - EU

Proposed requirements on ODD format, that should be searchable, exchangeable,

extensible, machine-readable, measurable, verifiable and human-readable.

Table 2.1: The recent standards proposed for assuring SOTIF aspects of ADS and the cor-

responding context related to ODD. (ISO: International Organization for Standardization;

SAE: Society of Automotive Engineers; ANSI: American National Standards Institute;

PAS: Publicly Available Specification; ASAM: Association for Standardisation of Automa-

tion and Measuring Systems)

The ISO 34501-34505 [64] address that defining the limitations of ADS is more impor-

tant than the capabilities. The family of standards then proposed a top-level taxonomy

for ODD with scenery, environment, and dynamic elements that can be defined in the

scenario-based testing procedure. The BSI PAS 1880-1883 [65] family of standards also

similarly proposed the ODD taxonomy for testing the control systems for ADS and have

complimented the use case constraints in part of ODD. Very recently, P. Koopman et

al. proposed UL-4600 [62], which focuses on the evolution of vehicle intelligence and is

developed and oriented to high-level autonomous driving. The UL-4600 [66] focuses on

the safety risk assessment of fully autonomous driving without human driver intervention,

requiring even more specific operational domain definitions. Most recently, the ASAM

has called out the OpenODD project, aiming to create an open standard for defining a

format for representing the ODD in a programmable and readable way. This is substantial

progress from ISO-34503 and BSI-1883 standard toward programmable and exchangeable

ODD for the automotive industry.

These recent regulatory developments show the efforts of research agencies and automo-

tive industries to provide a clear and exchangeable taxonomy for ODD specifications. The

ODD-related standards have a development trend toward a more exchangeable, more spe-

cific, and more easily understood by both humans and machines. In addition to the

standard ontology, there is an urgent need in the work progress to describe operational
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conditions with environment attributes (description), even with uncertainty and risk pre-

diction, and the capability of determining whether or not a scenario is within the ODD

(monitoring).

2.2 Scene Understanding and Situation Awareness

With all the standards mentioned above, one can agree that the ADS should consider

the intended design of the ODD to address possible risks. When the system exceeds the

defined ODD, a takeover request should be sent to the driver, and sufficient time should

be allowed, or the ADS system should execute the backup safety operation to reach the

MRC. One crucial task for ODD is driving situation awareness, e.g., how to describe the

driving environment and understand the driving task during the operation. The complete

scene comprehension tasks are critical for identifying potential hazards and ensuring safety.

As laid out in a recent review on scene understanding, [67], the temporal cognition of

the driving scene consists of background representation, event detection, and intention

prediction.

2.2.1 Background Representation

From a cognitive point of view, background understanding provides a context that is even

imprinted in the memory during driving in distinct scenarios. Moreover, the events, po-

tential participants in events, and intentions of the participants are all derived from this

context. For example, drivers never considered stopping signs and pedestrian jaywalking

on a normal-operating highway while frequently pondering these two elements for motion

planning in urban driving.

There are two general approaches to finding the core elements in the driving back-

ground representation. One common strategy is to follow traffic rules and the topology

and road construction to decide which elements should be included to form the driving

background [68]. The other is focused on the human drivers’ perspective, where expert hu-

man drivers’ attention is extracted and studied to determine the anchorage for the driving

scene understanding [69].

The topology rules are historically collected road types by traffic state modeling in the

topography area of study [67]. The HD maps [70], and Geographic Information System
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(GIS) [71] provide clear guidance and reminder for safe driving nowadays. The road fea-

tures such as directionality, and functionality are pre-collected and stored in digital maps

such as ArcGIS [72] and OpenStreetMap (OSM) [73]. From the autonomous agent’s point

of view, one of the most critical tasks is using observation (GPS, visual sensors, or LiDAR)

to learn these road attributes. In [74], the authors first proposed a method to classify

the traffic scene based on the meta-features extracted from an ego-centric image obser-

vation. They used a two-stage system, first to extract the coarse semantic segmentation,

and then to use this layer of features to distinguish between road types and detect vehicles

and pedestrians. Later, Geiger et al. [75] extended the understanding to 3D content in

the scene. They derive a reversible jump MCMC scheme that can infer the traffic scene’s

geometric and topological properties. One intriguing aspect mentioned in their conclusion

is that the reasoning in the background representation can improve the accuracy of the

object detectors, which aligns with the common sense of the inherent model between a

scenario and the agents residing in that scenario. A parallel area of study of background

representation is derived based on the detection of static components in the driving sce-

nario, such as Simultaneous Localization and Mapping (SLAM) applications [76, 77]. The

context, including the road, traffic lanes, and all other traffic participants, is considered

part of the background. One original work proposed in [78] proposed a vanishing point

detection method for visual-based road detection. They decomposed the road detection

process into two steps: estimating the junction point associated with the main structured

road and then segmenting the road based on edge detection. This study was then extended

to the unstructured road by using Gaussian filter [79], and temporal tracking [80]. From

the human driver’s perspective, authors in [69] collected the driver attention data by an

eye tracker in a general driving environment. They found that drivers’ attention is mainly

concentrated at the end of the road in front of the vehicle. Their finding of vanishing

point echoes with the research [78] mentioned earlier. However, the vanishing point-

based method imposes a strong assumption of vehicle heading and road curvature, which

does not generalize well on curve roads and large vehicle headings. Instead of finding the

lane markings or curbstones, [81] proposed a grid-based approach that assigns a lane and

driving direction to each road patch, which performs more robustly if there are no clear

road markings. The motion of vehicles may form a “road” in the unstructured driving

scenario without any road markings. The performance of lane detection and background

understanding in unstructured terrain can be further improved by combining indirect cues

with conventional road layer detection.
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2.2.2 Event Detection

Event detection can be considered a layer containing dynamic elements anchored to the

background representation. Primarily, the autonomous agent aims to perceive other traffic

participants’ actions or behaviours around the intelligence vehicle. Based on the estimated

behaviors of other vehicles and pedestrians, the autonomous agent should decide their

driving or communication policy accordingly.

Kasper et al. [82] proposed an approach to driving maneuver recognition in structured

highway scenarios using object-oriented Bayesian networks. They exploited the lane co-

ordinate system and the individual occupancy of the vehicles. The resulting network can

classify 27 driving maneuvers on the highway based on the defined situational features. As

a constrained scenario, lane changes [83], overtaking [84] and rear-ending [85] are the most

focused events in the studies of highway driving. In [86], authors use a dynamic Bayesian

network as a filter to estimate traffic participants’ behaviours by explicitly taking the inter-

actions between vehicles into account. Notably, they decomposed the overtaking event on

the highway into five discrete phases: acceleration, overtake, sheer out, and free ride. The

ego-centric overtaking and receding detection are further studied using naturalistic driv-

ing data in [87]. The authors select Haar features and use Adaboost-cascaded classifiers

for temporal detection of the driving events. Besides, authors in [88] applied recurrent

neural networks to the trajectory analysis and classification of the surrounding vehicle’s

trajectories. Twelve different kinds of events based on different driving directions and road

directions are formulated.

In contrast to the highway scenario, pedestrian event detection is a must in the urban

driving scenario. A pedestrian event takes diverse forms under different conditions due to

the high degree of uncertainty and lack of modeling. The authors in [89] present schemes

to recognize pedestrian crossing events by mapping the spatio-temporal trajectories to

traffic patterns. The traffic light sequences and timetables of nearby public transports are

also provided as cues for the classification task. Mueid et al. [90] use a histogram of the

oriented gradient of the motion history image for feature extraction and then use SVM

for pedestrian action classification. Combining with the pedestrian tracking techniques

[91, 92], authors in [93] investigate the evasive actions of the pedestrian in traffic con-

flicts based on permutation entropy for discovering dynamic characteristics of a time-series

recording. In their examination, the learning-based method outperformed the traditional

time-proximity measures such as time-to-collision and post-encroachment-time.
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2.2.3 Intention Prediction

The intention prediction of traffic participants can be viewed as an extension of the event

detection task. Especially when the vehicle or pedestrian’s current state and action are

known, the intention and future trajectories can be predicted with proper models of the

traffic agents. Intention prediction seeks to provide anticipated trajectories and reachable

sets for safe autonomous driving in the future. The set of future movements depends on

both the background scenario and events in the traffic environment.

One common practice is to collect the features of the traffic agent and then apply

learning methods to classify the prediction or assign a reward to the agent’s possible be-

havior. Typically, the vehicle velocity, heading angle, and speed of the front vehicle are

selected as features in [94], and a hidden Markov model is used for state transiting reason-

ing. The moving patterns of pedestrians are selected as features in [95, 96] to estimate the

intention. Many complex scenarios, such as the uncontrolled intersection, are investigated

in the work [97]. The author uses a continuous hidden Markov model to predict high-level

motion, such as turning right, left, or straight. They also hard-code the driver’s reward

function based on driving safety, traffic rule, and time efficiency for optimal policy calcula-

tion. Phillips et al. [98] applied the direct learning methods using LSTM to learn intention

prediction directly from the NGSIM [99] dataset concerning the ego position, dynamics,

history features from past states, traffic features based on neighbouring vehicles, and rule

features.

2.2.4 Remarks

The lack of a standardized structure for environment modelling makes it difficult to for-

malize the scenario understanding problem. The perception tasks (object detection, state

estimation, and segmentation) remain independent and are not strongly associated with

the environment model. This is a massive barrier to large-scale testing and verification

for ADS functions and to exploring their “real operation boundary”. Also, the perception

stack relies heavily on deep learning techniques to extract features from high-dimensional

data and map them to the specific task outputs (position, velocity, and intention). Because

deep neural networks are black boxes, there is no way to tell how reliable or understandable

these results are. Therefore, the measurable challenge for the ODD in real-time still exists.
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2.3 Safety Validation and Related Metrics

Besides the scene understanding and situation awareness for autonomous driving, mea-

surable safety is also at the core of the validation and verification process proposed by

ISO-21448. The self-driving companies and Tier-I suppliers would be transparent about

their validation strategy and corresponding operational safety metrics for road testing.

This section reviews the recent safety validation strategy and the metrics.

2.3.1 Validation and Falsification of Learning-based Components

of ADS

Validation examines system properties with either exhaust search or test case reports. In

[100], the differential testing framework is proposed to detect erroneous behavior of the

model, especially when the labeled data is not always available. The metamorphic testing

is used in [101] with GAN, assuming the label-consistent property under feature space

variations for autonomous driving applications. The metamorphic testing automatically

generates tests to detect model defects, majorly by increasing the test cover space [102]. In

addition to the test framework that reports the erroneous test cases to the model, there are

also quantification measures of the uncertainty and confidence of the neural network output.

For example, [103] utilizes the dropouts in the neural network structure to generate model

uncertainty. This type of research uses various configurations of dropouts to generate fuzzy

models that can obtain the confidence level of the model but not necessarily the correctness

nor the robustness of the model.

Falsification aims to find any input or perturbation sequences such that a system vio-

lates a safety contract. The falsification of perception systems is still challenging, and most

studies rely on naive random testing [104, 105]. This kind of random generation doesn’t

learn anything from the failed system iterations that came before. Many studies focus

on generating adversarial samples to fool the trained model. For example, the authors

addressed recent strategies proposed to adversarial training [106]. The basic assumption

of this type of study is that the input is perturbed in a way that people cannot identify

the change or are bound by some norm constraints, and the model’s robustness to the

bounded norm type of perturbation is analyzed by its aggregated behaviour on the shifted

distribution. However, during autonomous driving operation time, the perturbation is

primarily based on natural semantic variations that can be distinguished.
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2.3.2 Road Testing and Progressive Metrics

With industry publicity and policymakers’ requirements, public road testing has gradually

become more important before a product can be launched. The companies, including but

not limited to Waymo [107], Uber [108], and Baidu [109] have already tested their ADS in

a confined section of public roads. A recent study also looked into the public’s acceptance

of the road test and the explanation model for it based on the trust heuristic and affect

heuristic [110].

There are several progressive metrics in the ADS development cycle. The most common

one in road testing is the number of miles driven safely. In 2016, the famous Rand report

discussed the issue of how many miles of driving would be needed to demonstrate the

reliability of autonomous driving [111]. Based on the statistical model adopted in [111],

it would take roughly 8.8 billion miles of driving to demonstrate certain reliability at the

required low fatality rate. Two years later, authors in [112] organized the road driving

data from the California Department of Motor Vehicles (DMV) reports, which include

5,328 disengagements and 42 accidents involving autonomous driving products from various

brands (L1-L2 autonomy) on public roads. Recently, Waymo has publicized the road

testing performance data, which covers more than 6.1 million miles of automated driving

in the Phoenix, Arizona, metropolitan area in [113]. The Waymo road test data includes

operations with a trained operator behind the wheel and driverless operations from 2019

to 2020. According to reported data, autonomous vehicles are 15-40

The disengagement in autonomous driving detects internal system problems, or the

test driver takes over control due to safety concerns. The disengagement rate also helps to

measure the overall safety performance post-analysis. The idea behind the number of miles

driven safely and the disengagement per mile is simple, where every test mile adds some

risk to the autonomous vehicle trial. However, not every mile or each disengagement is

equal; furthermore, the disengagements also depend on the test driver to judge whether it is

operating unsafely. It is also hard to use these metrics as a debugging tool for the developed

ADS without careful root-cause analysis since every mile driven or disengagement that

happens is not the same. These progressive metrics are useful for post-analysis based on

the data collection to judge if the developed ADS covers the intended ODD.
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2.3.3 Validation Benchmarks

Road testing is expensive and not suitable for early-stage ADS function development. The

research works in [114, 115, 116, 117, 118] have introduced challenging benchmarks for mo-

tion estimation, object detection, tracking, and semantic behavior estimation to closing the

gap between laboratory research and challenging real-world driving situations. The recent

popular autonomous driving-related datasets are listed in Table. 2.2. The development

of datasets with many thousands of labeled examples led to spectacular breakthroughs

in many Computer Vision disciplines by training neural network models in a supervised

fashion. The publication of KITTI [114] set the modern benchmarks for autonomous

driving-related vision tasks such as stereo, object detection, and odometry. CityScapes

[119] explored the semantic segmentation study of the egocentric RGB recordings in multi-

ple geo-locations and provided detailed annotations on the semantic segmentation. Further,

with the pursuit of “data-quantity”, authors in [120] proposed the distributed data col-

lecting and annotation tool applied on Uber taxis across New York and San Francisco.

However, due to the sensor quality limitation, the overall raw data quality is an issue in

[120]. As the quality and quantity of the driving data become an implicit measure of the

R&D and quality control potential of autonomous driving-related corporations, compa-

nies like Waymo [121], Baidu [122], and HONDA [123, 124] army their professional data

sampling fleet for data collection.

Modern computer graphic techniques offer an alternative to manual annotation, gener-

ating large-scale synthetic datasets with pixel-level ground truth. However, the creation

of photorealistic virtual worlds is time-consuming and expensive. Nevertheless, the popu-

larity of movies and video games has led the industry to create realistic 3D content, which

nourishes the hope of replacing real data with synthetic data. Simulation is a valuable

approach for validating the safety of autonomous vehicles. Simulators could provide a

virtual world to test the autonomous vehicle software and control algorithm exhaustively

at a meagre cost. Recently released open-sourced simulation platforms, CARLA [4], and

AIRSIM [130] are built on Unreal Engine, whose image generation is more realistic and

has the flexibility to define several kinds of weather and environment settings. These

simulation test benches are handy for pre-testing and validating path planning and con-

trol algorithms, especially for learning-based algorithms. Indeed, [131] directly applies the

networks trained on the simulation platform to the real model. Several synthetic datasets

[5] have been proposed and are being used by AI researchers (samples are shown in Figure.

2.1). However, the problem is that the simulator does not represent reality. Validating

the system in the test does not guarantee that it will function at the same level of safety
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Dataset Year Locations Size (hr) RGB-images LiDAR Ann. Frames CAN/IMU Bboxes Segmentation Night/Rain/Snow Classes Semantic-Action Traffic Lane

CamVid [125] 2008 Cambridge 0.4 18k NA 700 No NA Yes No 32 NA Yes

CaltechData [126] 2011 LA 10 250k NA 250k No 250k No No Pedestrian NA No

KITTI [114] 2012 Karlsruhe 1.5 15k 15k 15k Yes 200k Yes No 8 NA Yes

CCSAD [115] 2014 Guanajuato 1.4 96k NA 80k Yes NA No Yes/No/No NA NA No

CityScapes [119] 2016 3x Europe 33 25k NA 25k No NA Yes No 30 NA Yes

Oxford [127] 2015 Oxford - 2M 600k NA Yes NA No Yes/Yes/No NA NA No

Ford [116] 2011 Dearborn - 20k 20k 20k Yes NA No No NA NA No

TuSimple 2017 SF - 4k NA 4k No NA No Yes/No/No Lane NA Yes

BDD100K [120] 2017 NY, SF 1k 120M NA 100k No + Yes Yes 22+ NA Yes

KAIST [128] 2018 Seoul - 8.9k 8.9k 8.9k Yes NA No Yes + NA Yes

Apollo [122] 2018 4x China 100 144k 144k 144k Yes 140k Yes Yes 35 NA Yes

nuScenes [118] 2019 Singapore 5.5 1.4M 400k 40k Yes + Yes Yes 23 NA Yes

HONDA [117, 123, 124] 2019 SF 1 83k 27k 27k Yes + Yes Yes + Yes Yes

Waymo Open [121] 2019 3x USA 5.5 1M 200k 200k Yes 12M Yes Yes + NA Yes

Lyft L5 [129] 2019 Palo Alto 17 60k 60k 60k Yes 55k Yes No + NA Yes

Table 2.2: Popular Benchmarks in Autonomous Vehicle Research. The datasets for their

sample location, size, raw-data construction, and annotation are compared. The sensor

sources (RGB, LiDAR and IMU) and the corresponding annotations (Bounding-Boxes,

Segmentation, Action, etc.) are available for Stereo, Reconstruction, Detection, and E2E

field of research in autonomous driving. The recent Lyft L5 follows the same data format

as nuScenes, and the current Waymo Open dataset share a comparable size to nuScenes,

but at a 5x higher annotation frequency. (-) indicates that no information is provided. (+)

indicate the dataset provided annotation or dev-kit for a customized extension. (NY: New

York, SF: San Francisco.

in the future.Challenges include complex object shapes and appearances and adversarial

environmental conditions such as direct lighting, reflections from specular surfaces, fog, or

rain.

In recent studies, Nidhi Kalra indicated in [111] that at least hundreds of millions of

miles of safe driving performance is needed to demonstrate overall safety for autonomous

vehicles. Shalev-Shwartz et al. mentioned a similar idea in [46] that in order to verify

”safety” using the data-driven approach, at least thirty billion miles of data is needed to

guarantee a probability of 10−9 fatality per hour of driving. The amount of data required to

demonstrate safety takes many decades to complete. Furthermore, even with the number

of driving recordings, annotations’ effort would need decades of human power to finish. To

cope with the safety verification in autonomous driving, interpretable frameworks to prove

safety is needed. From this point of view, to sustain a business, the cost of validation and

scalability of testing is an essential part of the autonomous driving industry [46].
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Figure 2.1: Recent popular synthetic datasets and open-sourced driving Simulator. Exam-

ples from SYNTHIA [3], CARLA [4], Virtual KITTI [5], and AirSim [6].

2.3.4 Motion Metrics

Motion metrics that address driving risk ultimately boil down to Newton’s laws. Kinematic-

related factors, such as time, distance, or acceleration, are often used to achieve the risk

assessment. A list of common motion-related metrics is presented in Table 2.3. Time-

Head-Way (THW) is calculated by taking the time stamp that passes between the leading

vehicle and the ego vehicle reaching the same location, whereas Time-To-Collision (TTC)

is the maximum time that vehicle can continue the current trajectory [132]. Time-To-

Reaction (TTR) further takes the driver’s reaction time into account in the computation

to calculate the remaining time to take the latest emergency maneuvers. The time-related

metrics are usually based on the assumption of straight lanes, where the driving scenarios

are limited to vehicle following and lane changing.

Like time-related metrics, distance and acceleration metrics are often based on the

constant velocity or constant acceleration model. The distance threshold is used in [133]

to implement the collision warning system. In [134], the deceleration required for an ego

vehicle to bring the relative speed down to zero is used for emergency braking. Mobileye

recently integrated the simple motion metrics into a formal Responsibility-Sensitive Safety

(RSS) model, which attempts to clarify a safe zone for various driving scenarios [46].
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Motion Metrics Applications Advantages Limitations References

THW ACC Simple and efficient Insensitive to colllision risks [139, 140, 141]

TTC Collision Warning Simple and efficient Insensitive to lateral risks [142, 143, 144]

TTR
Collision Avoidance,

Mitigation Systems

Related to urgency

actions

Affected by driver and

environment
[145, 146]

Distance Collision Warning Straight forward
Low adaptability to environment

change
[133]

Acceleration AEB
Easy to implement

in control

Depend on road conditions and

braking ability
[134, 147]

RSS

Collision Warning,

Mitigation Systems,

System Monitoring

Formally safe

Depend on road geometry;

Fixed safety boundary;

Conservative

[148, 46]

Potential Field

LKS,

Collision Avoidance,

Motion Planning

Risk considering factors

from driver, vehicle and

environment

Complicated calibration;

Depend on the field initialization
[149, 150, 151, 152]

Table 2.3: The motion metrics in risk assessment for autonomous vehicles.

The potential field theory was adapted from the obstacle avoidance of mobile robots

research in [135]. The previous time-based or kinematic-based metrics are based on the

point-mass motion model, whereas the potential field methods attempt to assign artificial

fields to the traffic participants and the static components. For instance, in the design

of a lane-keeping system, the potential field is used to describe the limits of the lane line

and the possible collisions between the traffic components around it. These techniques

were further implemented in the driving risk assessment, the planning modules in [136]

and crash mitigation in [137]. But it is still hard to make artificial potential field models

for complex and changing situations, which is usually the case for autonomous driving.

Most recently, authors in [138] extracted the driver’s risk field from the safety field and

modelled it as a human-centric perception field independent of the driving scenario.

Overall, the motion metrics are straightforward in their physical meanings. In princi-

ple, the motion metrics are easy to implement in real-time given the assumption of known

fixed scenarios, and; the robust and accurate state measures of the ego and the surround-

ings are always available. However, the scenarios go on from lane following to merging,

intersections, roundabouts, etc. Furthermore, it is nontrivial to estimate the relative

distance acceleration in real-time accurately, let alone correctly detect and identify the dy-

namic objects (vehicle, pedestrian) in the first place. The uncertainty of state estimation

and the unexpected behavioural changes of traffic participants are not well captured using
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motion metrics.

2.3.5 Statistical Metrics

Statistics-based measures, such as collision probability and estimation based on the Bayesian

approach, are often used to assess driving risks [132]. The collision probability is calculated

based on how likely each vehicle’s reachable sets intersect with each other based on the

probabilistic motion prediction results. Like the motion metrics, the collision probability

is computed with the assumption of trusted perception results, often used for decision-

making and planning modules. The first step to obtaining the collision probability is to

make motion predictions for related traffic participants [153], with the Markov model [154]

or Monte Carlo simulation [155, 156]. The collision detection is then checked by trajectory

intersections or shared space and the final collision probability is obtained by the integral

of joint probability distributions over potential collision regions [157].

Instead of using the explicit Markov model, another type of statistical metric is aligned

with naturalistic driving data by learning from how people drive. For example, the authors

in [150] use an unsupervised learning strategy to extract risk levels based on the natural

driving behaviour of braking maneuvers. Similar features from the kinematic-based strat-

egy were used to construct the risk function, including the relative position, speed, and

acceleration of surrounding vehicles. In [158], the risk is extracted from NN based on the

sequential dynamic features. Such risk can be designed in Reinforcement learning (RL)

for risk avoidance tasks with the potential to align risk function with the statistical data

using Inverse Reinforcement Learning (IRL) [159]. Overall, the aforementioned statisti-

cal metrics can model the uncertainty of the traffic participants’ unexpected behavioural

changes and are mostly applied to motion planning and decision making [160]. However,

the uncertainty generated from the perception modules is not well-addressed since the es-

timated states are directly used to propagate the Markov model. Moreover, running the

Monte Carlo simulation and deriving the probability distribution could be computationally

expensive in a real-time deployment.

2.3.6 Remarks

Safety validation acts as a process to decide the system ODD, whereas the metrics are

quantification aspects to describe and measure the details of that ODD. Most of the current
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benchmarks are applied to the test-post-analysis approach, and the validation strategy

is often offline, with the overall idea of verification being to extend the test cases and

scenarios to expand the test coverage. The metrics play an important role in terms of

measurable safety. The metrics under consideration are based on the assumption of reliable

state estimation in order to analyze driving safety on the road with a certain degree of

uncertainty. However, for high-autonomy ADS, the perception safety metric needs to be

studied to address the ODD regarding sensor performance and state estimation algorithms.

Especially in the open-ended driving environment, it would be helpful to have a metric for

measuring how often the state estimation is not sure, such as object detection, classification,

and localization, since they are not perfect in the real world. Such a metric represents

how well the ADS can handle the current driving environment, e.g., whether the vehicle is

driving in its ODD.

2.4 Encoding and Improving the ODD

2.4.1 ODD Encoding

An ODD captures the operational limitations on the generic road-environment components,

such as road types, traffic volumes, and weather conditions [161]; working state of the

vehicle and the corresponding ADS features, such as speed limitations, interrupt signals

for ADS features, and the availability of data [61]; the state of the human driver in the event

of a necessary disengagement [28, 162]. The list of peculiarities could escalate quickly with

the expansion of autonomous driving tasks in complex scenarios and exploration of esoteric

edge cases, including every aspect from perception and decision-making to manoeuvres and

fault management [163].

Testing and validation for ADS safety by exploring the overall ODD search space require

a holistic approach. The intended functional performance metrics and online behaviour of

the ADS in a given ODD need to be assessed for safety testing and validation. The “safe”

functional boundaries of an ADS for performing driving tasks are confined to its soft-

ware and hardware implementation and strongly constrained by the driving environment.

Furthermore, whether the multi-modal constraints on ODD can be expressed rigorously

and ultimately accepted by both automakers and the government remains an open ques-

tion.Ontological models [164, 165] are taken into account in the recent studies of traffic

scenario modelling for expressiveness. An ongoing trend is finding a way to represent
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the contextual entities in a formal and explicit conceptualization for traffic components

[166, 167, 61]. Some preliminary works have applied ODD ontology models to driving

data collection stage [168], and as driving affordance in static traffic scenarios [165]. How-

ever, a holistic framework is needed to test and validate the ODD for ADS formally and

qualitatively.

Besides the regulation suggestions proposed by the government and industry mentioned

in Sec. 2.1, many researchers dive into the driving scenario modelling and analysis of ADS

use cases to formalize the corresponding ODD. Krzysztof et al. [167] defined a taxonomy

for ODD of autonomous vehicles where the function specifications are subject to the vehicle

model, the operational road environment model, and the operational world model. The

PEGASUS project [169] adopted a similar scene-based testing and development cycle for

ODD, which takes the traffic infrastructure, environmental conditions, and traffic level

into account for highway autonomous driving applications. The vehicle model in ODD for

surveillance and safety monitoring [39] implicates the self-representation of the running

vehicle, including position accuracy, grip, system operation status, and reaction time. In

general, formalizing ODD aids in the identification of scenario specifications that the ADS

feature must handle during the function design process.Previous works decompose the

problem of determining the delineation of safety operation boundaries for driving tasks

in complex scenarios into multiple model specification layers.The research on formalizing

ODD is still in the prototype stage. Most works attempt to categorize many aspects that

may limit the performance of an autonomous driving system and eventually construct the

ODD search space.However, follow-up quantification and validation are needed to specify

the ODD standards, thus completing the testing and development cycle.

2.4.2 Robust Training

Robust training aims to minimize the loss corresponding to a bounded region of the adver-

sarial samples [170]. It improves the model’s robustness against the domain shift generated

by the adversarial noise. In [171], authors studied the model robustness in terms of the ad-

versarial attacks and demonstrated that small amounts of adversarial perturbations could

cause the faulty behavior of a neural network classifier. Recent researches in [172, 173, 174]

investigate adversarial perturbations with bounded-norm constraints and robust training

strategies that regulate the loss to improve the overall robustness. It is worth mention-

ing that authors in [175] argue that increased robustness against adversarial training may

decrease the normal clean data due to the data imbalance issue. This behaviour is not
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expected in our ODD augmentation applications.

Other than the adversarial types of perturbations, studies in [176, 177, 178] investigate

the neural network’s robustness when facing natural distribution shifts. Closely related

to our work, authors in [178] introduced model-based robust training methods for natural

variations. The clean data are supplemented with variants generated by a fixed model

that generates potential natural variations. The training loss is minimized by considering

both the anchor data distribution and the perturbed ones.

2.5 Summary

The ODD may reflect the requirements of a driving automation feature interacting within

the driving environment, which requires cross-disciplinary research efforts on the scenario

model and representation, ADS function testing, and driving risk evaluation. The stan-

dardized structure for environment modelling is a critical prerequisite for large-scale testing

and verification of ADS functions’ ODD. The quantitative reliability measure of the ADS

with neural network modules is needed for the safety assurance of high-level ADS. The

development of ADS is unprecedentedly fast; however, the promotion of safety validation

and online performance measurement is still at the beginning stage. It is vital to find

failure examples and prove that the ADS can simultaneously handle any tasks generated

in the given scenario, which is not adequately covered in the existing research.
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Chapter 3

ODD Encoding and Extraction

One practical question for high-autonomy ADS is how to regulate their ODD definition,

especially when the autonomous vehicle needs to take responsibility for driving state esti-

mation and monitoring, where the operating environment sets limitations on perception.

Setting up the operating limits for ADS requires encoding the right restrictions. In this

chapter, the approach and architectural design are demonstrated to encode and extract the

ODD of the ADS based on the task scenario and the corresponding requirements in the

development and validation cycles. Moreover, the implementation examples are examined

with two learning-based agents to demonstrate their feasibility.

3.1 Framework for ODD Acclimatization

Determination of the ODD for an ADS function can be considered as finding the bound-

aries of the driving environment condition that satisfies a particular evaluation criterion

based on the potential scenarios, use cases [179] or driving tasks [28]. The exploration of

ODD is similar to the logic handled by Hazard Analysis and Risk Assessment (HARA)

as both attempts to determine the system’s criticality under consideration in various run-

ning situations. HARA aims to identify functions and operational situations in E/E where

hazards may occur and their combinations to form potentially hazardous events following

FuSa [180]. Established techniques including HAZOP [181], FTA [182], and STPA [183]

are used across industries to identify hazards that arise from expectations or hazardous

scenarios based on descriptive studies [184].
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Nevertheless, when the higher-level ADS function’s normal performance needs to be

considered under SOTIF, HARA alone can only handle “known-knowns” [185]. To han-

dle the unknowns, ODD development with systematic testing of the ADS functions for

learning-based components attempts to quantify performance and identify the failure cases.

The definitions and processes provided in [180, 186] are prescriptive and not specific enough

for the ODD development given an ADS system. In this section, the proposed ODD ac-

climatization method based on the use case following the goal-oriented approach suggested

in the recent UL4600 draft [163] is presented. The framework demonstrating this proposed

method, as seen in Fig. 3.1, is described in the following.

Figure 3.1: Framework of the proposed approach.

3.1.1 Scenario Database

The scenario database shown in Fig. 3.1 can consists of recorded data from real test

runs, a virtual driving environment, and additional parallel test cases developed iteratively.

Real scenes such as KITTI [114] and test drives [187, 188], have the advantage of being
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realistic but are too expensive to collect and annotate. The lack of ability to configure

traffic components in recorded real drives makes it challenging to explore agnostic corner

cases. On the other hand, driving simulators such as CARLA [189] and the virtual scene

generation language such as SCENIC [190] are affordable ways to propagate the driving

data. As the test cases begin to swell iteratively, parallel testing [191] attempts to transfer

the features from real driving scenes into the virtual platforms to exploit the advantages

of both scenes.

The test drives and driving paths in simulation platforms can be grouped into various

scenario routes sr (see Definition 3.1.2), each corresponding to a track from the starting

location to the targeting point. Following the same proposition in [186, 163], the scenario

routes are composed of sequential scenes. At the same time, each of the scenes is considered

as a snapshot of the driving environment. Scene sjr (see Definition 3.1.1) corresponds to

the collected sensory data sampled in the real driving data, or the overall simulation world

representation at a fixed time step j. To clarify the definition of scene and scenario routes

used here in the scenario database, the idea of ISO-21448 is adopted and developed here.

Definition 3.1.1 (Scene, adopted from ISO-21448 [48]). A scene is a snapshot that con-

tains dynamic elements (e.g. road users), describes the environment (e.g. road course,

fixed obstacles, environmental conditions), and the system that is in this situation.

Notice that the typical scene is in the form of sjr = {sensorData, objectList, envConfig}j.
Sensor data can be a combination of RGB images, depth images as well as cloud points.

The object list contains the description of dynamic elements and their states whereas the

environment configuration stores the fixed description of the static driving situation. This

definition can be applied to both real situations and the virtual world. The sensory data

gathered from real driving scenes enjoy the realistic features while the labeling procedure

to obtain environment and element description is laborious compared to the simulation.

Definition 3.1.2 (Scenario Route, modified from ISO-21448 [48]). The scenario route is

a compilation of scenes that run in chronological order. The scenes in the same scenario

route should share the same route header xs, e.g. share the same configuration to achieve

consistency in each test.

The scenario route is modified from the scenario definition in ISO-21448 [48] where

constraints of consistency are applied. The scenario defined in ISO-21448 also mentioned

that the order of scenes can be “different or branched, which is based on actions and

events”. A scenario route is then one sampled run in a confined scenario, as Heraclitus
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states, “No man ever steps in the same river twice”. The scenario consistency constraint is

applied here to ensure the scenario route for bench-marking shares the same configurations,

such as “2-lane highway”, and “round-about”. It is possible that there exist city roads and

highways in the same map or scenario, however, this is not preferable in the validation

process. The consistent features are used as query and extraction labels in coverage-driven

verification [192] and further ODD selection.

3.1.2 Environment Modeling and States

The driver’s knowledge of the driving scene is interpreted as knowledge states x ⊂ X
where X includes all the environmental conditions, driving situation parameters, and task-

related affordances [168]. Expressing the environment and organizing the knowledge in

structured data is the foundation for describing the driving tasks and exploring the ODD for

autonomous agents [59]. A two-layer model was proposed in [59] that separates the static

structures and the dynamic traffic participants for test case generation. This model was

further extended into a five-layer one in [193] and accepted in the PEGASUS project [169].

This thesis agrees with the most recent six-layer modeling structure as [194], where the

authors added one additional layer incorporating the data availability based on [169]. The

six-layer model for driving scenarios and corresponding layer presentation, quantification,

and monitoring sources are depicted in Fig. 3.2. Layer-1 describes the geometric road-

lane network, including the number of lanes, curvatures, and central line of the road.

Traffic infrastructures such as barriers, traffic lights, and vegetation are represented in

layer-2. The representations of the construction site are interpreted as temporal static

modifications such as cones, bollards, and signage in layer-3. The layer 1-3 are often stored

as base map in the form of SQL [195], XML [196] or Lanelet [197]. The first three layers

of environment modeling can be considered static in daily frequency, especially for a given

scenario route sr. Hence, the header xs stores the properties of layer 1-3 and is consistent

among all the scenes in scenario route. For example, the following describes a segment of

4-lane highway with cones on the road.

xs[L1] = {[roadType: highway], [laneNumber:4]} , (3.1)

xs[L2] = {[Barriers: null], [trafficLight:null]} , (3.2)

xs[L3] = {[Cones: True], [signage:null]} . (3.3)

The final xs is a union of (3.1) - (3.3) and could also include a pointer to the map file for

the implementation purpose.
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Figure 3.2: Environmental modeling and the corresponding quantification, redundancy,

and monitoring. SQL: Structured Query Language; APIs: application programming inter-

faces; NDS: Navigation Data Standard.

Layer 4 includes the dynamic traffic components, which can be represented by driving

policies, human participants, and even recorded traffics [138, 198]. Layer 5 describes the

weather conditions that impact the sensory data, and parameters can be obtained by

annotating real driving data and the rendering engine configuration in simulations. The

data, signal, and communication availability are covered in the last layer including the

information on sensors and possible V2I communications. For the same scenario route sr,

the environment condition xenv described in layers 4-6 may differ among the subsequent

scenes. For example, an instance of the environment xenv describing the 4th layer with

Level of Service (LOS) as level A (less than 10s passing intersection) [199], averaged speed

of 70 km/h can be expressed as

xenv[L4] = {[LOS: A], [averageSpeed: 70 km/h]} . (3.4)

At the same time, a parametrization example of the last two layers can be formulated as

xenv[L5] = {[cloudiness: 30], [precipitation: heavy]} , (3.5)

xenv[L6] = {[map: Pmap], [V2I: Pcom]} . (3.6)

The weather level in (3.5) can be quantified in the rendering engine or coarsely annotated

with human understanding, such as ‘light’ or ‘heavy’. The map and communication pa-

rameters Pmap, Pcom are structured data, including digital data delays, covered range, and

34



list of available information. In this thesis, only static settings of Pmap, Pcom are consid-

ered. Both the matching between virtual engine quantification, human annotation and the

dynamic change of (3.6) will be explored in future research.

Aside from the attributes for environment modeling, the goal-oriented states xi describe

the affordances or knowledge required for the driving tasks [168]. For example, the camera-

based perception module for lane following functions aims to extract the lanes and identify

the front vehicle or obstacle. Thus, the lane attributes and the front object attributes are

considered goal-oriented states. The goal-oriented states are typically the outputs of the

under-evaluated ADS function, used to examine the performance of the ADS functions

under the given route and environment. The goal-oriented states are simplified as x for

convenience in the next section.

In summary, the expert knowledge from a scenario route has decomposed into three

parts: the route header xs, condition variable xenv, and the task states xi. The expert

knowledge xs ∪ xenv ∪ xi ⊆ x is expected to articulate with the development of the au-

tonomous driving industry. Multiple tests run on the scenario with the same route header

could have various simulation configurations or the data augmentation techniques [200], e.g.

the total of m pairs of operational domain couple [xs : xenv,1], [xs : xenv,2] ... [xs : xenv,m]

can be established with m different configurations on the same testing scenario sr. The op-

erational domain pairs will be tested and falsified over iterative engineering development,

and eventually, help to acclimatize the ODD sets.

3.1.3 Formal and Quantitative Specifications

In this part, the evaluator and specification part is presented in Fig. 3.1.

Coverage Driven Verification

The execution flow of the presented framework follows the coverage-driven verification

flowchart depicted in Fig. 3.3. The coverage-driven verification method was evolved in the

early 90s [201] which was applied to verify the complex microprocessor designs. Within

the scope of ODD extraction, the verification procedure explores the coverage of “known-

knowns” scenarios by better specification and identifies the potential violations from “un-

known knowns”. The goal is to maximize the coverage using constrained random scenarios

and test generation. In the procedure depicted in Fig. 3.3, the verification plan is assumed
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to be available in this study since there already exist various hazard analysis methods in-

cluding Failure modes and effects analysis (FMEA) [202], Fault Tree Analysis (FTA) [203],

HAZOP [204] and STPA [205, 206] that can generate corresponding rough metrics and sce-

nario criteria. In short, the type of hazards, test scenario cases for the identified hazards,

and criteria is assumed to be available in the first place. The major purpose of the work in

this chapter is to make use of the verification plan and obtain a quantitative description of

the ODD of an ADS. The augmentation methods (if not passed the specifications in Fig.

3.3) and strategy to generate random tests will be presented in the next chapter.

Figure 3.3: The flowchart of the coverage-driven verification.
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ADS Function as Black-box

The modules of an ADS are treated as integrated logic f : z → x, where the observation

z corresponds to the function input as depicted in Fig. 3.1. For example, the radar and

camera perception modules in Highway Assist System are responsible for object detection

and classification. The radar subsystem alone takes the radio waves as input z and es-

timates the task knowledge x, including detecting instances of semantic objects and the

relative distances. The z and x pairs may vary corresponding to different systems, such as

RGB images and steering angle for the end-to-end (E2E) lane following function [207].

Quantitative Specifications

Designed use cases often confine the ADS function, and the specification Φ defines expected

behavior or “safety contract” in the scope of ODD analysis. Specification Φ provides

mathematical formulations for evaluating responsibilities, risks, or performance ranking

of individual modules [46, 138]. The mathematical rules can be interpreted as safety

contracts in an ADS function’s design and testing phase. The temporal logic is a powerful

tool for formal specification expression [208]. As a variance of the temporal logic, the

Signal Temporal Logic (STL) enables the expressiveness over real-valued signals, which

has been widely applied in robotics [209]. STL is one variety of temporal logic, which will

be minimally introduced here. Other temporal logic such as Linear Temporal Logic (LTL)

and Metric Temporal Logic (MTL) can be applied in a similar manner with slight change

in the grammar.

Definition 3.1.3 (STL formula [210]). The STL specification is a propositional structure

that can be generated by the following grammar:

Φ := σ | ¬Φ | Φ ∩ Φ | ⃝I Φ | ΦUIΦ, (3.7)

where σ : Rn → B is an atomic proposition predicate defined over sequence x1
T , ..., xmT

(including true and false), Φ is the production rule variable, ¬ is the symbol for not

operator, ∩ stands for the Boolean or operator. The closed non-singular interval I defines

the range of the superscript j between the sequence from 1 to m. The notion ⃝I stands for

the next sample operator and the UI denotes the symbol for the temporal until operator.

The robustness function ρ : Rm → R are often used to decide the true or false of the

predicate by comparing the evaluation over the trace and given specification ρ(x1
T , ..., x

m
T ; Φ)
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with a cut-off boundary. Common temporal operators can be defined syntactically with

(3.7), for instance the union Φ1∪Φ2 := ¬(¬Φ1∩Φ2); Finally (⋄Φ) FIΦ := ⊤UIΦ; Globally

(□Φ) GIΦ := ¬FI¬Φ.
A scenario route consists of the sequential trace of signals for the under-tested ADS

function; the task states x. The qualitative semantics of the STL formula Φ over the trace

x with time index t is inductively defined as the following

Definition 3.1.4 (STL Robust Semantics, [210]). One practical question for high-autonomy

ADS is how to regulate their ODD definition, especially when the autonomous vehicle needs

to take responsibility for driving state estimation and monitoring, where the operating en-

vironment sets limitations on perception. It is necessary to encode the proper limitations

for setting up the operating boundaries for ADS. In this chapter, the approach and archi-

tectural design are demonstrated to encode and extract the ODD of the ADS based on the

task scenario and the corresponding requirements in the development and validation cycle.

Moreover, the implementation examples are examined with two learning-based agents to

demonstrate their feasibility.

Given the trace x and the evaluation function ρ, then the robust semantics of an STL

formula Φ with respect to x at time sample t is

x, t |= σ iff σ(x(t)) is true ; (3.8)

x, t |= ¬Φ iff x, t ̸|= Φ; (3.9)

x, t |= Φ1 ∩ Φ2 iff x, t |= Φ1 and x, t |= Φ2; (3.10)

x, t |= Φ1UIΦ2 iff ∃t′ ∈ t+ I,

s.t. x, t′ |= Φ2 and ∀t′′ ∈ [t, t′] , x, t′′ |= Φ1. (3.11)

The robustness evaluation ρ determines how robustly the specification is satisfied based

on the sampled trace. Given an ADS function f , the safety specification Φ, the accepting

environment candidate set {xs : xenv} is the subset of the tested ODD ΠΦ for which traces

of the ADS function output satisfies the specification. The remaining set of the domain is

denoted by Π¬Φ.

The evaluator in Fig. 3.1 are expected to quantitatively evaluate the function perfor-

mance over a specific task sr. Here, several examples on safety-related metrics in realization

are presented.

Example 3.1.1 (Offline Error Metrics). Under offline settings, where the ground-truth are

typically available, the following metrics are used to evaluate the system under test given

38



a test set D,

MAE =
1

|D|
∑
i∈D

∥xi − x̂i∥1, (3.12)

MSE =
1

|D|
∑
i∈D

∥xi − x̂i∥2, (3.13)

Speed-weighted MAE =
1

|D|
∑
i∈D

|vi|∥xi − x̂i∥1, (3.14)

Cumulative Speed-weighted Error =
1

|D|
∑
t=0

∥(xi+t − x̂i+t)vi+t∥. (3.15)

The speed vi denotes the speed of the ego vehicle at the i-th sample and the time range t

indicates a period of time to investigate the metrics.

The offline metrics in Example 3.1.1 are often used to evaluate the normal performance

over batches of data. Notice that the offline metrics does not guarantee online performance

due to the domain differences. It is demonstrated in [211] that the offline metrics such as

MSE and MAE do not necessarily hold a strong correlation between the successful perfor-

mance of online vision-based E2E policy. This is reasonable because autopilot may make

a fatal mistake in the short term, such as failing to perceive lane lines for five consecutive

frames, and even if the rest of the perception is correct, a single fatal error can still lead to

a catastrophic accident. The Speed-weighted MAE and Cumulative Speed-weighted error

mentioned in Example 3.1.1 can increase the correlation between the accidents that happen

in driving, however, they are not directly related to the requirement or safety contract in

real-time performance. The STL statements to specify the safety contract required for the

ADS function can be used, here list some examples.

Example 3.1.2 (Safety Contract - Object Detection Ability). The vehicle is expected to

detect the objects within the field Ω̂ = {obj1, ..., objk} and the position error smaller than a

given bound ϵ. The corresponding STL statement can be written as

□ Ω = Ω̂; and □ (∥pi − p̂i∥ < ϵ,∀i ∈ {1, ..., k}). (3.16)

Example 3.1.3 (Safety Contract - Static, Passive and Passive Friendly [212]). Static

Safety: The agent at position p is expected to have a positive distance to all static obstacles,

where the position of the obstacle is o,

□ ∥p− o∥ > 0. (3.17)
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Passive Safety: The agent needs to remain a positive distance to all static obstacles

while driving at speed v

□ (∥p− o∥ > 0) ∩ (∥v∥ > 0). (3.18)

Passive Friendly Safety: The agent needs to have sufficient maneuvering space for

static obstacles, with minimum braking capability b, and maximum reaction time τ

□ (∥p− o∥ >
v2

2b
+ τv) ∩ (∥v∥ > 0). (3.19)

Example 3.1.4 (Longitudinal Safety for Vehicle Following [213]). Suppose both agents

travel in the same direction, the acceleration of the front vehicle must be within the lon-

gitudinal bound af ∈ [−alongmax,brake, a
long
max,accel], and if the distance between the front ve-

hicle ∥pf − pr∥ is greater than the safety distance d, then the acceleration of the rear

vehicle can set into the range [−alongmax,brake,−alongmax,accel]; otherwise should be limited to

[−alongmax,brake,−alongmin,brake]. The safety contract in STL form can be written as

□ (vf ≥ 0 ∩ vr ≥ 0); (3.20)

□ af ∈ [−alongmax,brake, a
long
max,accel]; (3.21)

□ (ar ∈ [alongmax,brake, a
long
max,accel] ∩ ∥pf − pr∥ ≤ d) (3.22)

→ ar ∈ [−alongmax,brake,−alongmin,accel] (3.23)

The aforementioned examples are common safety contracts in robotics and autonomous

driving that be encoded in the assume-guarantee STL requirements. These requirements

are applied to test and falsify the ADS functions to further explore their ODD in this

thesis. More advanced STL safety contracts are available in [214] that address the RSS

rule, which can be implemented in the proposed framework as well.

3.2 Case studies

The experiments are designed to extract the given ADS module’s ODD according to a

specific task scenario. The testing platform is CARLA 0.9.10, with the interface to toggle

the Unreal Engine’s weather parameters. In this experiment, the primary focus is on

extracting the daytime and weather aspects of operating constraints as a demonstration.

Notice that the other aspects of ODD can be elicited in a similar way.
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Figure 3.4: Two network architectures for imitation learning based autopilot module tested

in the experiment. The E2E CIL Agent (left) takes an RGB image as input and directly

maps to action based on the high-level command. The CAL Agent (right) maps the image

to explicit states, and the action is decided explicitly based on the perceived affordances.

3.2.1 ADS Policies

Two imitation learning-based ADS modules are chosen for the ODD acclimatization exper-

iment, as shown in Fig. 3.4. The CIL Agent [131] maps the observation image to implicit

features and then maps to action based on the high-level directional commands (right,

left, straight). The CAL agent [215] maps the image directly to affordances that could

explicitly execute the control logic. The directional command and vehicle speed are also

concatenated to form the affordance states. The affordances are similar to those in [215].

The explicit states include the hazard-stop trigger, distance to the front vehicle, distance

to the center line, and the relative angle between the vehicle heading and the road. For

simplicity, the traffic light and speed sign identification are desolated compared to [215].

There are three modes in the explicit control module. If the hazard stop state for the

pedestrian is triggered, the vehicle will enforce a stop mode in the longitudinal controller.

The vehicle following and cruising mode is based on the PID controller with the same set-

ting as [215]. The image size of the Carla dataset is 200× 88 [131]. The VGG16 network

is used as a CNN decoder in both ADS policies. The training data is sampled from Town

01 and 02 in CARLA with three types of weather: ClearNoon (CN), ClearSunset (CS),

and WetNoon (WN). The weather can be quantitatively expressed as the following with

direct reading of the weather parameters from Unreal Engine. For example, the WetNoon
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Figure 3.5: The testing scenarios used in this study. Left: driving straight following the

lane at single-lane tertiary. Right: one-turn road following task based on the directional

command at T-junction. The ego-vehicle is initiated at the spawning point (SP), and the

mission is to driving towards the corresponding ending point (EP).

can be described as

xenv[L5] = WN = {[SunAltitude : 90],
[SunAzimuth : 10], [Cloudiness : 10],

[Precipitation : 30], [Wetness : 30]}, (3.24)

with other zero-valued parameters neglected in (3.24).

3.2.2 Task Scenario & Environmental Conditions

The testing driving scenarios being considered are located in a selected region of Town 03,

demonstrated in Fig. 3.5. Each time, the ego-vehicle with the policy under-tested initiated

at the spawning point and drove towards the task ending point. The left scenario of Fig.

3.5 depicted a single-lane tertiary road with no cones and signage. The right scenario

is corresponding to the turning task at the city road. There are three different spawning

points for the ego-vehicle to be initiated randomly, and the high-level directional command
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is set as constant for each route. The traffic condition was initiated randomly with two

variables, the number of vehicles and pedestrians on the map. Both the number of total

cars and pedestrians are randomly set, ranging from 20 to 80.

The weather and daytime effect considered in this paper is listed in Fig. 3.6. With

the cloudy, rainy, foggy weather and its discrete classification by degree; combined with

time-space from daytime, sunset, and night, the total discrete space of the environmental

conditions xenv includes 27 combinations. The weather parameters such as cloudiness,

precipitation, precipitation deposits, wetness, and fog density are continuous values ranging

from 0 to 100 in CARLA. In this set-up, the light condition corresponding to any parameter

value ranges within [0, 30], medium with (30, 70] and heavy with (70, 100].

Figure 3.6: The RGB image inputs under various environmental conditions. The left three

columns correspond to the daytime (SunAltitude = 60), whereas the right two columns

are sunset (SunAltitude = 0.5, SunAzimuth=180) and night (SunAltitude = -90). The

cloudy, rainy, and foggy weather are demonstrated in rows with three discrete conditions,

light, medium, and heavy.

3.2.3 Evaluation

For each of the driving tasks shown in Fig. 3.5, 100 test cases are generated under any

environmental condition. The ADS agent is initialized at SP in the map, and the sur-

rounding traffic condition is initiated with a random number of vehicles and pedestrians.

Other actors’ behavior in the environment is strictly based on traffic rules and designed to

follow the next way-points in the simulation environment. The number of test cases that
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need to generate for each subject is expected to increase to cover enough traffic cases for

more complex driving scenarios. The time limit to reach the goal is set as the time needed

to drive along the optimal path at 10 km/h. Notice that the red lights are ignored in the

T-junction scenario since the signals are enforced to match the spawning position and the

corresponding route. The cruising speed of the agent is set as 30 km/h.

Table 3.1 shows the two learning-based agents driving under various operating con-

ditions. The test case will be marked as not completed if the vehicle did not reach the

corresponding EP within the time limit or if there is a collision between the ego-vehicle

and other actors during the task. Two different sets of safety contract violations are in-

vestigated for both the CIL agent and the CAL agent. Due to the black-box nature of

the CIL agent, only the expected lane following behavior is examined. That is, the vehicle

should remain in its current lane at all times during the task. The distance between the

vehicle’s position and the center-lane d can be obtained in real-time in the simulation. The

staying-in-lane specification can be expressed as

ΦSL = □ d <
w

2
, (3.25)

where w is the lane width. In addition to ΦSL, CAL agent further takes the detection

ability listed in Example 3.1.2 into account. The following STL specification can monitor

the perception accuracy of the affordance, such as the distance to the front vehicle l in

real-time,

ΦP = □
t∑

i=t−5

∥li − l̂i∥ < ϵ. (3.26)

The specification ΦP in (3.26) implies the requirement that the cumulative error for obser-

vations of the front vehicle distance over the last five consecutive frames should be less than

the predefined boundary ϵ. In this experiment, ϵ is chosen as 3 m. Table 3.1 also include

one of the offline metrics, MAE, of the estimated front distance for each task. It can be

noticed that the offline metric MAE shares a weak correlation with online performance. It

is still ongoing research on how to find offline metrics that share a strong correlation with

online performance, as mentioned in [211]. Furthermore, contract violations exist even

when the vehicle completes the route as the safety specification is a more vital constraint

than finishing without collision. Occasionally, CIL and CAL agents failed to stay in the

current lane. This violation often happens on the right turns, resulting from the sharper

curve of the right turns than the left turns in the simulation environment.

The testing results in Table 3.1 agree with the results in [215]. The CAL agent performs

particularly well in staying in the lane and avoiding collisions with other actors in the
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new environment than the CIL agent. The CAL agent has better generalization ability

due to the explicit control logic based on affordance mapping. The acceptable operating

domain for an ADS module can be determined with multiple Safety Performance Indicators

(SPIs) together, as proposed in [163]. Consider the SPI that the frequency of real-time

specification violation should be less than 5%, and at the same time for CAL agents, the

MAE should be less than 0.2 m. The accepting operating domain under the SPI mentioned

above can be concluded for both agents based on Table 3.1,

ΠCIL
xlf ,ϕSL

= null, ΠCIL
xturn,ϕSL

= null (3.27)

ΠCAL
xlf ,ϕSL∩ϕP = {[No× (C,R : L−M,F : L)],

[Ss× (C,R : L−M,F : L)]}
ΠCAL
xturn,ϕSL∩ϕP = {[No× (C,R : L−M)],

[Ss× (C,R : L)]}, (3.28)

where the acronyms Noon (No), Sunset (Ss), Cloudy (C), Rainy (R), Foggy (F), Light (L),

and Medium (M) are used. The complements of (3.27) and (3.28) can be used as a data

augmentation environment handle in the further development cycle. The cloudy weather

does not have a severe impact on the model performance, as depicted in Table 3.1, since

the image background variation does not appear strongly related to the driving tasks. On

the other hand, cloudy weather has a more substantial influence on the CIL than the CAL

agent. The compact features extracted by CIL can be easily perturbed by the background

textures, thus losing weight for relevant features in the driving tasks. However, rainy,

foggy, and night have a massive impact on the model performance, as useful information

is taken over by the noise. In particular, both models exhibit a substantial performance

loss at night and in a foggy environment.

3.3 Discussion and Future Work

In this chapter, the framework for ODD encoding and extraction for the ADS function

is presented. For ODD encoding, a six-layer model for representing the environment is

shown, and it is suggested that the validation strategy should move from one layer to the

next to control the exploration space. In fact, the construction of the scenario library

and the test environments are similar to what is addressed in [194]. The ADS functions

are validated using the black-box model, and the safety requirements are encoded in STL

formulas. It has been shown how to use simple coverage-driven validation to test how
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Driving Tasks Lane Following in Scenario-1 Left/Right Turns at Scenario-2 T-Junction

E.C. \Metrics Avg. Completion (%) MAE (m) Avg. Violation (%) Avg. Completion (%) MAE (m) Avg. Violation (%)

Noon

Cloudy
93 / 91 / 88

100 / 100 / 100

- / - / -

0.14 / 0.15 / 0.15

8 / 8 / 14

0 / 0 / 0

86 / 85 / 80

100 / 100 / 100

- / - / -

0.15 / 0.14 / 0.17

20 / 25 / 39

0 / 0 / 0

Rainy
96 / 86 / 68

100 / 100 / 96

- / - / -

0.14 / 0.16 / 0.22

6 / 15 / 40

0 / 1 / 5

82 / 80 / 63

100 / 100 / 93

- / - / -

0.16 / 0.16 / 0.29

20 / 23 / 41

0 / 1 / 12

Foggy
89 / 85 / 74

100 / 94 / 92

- / - / -

0.14 / 0.19 / 0.8

20 / 25 / 48

0 / 9 / 9

92 / 85 / 66

100 / 97 / 90

- / - / -

0.2 / 0.21 / 0.56

12 / 30 / 55

1 / 9 / 16

Sunset

Cloudy
94 / 92 / 88

100 / 100 / 100

- / - / -

0.14 / 0.14 / 0.16

14 / 26 / 30

0 / 0 / 1

95 / 91 / 90

100 / 100 / 100

- / - / -

0.1 / 0.12 / 0.17

10 / 19 / 20

0 / 0 / 0

Rainy
92 / 86 / 66

100 / 99 / 97

- / - / -

0.14 / 0.18 / 0.21

10 / 20 / 49

0 / 3 / 9

88 / 74 / 53

100 / 98 / 92

- / - / -

0.16 / 0.25 / 0.66

20 / 39 / 56

0 / 9 / 12

Foggy
89 / 86 / 75

100 / 93 / 90

- / - / -

0.16 / 0.24 / 0.87

18 / 24 / 50

0 / 9 / 18

90 / 85 / 71

100 / 92 / 79

- / - / -

0.17 / 0.24 / 0.94

16 / 19 / 34

1 / 12 / 39

Night

Cloudy
83 / 83 / 82

100 / 94 / 93

- / - / -

0.24 / 0.26 / 0.28

25 / 32 / 30

1 / 6 / 9

81 / 80 / 76

100 / 95 / 94

- / - / -

0.21 / 0.24 / 0.26

26 / 29 / 35

1 / 8 / 9

Rainy
84 / 73 / 66

98 / 90 / 76

- / - / -

0.24 / 0.3 / 0.53

23 / 37 / 48

3 / 12 / 30

88 / 85 / 62

99 / 92 / 73

- / - / -

0.21 / 0.24 / 0.69

19 / 25 / 49

4 / 10 / 36

Foggy
85 / 76 / 61

98 / 84 / 85

- / - / -

0.25 / 0.58 / 0.81

29 / 34 / 52

8 / 20 / 31

90 / 71 / 43

99 / 81 / 65

- / - / -

0.28 / 0.43 / 0.98

24 / 40 / 71

8 / 24 / 49

Table 3.1: Infraction analysis across various operating conditions. The testing results

of the two agents are grouped in two rows at each cell. The upper one corresponds to

CIL and the CAL below. Each row’s results are organized based on the qualitative order

(light/medium/heavy).

the perception system and the E2E ADS work. Using the proposed framework, the overall

operating conditions of an ADS can be found, and the violations can be recorded for further

development and ODD expansion.

However, it should be noticed that the overall automotive safety problems related to

ODD addressed in [186, 61] still have many open challenges. Often, the test needs to be

done more than once to cover enough environmental conditions. The challenge of perform-

ing as many tests as possible based on quantifying parameters is an indispensable challenge

in automated driving safety. This challenge is still achievable in simulation environments,

often through hardware acceleration and multi-node parallelism. Furthermore, validation

solely in the simulation environment cannot cover the real driving scenario since there

are always domain differences. Finally, it is recondite to achieve the claim of ‘absolute

safety”. Instead, claiming that the multiple ADS function always satisfies the operational

domain specifications would be much more implementable.

For future work, it is interesting to include the RSS model [46] in the validation frame-

work. Currently, the benchmark requirement used in this work for the extracted op-
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erational domain is a contract violation rate of less than 5%. The resulting ODD is a

static boundary set for each environmental condition without considering its probability

distribution, which could result in more false alarms (passive behavior). It is possible to

encode the ODD condition as a conditional probability table, which can then be processed

to determine whether the ADS function works dynamically in the given ODD.
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Chapter 4

ODD Augmentation

The increase in autonomy level relies on expanding the ODD range of the autonomous

driving functions. To expand the scope of ODD, it is crucial to understand the defects of

the current system and boost its performance. Specifically, in perception systems, as one

essential step for ADS to understand the environment, performance degrades when facing

unseen variations. This chapter attempts to expand such a data-driven subsystem in ADS

through scenario data augmentation and robust training. The main goal is to make the

given model more resilient to difficult natural changes that the perception system couldn’t

deal with well before. Boosting the model’s robustness towards harsh weather and bad

light operation conditions helps extend the ADS’ ODD to further cover those semantic

operation domains.

4.1 Problem Description and Preliminaries

The system’s ODD excludes situations in which the specific components exhibit dimin-

ished performance that impacts driving safety. Thus, the ODD augmentation explores

the situation that the current version of ADS’s operational domain cannot cover well.

Because downstream decision-making, planning, and control will rely heavily on accurate

estimation of the surrounding driving environment, the operation domain of the perception

modules will be the cornerstone for the overall ODD of the ADS. Thus, in this chapter,

the augmentation for the ODD of the perception models based on validation results of

previous version development is investigated.
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The perception model, fPM takes the environment observation and maps it to the states

of the interpretable driving situations, such as scenario classification [216], object detection

[217] and tracking [117]. These models are usually obtained with a data-driven strategy

that trains a neural network with labeled data sets. The validation process examines the

operating domain of the perception model fPM under some criteria Φ as specified in the

previous chapter to provide a fixed operating domain ΠΦ similar to the remained sets of

not behaving well, denoted by Π¬Φ. Both ΠΦ and Π¬Φ contain a semantic description of

the operational domain, where the Π¬Φ corresponding to the conditions that the current

fPM have performance lower than the predefined criteria. The overall goal of ODD aug-

mentation is to boost the performance of the fPM under the operating conditions described

in Π¬Φ while maintaining good robustness on the original domains. In this chapter, the

image-based perception system fPM is formulated by the following ODD augmentation

problem.

Problem 4.1.1 (ODD Augmentation). Given the fixed fPM and its challenging operating

conditions described in a semantic set Π¬Φ = {s1, s2, ..., sk}, and some known anchor data

distribution D, it is known fixed fPM performed well in anchor data distribution such

that x |= Φ, ∀x ∈ D. The Ds1, ... Dsk are distributions that are generated by natural

perturbation based on the anchor data (same content but different texture in image). It

is also known that fPM does not meet the required level of performance from previous

validation, e.g. x ̸|= Φ, ∃x ∈ Ds. The goal is to boost the performance of fPM in the

natural perturbed distribution described by Ds1, ... Dsk .

The Problem 4.1.1 can be divided into two parts, one is how to obtain the unseen/uncovered

distribution described by the semantic sets in Π¬Φ, which direct to a data augmentation

problem. The other one is how to train the existing model properly that boost its robust-

ness to the given perturbations. In this thesis, the assumption is that perturbations are

natural variations rather than the adversarial attacks mentioned in [170, 174].

4.2 Methodology

4.2.1 Transfer Learning

The ODD augmentation problem can be formulated as a transfer learning problem for the

existing model towards a specific distribution. Transfer learning aims at improving the
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model performance by transferring the knowledge across domains [218]. Consider there is

a perception task that aims to map x ∈ X to y ∈ Y . A typical example task on image

classification would have X = RW×H×C and Y = [k] = {1, 2, 3, ...k} where W , H and C

corresponds to the image width, height and channels, and the k corresponds to the total of

k categories in this task. The total input dimensions are represented by d = W ×H × C.

The target space may get more complicated as the task difficulty increases, for example,

the output is formulated as a list of bounding boxes in the format with x and y coordinate

of the bounding box anchors, the bounding box width, height, and the corresponding class

in the object detection task. The perception model fPM with weights w ∈ Rp is trained

on fixed data distribution (x, y) D based on some loss function l(x, y;w). Here the notion

w ∈ Rp denotes the weights in the parameter space of fPM . And a suitable loss function

should be highly correlated with the validation metrics mentioned in the previous chapter,

such as MAE or cross-entropy.

The commonly used machine learning approach solves the following problem with know-

ing the training data represent the expected distribution in the deployment stage [219].

w∗ ∈ arg min
w∈Rp

E(x,y)∼Dtrain
[l(x, y;w)]. (4.1)

Literature often uses first-order methods such as Stochastic Gradient Descent (SGD) based

methods [220, 221] to approximated solve (4.1) to obtain weights. In our problem setting,

fPM with w∗ failed to pass the requirement in the validation data or in general a shifted

distribution D′, that is

trace[fPM(x), y]D′ ̸|= Φ. (4.2)

The trace corresponds to the sample sequence from D′ that feeds to validate the system

performance. In the image classification case, if both the loss function and evaluator

are selected as the MAE, e.g. Φ.ρ(x, y;w) = l(x, y;w) = MAE, then this performance

insufficiency in (4.2) can be expressed in the similar format in (4.1) as

E(x,y)∼D′ [l(x, y;w)] > Φ.ϵ > E(x,y)∼Dtrain
[l(x, y;w)] (4.3)

The error bound for the requirement is denoted as Φ.ϵ as defined in the previous chapter.

Thus, the transfer learning problem is

Problem 4.2.1 (Transfer Learning after Testing). Given fPM(w∗) developed in some pre-

vious distribution D, and the performance is validated under some new input distribution

D′ and there exists performance insufficiency as (4.3). The goal is to find following

w′∗ ∈ arg min
w∈Rp

E(x,y)∼(D′∩D)[l(x, y;w)]. (4.4)
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4.2.2 Robust Learning to Natural Perturbation

There are infinite potential combinations of the new distribution when considering any

possible natural perturbations. Typically the distribution D′ is down-sampled compared to

D such that the expectation term in (4.4) is difficult to estimate. In the ADS development

phase, the natural perturbation in the inputs of the perception systems is investigated,

such as the lighting condition or adverse weather, e.g., layer 5 in Fig. 3.2. Instead of

formulating the adversarial perturbations as in many computer vision studies [222, 223], it

is assumed that there exists a model representing the natural perturbation G : Rd → Rd

with a semantic nuisance parameter δ such that

x′ = G(x, δ), δ ∈ Rc, c ≪ d (4.5)

where the input x ∼ D which is transformed into a geometrically and semantically similar

data x′ that follows a new distribution D′ by varying the nuisance parameter δ. As shown

in Fig. 4.1, the semantic nuisance parameter δ controls the perturbation level of the natural

variation. The constant c corresponds to the dimensions to explore in the perturbation

space related to the semantic directions of the perturbation.

The data distribution D′ mentioned in (4.4) in our setting is now generated by the

natural perturbation model depicted in Fig. 4.1. The natural perturbation model can be

defined explicitly, using physical-based rendering methods in [224], or using a black-box

model such as using the Unreal Engine [225], or image-to-image translation based on neural

networks [226]. The input data can be perturbed based on multiple known models such

that x′ = g1(g2(...gm(x, δm), δ2), δ1)) where the same notion x′ = G(x, δ) is being used for

simplicity.

Before exploring the robust learning to natural perturbations, here list the terminologies

for examining the model robustness.

Anchor Data: corresponds to the original data instance in the dataset, x ∼ D, which

is image in this study.

Neighbour Set: corresponds to the perturbed data by the model G based on the

anchor data. There can be an infinite number of neighbour data generated from the

anchor, however, the distance between neighbours and the anchor data can be measured

using the nuisance parameter δ. Then the set of neighbours bounded by some factor ϵ is

given by

∆(ϵ) = {x′ = G(x, δ) ∈ Rd : δ ≤ ϵ}. (4.6)
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Figure 4.1: Models of natural perturbation. The model of natural perturbation creates

a variation of the input data based on the semantic nuisance parameters, x′ = G(x, δ).

The perturbation model can be white-box with known rules gp, black-box model gq, or a

composite of a series connection of the models G = g1(g2(...gm(·))). In our paradigm, the

model of natural perturbation directly uses the G notion and nuisance parameter δ ∈ Rc

with c sets of perturbation direction.

For larger δ, the difference between x and x′ should be larger. Notice that this distance can

be measured only in one certain semantic dimension in the current study, which is quite

different from the typical studies treating the perturbation as the norm-ball where the

distance can be computed and compared using p-norm [222]. In our case, the neighbours

generated using δ = [light : 10, rain : 20] does not necessarily generate a more perturbed

neighbours based on δ = [light : 20, rain : 1] even though the p-norm is larger. It is only

meaningful when comparing the distance in one specific semantic direction.

Neighbour Accuracy/Loss: is the model accuracy evaluated in the neighbour set

of a given data anchor. The neighbour accuracy is then the ratio between the number

of samples that are correctly classified and the total number of samples selected from the

neighbour set ∆(ϵ), i.e.,

1

K

K∑
i=1

1[fPM(G(x, δi)) = y], δi ≤ ϵ. (4.7)

Notice that (4.7) forms negative of basic MAE loss function for the neighbours in the

classification task. In fact, the equation above can be generalized into the batch loss

52



by substituting the inner part of (4.7) to any loss function considering the samples from

neighbour set as a fixed batch, for example, the cross-entropy

ξ(fPM , x, ϵ) =
1

K

K∑
i=1

[−y log(fPM(G(x, δi)))], δi ≤ ϵ, (4.8)

where the label y is the correct classification and the model fPM outputs the predicted

probability for the class. To sum up, ξ(fPM , x, ϵ) can express the neighbour loss in general

for fixed data

ξ(fPM , x, ϵ) = E(x,y)∼∆(ϵ)l(x, y;w). (4.9)

Definition 4.2.1 (Data-wise Robustness). model fPM is robust to the perturbation spec-

ified by δ at the certain anchor data point x if the neighbour loss ξ(fPM , x, ϵ) is smaller

than a predefined threshold.

This robustness idea can be applied to the fixed input data in a similar manner, that

the input data is strong/robust for the fPM under evaluation under the fixed semantic

augmentation direction. Based on this formulation, data-wise robustness by sampling

the instance in the neighbour set and comparing the neighbour loss with the threshold.

Moreover, the robustness idea can be further applied to given data distribution. That

is, computing the summation of neighbour loss for N samples in distribution D as following

N∑
i=1

ξ(fPM , xi, ϵ) =
N∑
i=1

E(x,y)∼∆(ϵ)l(xi, yi;w), (x, y) ∼ D. (4.10)

Notice that the above expression reflects the robustness of given distribution D to the

perturbation specified by δ for the model fPM , the larger value corresponds to the weaker

robustness facing the perturbation. Furthermore, (4.10) provides us a closed form for the

inner part expression of (4.4), that is

E(x,y)∼(D′∩D)[l(x, y;w)] = E(x,y)∼(D)[l(G(x, δ), y;w)]

≈
N∑
i=1

ξ(fPM , xi, ϵ)

=
N∑
i=1

E(x,y)∼∆(ϵ)l(xi, yi;w). (4.11)
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This equation above provides a measure of the distribution-wise robustness for the

given model and a fixed perturbation direction. The distribution-wise robustness can then

be determined by comparing (4.11) with a predefined threshold, or utilizing the perfor-

mance drop comparing with the normal performance in the original distribution, which is

defined as follows,

ϱ = E(x,y)∼(D)[l(G(x, δ), y;w)]− E(x,y)∼D[l(x, y;w)]. (4.12)

In fact, the easy or hard perturbation direction can be obtained by iterating each type of

perturbation with the fixed fPM and D, this effectively examine the model sensitivity

towards various perturbation. The worst-case perturbation in the neighbour set for all

samples of the given distribution can be expressed as

δ∗ ∈ argmax
δ∈[0,ϵ]

[l(G(x, δ), y;w)]. (4.13)

The transfer learning problem defined in Problem 4.2.1 can now transform into a robust

learning problem to the natural perturbation defined following

Problem 4.2.2 (Robust Learning to Natural Perturbation). Given neural network model

fPM(w∗), known distribution D, perturbation model G and a set of semantic nuisance

parameters δ, the robust learning problem given the known perturbation solves

min
w

E(x,y)∼D[max
δ≤ϵ

l(G(x, δ), y);w)]. (4.14)

In fact, the optimization problem in (4.14) comprises of an inner maximization problem

illustrated in (4.13) and an outer minimization problem

w′∗ ∈ argmin
w∈Rp

E(x,y)∼D[l(G(x, δ∗)), y;w] (4.15)

In the inner optimization problem (4.13), the goal is to search for nuisance parameters in

the given semantic perturbation space that can produce a high loss/low accuracy among

the data instances and their neighbours. If the search space of (4.13) extends to a vector

of multiple perturbation directions, for example

δ =
[
δ1 δ2 . . . δm

]
, where δi ∈ [0, ϵi], i = 1, ...,m; (4.16)

then, the optimal nuisance parameter δ∗ characterizes the most-challenging perturbation

in the given search space that the current model fPM can handle for D′ that is captured
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by G and D. The outer optimization problem (4.15) seeks the best weight w in the neural

network parameter space that minimizes the risk against the perturbation of the form

G(x, δ∗). Ideally, solving the inner and outer optimization problem together should make

the model with new weights w′∗ invariant to the perturbation generated by model G(·, δ)
for any perturbation parameter bounded in the search space ∆(ϵ). That is, the model is

ϵ-robust to the natural variation G for the anchor data D.

4.2.3 Perturbation Models

Solving (4.13) and (4.15) both rely on the existence of the perturbation model G. This

section addresses the perturbation model similar to the image augmentation schemes used

in [227] and discusses the two cases depicted in Fig. 4.1. In general, two synthesizing

methods on images can be used: 1) using a white-box model such as physics-based rendering

that explicitly computes the dynamics and radiometry of weather effects (rain, fog) in

images [227, 228]; 2) black-box model such as Unreal Engine [225], domain adaptation

[229], when there is no explicit form of G. The expressiveness and effectiveness of the

generated perturbation will be examined.

White-box model

Perturbation Model for Brightness and Contrast: There is various white-box model

for perturbation that is designed for improving model generalization on computer vision,

such as the imgaug library [230] which comprises a wide range of augmentation techniques

such as tuning the brightness, contrast, and applying noise directly to the image. Let the

input clear scene radiance image to be R(κ), where κ corresponds to the source image

pixels, the brightness and contrast are often tuned using the following model

I(κ) = α1R(κ) + β1, (4.17)

where α1 > 0 and β1 are called the gain and bias parameters which control the contrast

and brightness respectively. The generated image I(κ) is effectively the x′ in the following

form

x′ = G(x, δ) = δ(1)x+ δ(2), δ = [α1, β1] (4.18)

where the number inside the brackets corresponds to the index of vector and the overall

search space for δ is confined in a rectangular in R2-space.
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Perturbation Model for Foggy Weather: In addition to normal contrast and

brightness, the physics-based synthesis methods are investigated for foggy and rainy situ-

ations, which are reported to impact the perception performance in a recent review [231].

The atmospheric scattering model is considered for this task as it is used extensively in

studies related to image dehazing and hazy image rendering [232, 233, 234] with the fol-

lowing formulation.

I(κ) = T (κ)R(κ) + A[1− T (κ))]. (4.19)

The air-light vector A in (4.19) is assumed to be a constant globally following evidence

showed in [235] which generally holds for daytime images. The transmission map T (κ)
corresponds to the relative scene radiance that manages to reach the camera. Notice that

(4.19) is in the similar form as (4.18) with the T (κ) and A[1 − T (κ))] terms are matrix

project in every pixel, e.g. in the Rd space rather than a readable parameter in (4.18). In

fact, the transmission map can be rewritten as follows based on the homogeneous medium

assumption

T (κ) = e−β2d(κ). (4.20)

The parameter β in (4.20) is the medium extinction coefficient that controls the generated

fog thickness [236]. In this case, the perturbation model G for foggy weather can be

explicitly written in the form of (4.19) combined with (4.20) that is controlled by the

semantic parameter β2 > 0.

The typical foggy image synthesize based on the physical model is a two-step task: (1)

estimate the transmission map in (4.20) with either depth estimation [237] or using depth

map if available with the preset nuisance parameter; (2) substitute the estimated T (κ) and
input R(κ) to obtain the final perturbed image based on (4.19). The first step could be

trickier compared to the second step due to the requirement of depth estimation. Notice

that the detailed implementation of the physics-based rendering is not the focus of this

thesis. The strategy proposed in [236] is used for those single image depth estimations.

The method presented in [238] for those cases in that a noisy, incomplete estimate of depth

is available.

Perturbation Model for Rainy Weather: Adding synthetic rain can be considered

as adding a rain layer to the existing image

I(κ) = R(κ) + Irain(κ). (4.21)

A simplified version of [228] is deployed where the raindrop layer is obtained in the following

steps. First, the rain streaks s are selected from the proposed database of [20] and warped
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using the physical simulator mentioned in [239]. In this case, the rainfall particle size dis-

tribution, raindrop size, and velocity are directly employed based on the models proposed

in Table 1 of [239], with a parameter δrain ≥ 0 controlling the rainfall (precipitation) rate

(mm/hr). Especially, the rain particle distribution is computed based on

N = 8000 ∗ e−δ−0.21
rain ∗diameter, (4.22)

in [239], where the raindrop diameter are sampled from 0.1 − 10 mm and (4.22) provides

the number of particles in 1 m3. Finally, based on the raindrop dynamics from [239], the

perturbation rain layer is warped from the selected rain streaks s with a homography H(·),
e.g.

Irain(κ) = H(s), (4.23)

with the distribution follow (4.22). In this case, larger δrain corresponds to the more

frequent appearance of the rain streaks in Irain(κ), e.g. more perturbation noise.

Black-box model

The physics-based synthesis methods can provide intuitive ways to generate natural per-

turbations with semantic nuisance parameters compact to the physical meanings to tune

the perturbation. However, in many situations, the white-box model may not be accessible

or too difficult to implement explicitly. For example, the depth map is required in (4.20)

for fog weather generation, however, in many cases, the accurate depth estimation is not

accessible which leads to problems using the white-box model. Also, even though there

is a relationship between the natural perturbation and the baseline data, such as sunny-

snowy, day-night; the explicit formulation of G that models such perturbation generation

is problematic. For these cases, the black-box models are investigated in the following.

Domain Adaptation: In this part, the domain adaptation approach is used to obtain

the black-box perturbation generation model G. Domain adaptation type of approach is

particularly suitable for the transfer learning problem mentioned in 4.2.1, especially when

faced with limited unlabelled target domain data [240]. Recent progress such as [7, 241, 242]

showcases the strategy to learn the image-to-image translation using conditional Generative

Adversarial Networks (cGAN) and able to generate various semantic variations using the

same network structure.

Weather Configuration in Unreal Engine: Modern simulation engine such as

Unreal [225] and Unity [243] has been widely applied in reconstructing a parallel scene
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Figure 4.2: The general architecture for generating natural perturbation using a learning

model. It is assumed that the input data and generated perturbed data can be mapped

into the same content space as [7].

or scenario with high fidelity in recent autonomous driving studies [244]. In this study,

CARLA with Unreal Engine is utilized to produce the natural perturbation for the expan-

sion of the validation sets. The perturbation data is generated using the interface provided

by CARLA which provides a diverse set of factors such as precipitation, daytime, and fog

intensity [189].

Discussion

The white-box model perturbation in (4.17), (4.19) and (4.21) generally provides larger

norm-distance in pixel level for larger semantic nuisance parameter (fixed in one direction),

which align with typical adversarial robustness studies (but with larger norm-ball to be

considered) [223]. On the other hand, the norm distance between the original image and

the black-box perturbed image does not hold to be larger for a larger δ. Moreover, the

larger δ does not necessarily correspond to the bad performance of the prediction model

or a large loss (4.11) over the data. In fact, the inner maximization task defined in (4.13)

still needs to be solved to search for the worst perturbation case to properly address the

robust learning problem 4.2.2.
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4.2.4 Robust Training for Model-based Perturbation

In the previous sections, a learning algorithm robust to the natural perturbation problem

has been formulated to solve the inner and outer optimization problem (4.13), (4.15) cor-

responding to some known perturbation model G. This section focuses on the procedure

to robustify the model fPM to the natural variation.

To proper address Problem 4.2.2, the assumption that the finite base dataset Dn =

{(xi, yi)}ni=1 sampled from the anchor data distribution D is accessible is taken. The

perturbation model G is also given as a known priori for the operational domain to be

extended on. For example, the anchor data could be clear images sampled from clear

sunny days whereas the target domain could be rainy or foggy which the current model

does not perform well on. By reformulating (4.14) over the finite base dataset, the goal is

to solve

w∗ ∈ argmin
w∈Rp

1

n

n∑
i=1

max
δ∈∆(ϵ)

l[fPM(G(x(i), δ)), y(i);w]. (4.24)

The primary goal is to learn optimal weights that parameterize the neural network model

fPM . However, the inner maximization and outer minimization problems are non-convex

and the locally optimal solution is found by first-order optimization techniques [245].

Robustify with Model-based Augmentation: Following the data augmentation

idea [246], the perturbation model generates perturbed samples that mimic the target

domain that the original model has never seen before. Hence during training, the base

dataset Dn can be augmented with the model G and the search space for semantic nuisance

parameters δ ∈ ∆(ϵ).

The proposed strategy is given in Algorithm 1. For each batch, the sample data are

augmented for k-times that generate the k neighbours of the anchor data with the gener-

ation model G with perturbation bounded by ∆(ϵ). The total batch loss is the sum of the

batch loss of batch anchor samples and the loss from the k neighbours. The Stochastic

Gradient Descent (SGD) with the learning rate η for the solver is used.

Robustify with Model-based Worst-case Learning: Algorithm 1 attempts to

expose the diverse model-generated data to the neural network model during training in

order to improve the model’s robustness. Algorithm 2 is proposed with the finding of the

worst-case perturbation in each batch to guide the weight learning process.

k neighbours for each anchor data are generated in batch. Instead of calculating the

total average of the neighbour loss for the batch as in Algorithm 1, the maximum loss for
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Algorithm 1 Robustify with Model-based Augmentation (RMA)

Input: previous model fPM(w), base dataset Dn, perturbation model G

Parameters: perturbation search space ∆(ϵ), sample neighbor number k, learning

rate η

Output: updated model fPM(w′)

1: repeat

2: for batch {(x(1), y(1)), ..., (x(M), y(M))} ⊂ Dn do

3: sample δ uniformly from ∆(ϵ) for k times to obtain δ1, ..., δk
4: for k steps do

5: x
(i)
j = G(x(i), δj) ▷ generate perturbation k times for each sample

6: end for

7: L = 1
M

∑M
i=1 l(fPM(x(i);w), y(i)) ▷ normal batch loss

8: Lδ = 1
kM

∑M
i=1

∑k
j=1 l(fPM(x

(i)
j ;w), y(i)) ▷ perturbed batch loss

9: w = w − η∇w(Lδ + L) ▷ update weights with SGD per batch

10: end for

11: until convergence

12: get final updated weights w′ = w

each data point is found. Lδ,(i)max is then the largest loss among all the perturbation sampled

from ∆(ϵ) based on the i-th anchor data point in batch. The corresponding δ is then the

worst-case perturbation control for that data instance. In the Algorithm 2, the decision

boundary is reshaped by updating the weights when the worst-case perturbation is on the

wrong side of the decision boundary.

Weak Data Extraction: During the iterative development of the ADS function, it

is expected to extract hard samples or edge cases for further extending the operational

domain. The edge cases are used to further improve the robustness of the previous model.

The training procedure of Algorithms 1 and 2 requires going through the entire base dataset

by batch no matter whether the data sample is easy or hard for the previous model. In

the transfer learning process, it is expected to expose the model to the hard samples and

their neighbours such that the learned decision boundary will shift further away.

The Algorithm 3 is proposed to split the hard samples and easy samples from the base

dataset. In line 4 of Algorithm 3, the k-neighbour accuracy is compared for each anchor.

Notice that this expression can be converted to the loss computation based on (4.9). In

fact, the inner term of perturbed batch loss of line 8 in Algorithm 1 is the sampled version of
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Algorithm 2 Robustify with Model-based Worst-case Learning (RMWL)

Input: previous model fPM(w), base dataset Dn, perturbation model G

Parameters: perturbation search space ∆(ϵ), sample neighbor number k, learning

rate η

Output: updated model fPM(w′)

1: repeat

2: for batch {(x(1), y(1)), ..., (x(M), y(M))} ⊂ Dn do

3: Initialize worst case perturbation loss per data Lδmax = [0, ..., 0]

4: sample δ uniformly from ∆(ϵ) for k times to obtain δ1, ..., δk
5: for k steps do

6: x
(i)
j = G(x(i), δj) ▷ generate perturbation k times for each sample

7: end for

8: L = 1
M

∑M
i=1 l(fPM(x(i);w), y(i)) ▷ normal batch loss

9: Lδ,(i)max = max l(fPM(x
(i)
j ;w), y(i)), for j = 1, ..., k ▷ worst case loss per data

10: w = w − η∇w(
1
M

∑M
i=1 L

δ,(i)
max + L) ▷ update weights with SGD per batch

11: end for

12: until convergence

13: get final updated weights w′ = w

(4.9) whereas the worst case loss per data Lδ,(i)max in Algorithm 2 corresponds to the maximum

version of (4.9). Thus, Algorithm 3 can be run along with the training procedure by simply

conditioning on Lδ,(i) each time.
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Algorithm 3 Weak Data Extraction

Input: fixed model fPM , base dataset Dn, perturbation model G

Parameters: cutoff neighbor accuracy Cna, perturbation search space ∆(ϵ), sample

neighbor number k

Output: Dweak, Dstrong

1: procedure Weak Data Extraction

2: for (x, y) ∈ D do

3: sample δ uniformly from ∆(ϵ) for k times to obtain δ1, ..., δk
4: if 1

k

∑k
j=1 1[fPM(G(x, δj)) = y] ≥ Cna then ▷ compare neighbour accuracy

5: Dstrong = Dstrong ∪ (x, y)

6: else

7: Dweak = Dweak ∪ (x, y)

8: end if

9: end for

10: end procedure

4.3 Experiment

The experiment settings, metrics, and evaluation results are presented in this section.

First, in Sec 4.3.1, the datasets and metrics used in this chapter are elaborated. Next,

the base model sensitivity under various data and perturbations are examined, including

contrast, fog, and haze on various virtual and real datasets on classification and detection

tasks. The model sensitivity is related to the model robustness when facing the same

natural perturbations. Based on the sensitivity analysis and the data characteristics, finally

evaluate proposed robust training methods for ODD augmentation in Sec. 4.3.4. The

robust learning performance is evaluated in known distribution and the unseen shift. The

proposed training processes are compared with recent norm-ball-based adversarial training

[247] as well as data augmentation-based training procedure [248]. The effectiveness of

training strategies and the impact of the exploration space settings are evaluated. The

training details and parameter settings for all models can be found in Appendix A.4.

4.3.1 Datasets and Metrics

In the experiment, a variety of datasets are compared, including CURE-TSR [8], CURE-

TSD [249], and sampled synthetic data from CARLA [4] for evaluation. Both white-
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box and black-box-based are examined perturbation on the datasets above. In Fig. 4.3,

the signage is perturbed with contrast, brightness, and fog, respectively, with increasing

semantic nuisance parameters.

Figure 4.3: Reference traffic sign image from CURE-TSR [8] with various white-box based

perturbations by increasing δ.

The CURE-TSR [8], CURE-TSD [249] datasets also have provided images with various

challenges as shown in Fig. 4.4 and Fig. 4.5. The CURE-TSR consists of over 1.7 million

real-world signage images, including speed limit, stop sign, hump, yield, etc. The images

are labeled with different perturbation schemes and challenge levels. The CURE-TSR

[8] is utilized to examine the classification task whereas the CURE-TSD [249] dataset is

mainly used for the detection task. Compared with the white-box-based perturbation,

the challenge level in black-box perturbation does not have a directly projected nuisance

parameter δ.

In addition to the CURE-TSR/TSD dataset, 500 reference images in the CARLA simu-

lation environment are sampled as additional data. And based on the reference samples, a
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Figure 4.4: Example reference image and the perturbed ones provided in CURE-TSR [8]

with challenge levels from 1 to 5.

Figure 4.5: Example images from CURE-TSD with challenge levels 1 to 5 (from left to

right). The top row corresponds to the dark perturbation, the middle is associated with

rain and the bottom row is the haze effect.
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black-box based perturbation is deployed by adding fog, rain and changing the sun altitude

and azimuth through the CARLA interface as shown in Fig. 4.6.

Figure 4.6: Example images CARLA [4] in foggy (top), sunset and night (middle), and the

rainy (bottom) weather perturbation.

In the following experiment, 60% of data are used for training and the rest for evaluation

without specific notice. It should be noted that the trained perception models never have

access to the test data during the training phaase.

There are several widely-accepted metrics for classification and detection tasks such

as accuracy, precision, and recall [250]. The aforementioned metrics are defined as the

following. Given the True Positive (TP) as the total number of correct detections and

False Positive (FP) as the total number of false detections, the precision is defined as
TP

TP+FP
and recall is TP

TP+FN
. The detection is considered correct using the Intersection

over Union (IoU) threshold of 0.7 with respect to the ground truth bounding box.

On the other hand, the change of these metrics to measure the robustness of the per-

ception models is evaluated. The change is evaluated in two directions, the first one is the
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change with respect to the different data but the same model,

ϱ∆(ϵ)
accuracy =

1

N

N∑
i=1

1[fPM(xi) = yi]−
1

kN

kN∑
i=1

1[fPM(G(xi, δi)) = yi]. (4.25)

The change in accuracy above measures the robustness of fixed model fPM with respect

to the perturbation defined by G and ∆(ϵ). The first term in (4.25) corresponds to the

estimated performance of fPM over distribution D whereas the second term corresponds

to the estimated performance of fPM over the perturbed neighbour set Ds. The number

k corresponds to the sample times in augmentation as defined in Algorithm 1 - 3. The

change in metrics compared with before and after robustify procedure is also investigated

based on

ϱraccuracy =
1

N

N∑
i=1

1[f ′
PM(xi, δi) = yi]−

1

N

N∑
i=1

1[fPM(xi, δi) = yi], (4.26)

where the two terms correspond to the estimated performance of the robustified model f ′
PM

and the previous model fPM over the normal data distribution D, respectively. Notice that

the evaluations defined in (4.25) and (4.26) can be further extended to precision and recall

as well based on the perception task.
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4.3.2 Characteristics of Neighbour Accuracy and Robustness

The neighbour accuracy for perturbation for trained models is examined in this section.

A subset of CURE-TSR dataset [8] is chosen that consists of 20,000 clear images and the

white-box perturbation model for brightness perturbation as (4.18). Fig. 4.3 presents the

sample clean and perturbed images.

The benchmark classification models are trained using the clean images with the VGG

[251], ResNet [252] and GoogleNet [253] architecture respectively. All the benchmark mod-

els are trained from scratch using widely accepted hyper-parameters where the implemen-

tation details can be found in Appendix A.4. The clean image without any perturbations

is fed into the models. The trained models were evaluated on the test set which consists of

1660 clean images as anchors. By letting the search space for the brightness perturbation

δ ∈ [−10, 10] in (4.18) and sample in a uniform distribution by 20 times for each anchor

image, the distribution of the neighbour accuracy can be obtained for each model among

the test clean sample and the perturbation direction shown in Fig. 4.7.

(a) VGG [251] (b) ResNet [252] (c) GoogleNet [253]

Figure 4.7: The histogram of neighbour accuracy for a subset of CURE-TSR [9] with

respect to white-box based brightness perturbation among different benchmark models.

In Fig. 4.7, there are non-trivial data points with a relatively low neighbour accuracy

subject to all the trained models and the fixed brightness perturbation. The reason is that

all the models are trained with only clean images, which cannot handle properly when

facing the natural perturbation since the validation set are not in the same distribution as

the training set. In fact, all the models have over 90% classification on the clean images in

the test set. It can be observed that 34% of the test data have a neighbour accuracy of less

than 0.5 for the baseline VGG model in terms of the white-box brightness perturbation.

The same finding holds for the other two baseline models. The ratio of the data points

that have less than 0.5 for the other two models is around 25%. This implies that a large
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portion of data is weak to the given brightness perturbation. This portion will increase

further if setting the required neighbour accuracy for strong points higher up to 0.8. The

presence of weak data points corresponding to the specific semantic perturbation reflects

the degradation of the model robustness. The observation in Fig. 4.7 shows that the

neighbour accuracy can be a distinguishable measure for the robustness in terms of the

specific natural perturbation direction as indicated in (4.7), given the trained model.

(a) VGG [251] (b) ResNet [252] (c) GoogleNet [253]

Figure 4.8: The histogram of neighbour accuracy for a subset of CURE-TSR [9] with

respect to white-box based contrast perturbation among different benchmark models.

The neighbour accuracy under the contrast and fog weather variation are examined in

Fig. 4.8 and Fig. 4.9 respectively. Similar to the brightness perturbation, the neighbor

accuracy varies widely across data points for the given natural variation. The non-robust

data points (neighbour accuracy less than 0.5) take about 40%, 32% and 31% among the

three models for the contrast perturbation. Similarly, it can be observed that over 42%,

48% and 36% of the anchor data are identified as weak data points in the fog weather

perturbation shown in Fig. 4.9. The models trained on clean images are considered fixed

decision boundaries for any data points, and the neighbour accuracy reflects the local

robustness of the natural perturbation. The weak data points are those close to the decision

boundary, and the natural perturbation results in neighbours across the side, whereas the

strong points are those further away from the decision boundary, and the neighbours stay

on the same side for the given perturbation in the representation space. It can be concluded

that the neighbour accuracy and its conjugate neighbour loss are distinguishable measures
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(a) VGG [251] (b) ResNet [252] (c) GoogleNet [253]

Figure 4.9: The histogram of neighbour accuracy for a subset of CURE-TSR [9] with

respect to white-box based fog weather perturbation among different benchmark models.

for model robustness related to both perturbation direction and the data point itself. In

this case, to robustify the model in terms of particular semantic perturbation, the goal is

to train the model such that the perturbation will not cross the model decision boundary,

which agrees with the analysis in Sec. 4.2.4.

In addition to the characteristics of neighbour accuracy across different perturbations

and models, the association between data points and the local robustness is investigated.

First, three hundred weak data (neighbour accuracy less than 0.5) are sampled associated

with the VGG model and fog perturbation. For each weak data, the corresponding neigh-

bour accuracy is calculated for the other two models and perturbation directions. The

final neighbour accuracy across models and perturbation on the selected weak data are

associated in Fig. 4.10. It shows that most of the weak anchor data for VGG model on fog

perturbation remain low neighbour accuracy in other models and perturbation direction.

The observation in Fig. 4.10 indicates the strong correlation of the neighbour accuracy

across model (trained on the same clean data) and the natural variations. In fact, the

distribution of neighbour accuracy on different perturbations looks similar in Fig. 4.10. It

can be further concluded that neighbour accuracy is more related to the data as a measure

of local robustness. Different perturbations will affect the local accuracy, but not deci-

sively. From the data distribution perspective, the model trained with clean data learns
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a decision boundary that distinguishes the label from the representation of clean data.

The data point and its perturbed neighbours form a new distribution in the representation

space where the distance between the feature distribution and the model decision boundary

finally reflects the local robustness. The correlation of the neighbour accuracy across the

models is very strong, with a spearman correlation of 0.85. It is not surprising to find such

a high correlation since the model is trained with the same clean data set with only the

backbone difference.

Figure 4.10: The scatter plot for the test performance of the ResNet and GoogleNet models

(trained on clean image) selected weak data from the VGG benchmark.

Similarly, Fig. 4.11 presents the correlation for various models and perturbation di-

rection for the strong data (with neighbour accuracy greater than 0.8) identified in the

VGG benchmark. It can be observed that the characteristic of neighbour accuracy shares

similar traits for strong data points as well. Even though there are many points drop off
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in Fig. 4.11 since they are not considered as strong data in the other two models, it can be

still observed that the strong correlation for the remaining ones across the two backbone

structures (with a spearman correlation of 0.87).

Figure 4.11: The scatter plot for the test performance of the ResNet and GoogleNet models

(trained on clean image) selected strong data from VGG benchmark.

Fig. 4.10 and 4.11 indicate that the attributes of local robustness are shared across

models with different backbone given the same training set. An image data with relatively

low neighbour accuracy for one specific model and perturbation stays weak on the model

with other backbones and perturbations. For example, it is easier to identify a forbid sign

than a bicycle lane sign because the former has a much more straightforward representation

in the feature space and is easier to identify than the latter.

In ODD augmentation, the fixed perception model fPM can either have a structure

update or a major update based on transfer learning on new data distribution. The results
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in this section indicate that even with a structure update, the performance on the model

robustness will not have a clear improvement given the same training data distribution.

The ODD augmentation should focus on the training data distribution augmentation and

target to obtain the decision boundary further away from the feature clustering in the

representation space of both clean data and the perturbed ones.
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4.3.3 Sensitivity to Natural Perturbations

In this section, the sensitivity to different natural perturbations is examined by compar-

ing it with the reference performance. The GoogleNet [253] backbone is used to train a

standard reference model using the clean data as well as the Level 1 in CURE-TSR data

[8]. The reference performance shows a test accuracy of 93.13% on the clean data. The

robustness of the model is measured by the change in accuracy in terms of different natural

perturbations. This accuracy change also represents the model’s sensitivity corresponding

to different types of perturbations.

The performance drop due to various perturbations on the clean data is evaluated on

the same type of model, e.g., the previous perception model trained with clean images

without considering any natural perturbations is shown in Fig. 4.12. Results show a

significant drop in accuracy when evaluating the subset with natural perturbation since

the tested dataset is shifted from the clean data due to the natural perturbation mapping

G. The trained model never saw such shifted distribution in the training phase. Based

on the results in Fig. 4.12, the model classification performance dropped significantly in

a linearly-quadratic fashion. The white-box model generates the natural perturbation by

randomly sampling the nuisance parameter in a predefined range to control the challenge

level. For example, δ ≤ 5 is considered to be the level 1 challenge, 5 < δ ≤ 10 for level

2, and so on for the white-box-based brightness (darkening) perturbation. Similar search

spaces are defined for fog, contrast, and rain. The combined version takes the uniform

sample of all the perturbations mentioned above space and processes the image data in a

sequence of natural variance generation model G.

In the white-box natural perturbation category (Fig. 4.12 (a)), all perturbations have

a clear drop in accuracy after challenge level-3. The darkening and contrast perturbation

has less performance drop than fog, rain, and combined cases. It can be noticed that

there is similar degradation of performance after challenge level-3 in 4.12 (b). However,

the model performance is much more sensitive to the CURE dataset’s darkening factor

than the white-box model’s perturbation. This is partly because the unknown black-box

model generated for CURE dataset is different from the white-box model. Another more

important reason is the difference in terms of the “challenge level” between the two. From

our eye inspection, the image generated from the white-box darkening process of challenge

level 4-5 is at the same level as 2-3 in CURE dataset.

The effect of natural perturbation types over the perception model performance is

further examined on detection tasks compared to the relatively easy ones. The input of
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(a) White-box Natural Perturbation (b) CURE-TSR Challenges

Figure 4.12: Comparing the drop of classification performance in various natural pertur-

bations in terms of different challenge levels. The black line corresponds to the reference

accuracy evaluated on the clean image data for the model (trained on clean image). There

are different levels of performance drop in terms of various semantic perturbation direc-

tions and levels. (left: perturbed using white-box models, right: obtained from CURE-TSR

dataset, considered as black-box)

this task is the full image shown in Fig. 4.5 for the CURE-TSD data and Fig. 4.6 for

the virtual environment data. The evaluation metric is then the precision and recalls,

where the former represents the ratio of the number of true positives to the total number

of positive predictions, whereas the recall is the number of true positives to the total

number of relevant objects. The reference model reports the detection performance with

0.78 and 0.63 precision and recall on the data without any challenge levels (the black

reference line in Fig. 4.13). The resulting precision and recall are presented in Fig. 4.13

for each perturbation type and challenge level. Similar to the classification task, the model

performance drop significantly on challenge level 3-5 for both precision and recall. The

overall natural perturbation in blur results in a degradation of 0.08 to 0.23 in precision

(10% - 29% to the reference model performance). The variation in fog, rain, and darkening

further reduces the performance by up to 56% compared with reference precision. The
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(a) CURE-TSD Precision (b) CURE-TSD Recall

Figure 4.13: Comparing the drop of detection performance in various natural perturbations

in terms of different challenge levels in CURE-TSD dataset. The black line corresponds

to the reference accuracy evaluated on the clean image data for the model (trained on

clean images). There are different levels of performance drop in terms of various semantic

perturbation directions and levels. (left: model precision, right: model recall)

model performance degradation in the recall is slightly larger than precision which means

that the natural perturbations result in more false negatives than false positives at the same

challenge level. The performance drop in recall ranges between 13% to 64.5% compared

to the reference one. Additionally, it can be noticed that the trend in performance drop

in terms of the perturbation type agrees in Fig. 4.5 (a) and (b) since they share the exact

challenge level definition. It reflects the importance of using the same standard to describe

ODD.

The sensitivity to the perturbation is also examined for the virtual data and black-box

model perturbation based on Unreal Engine as mentioned in Sec. 4.2.3. The example image

has been illustrated in Fig. 4.6, and the challenge level is directly defined using the interface

provided by the simulation engine. The challenge levels from 1 to 5 are sampled by setting

the corresponding weather parameter in Carla from (0, 20], (20, 40], (40, 60], (60, 80] and

(80, 100] since the range of precipitation, fog and darkness are set from [0, 100]. The clean
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(a) CARLA - Precision (b) CARLA- Recall

Figure 4.14: Comparing the drop of detection performance in various natural perturbations

in terms of different challenge levels in virtual data extracted from CARLA. The black line

corresponds to the reference accuracy evaluated on the clean image data for the model

(trained on clean images). There are different levels of performance drop in terms of

various semantic perturbation directions and levels. (left: model precision, right: model

recall)

image is directly sampled from sunny weather with all the perturbation-related parameters

set to 0. It can be seen that almost all the perturbations degrade the detector performance

with an increase in the challenge level, as illustrated in Fig. 4.14. One exception for the

darkening effect in challenge level 1 is that the model has slightly better precision than the

reference model since the natural variation generated based on the Unreal Engine black box

in the low challenge level is not significant to change data distribution. Nevertheless, the

precision dropped by about 30% in precision and 53% in recall compared to the reference

model trained and evaluated in challenge-free virtual data.

The results in this part show that there will be a performance drop when evaluating the

out-of-distribution (unseen) data for the model trained on clean images. In particular, the

model sensitivity to different types of natural perturbations reflects the local robustness

of the original model when facing the new data distribution out of its originally designed
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domain of operation. The local neighbour accuracy and drop in model performance can be

a good measure of the current perception model’s robustness to natural perturbations. One

can observe that the sensitivity trends agree with the local neighbour accuracy measure.

However, there is still a lack of universal standards for defining the qualitative descrip-

tion of natural perturbation. For example, the challenge levels used in the white-box, and

black-box models are different compared with the drop in performance compared with the

reference model. In order to calibrate such qualitative description more quantitatively,

it is expected to use the degradation of performance with fixed reference and fixed data

distribution which will be examined in the next section. Setting an industry standard for

the quantitative description of the ODD challenge levels seems to be a promising future

direction based on the proposed framework.

4.3.4 Evaluation of Robust Training

In this section, the effectiveness of robustness training is evaluated and compared with

standard training methods such as Stochastic Gradient Descent (SGD) [254]; the recently

proposed adversarial training method, projected gradient descent (PGD) [247]; data aug-

mentation training method AugMix [248]; and the proposed RMA, RMWL strategy with

and without strong/weak data filtering. The PGD method considers adversarial samples

with a multi-step variant Fast Gradient Sign Method (FGSM), which is L∞-bounded. On

the other hand, the AugMix approach mix chains of augmentation operation and enforce

the generated image with consistent embeddings to feed into the standard training process.

The training procedure and settings details can be found in Appendix A.4.

Performance Evaluation on Known Distribution

The reference model is trained in the combined dataset of real (CURE-TSR) and virtual

data obtained from the CARLA simulator. For reference purposes, the data being exposed

to all the training models are the clean virtual data and the challenge-level 0-2 data in

CURE-TSR. The performance of natural perturbed training is first evaluated on the seen

distribution, e.g., the challenge-level 0-2 validation data. The models do not see these

data in the training phase, but the test images are in the same distribution as the training

data. The results are presented in Table 4.1 where the reference model trained using the

SGD procedure reached a classification accuracy of 94.16%. It can be observed that both

the proposed methods and the adversarial training with PGD and augmentation training
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with AugMix provide about a 1-2% boost in classification performance compared with the

reference one. This implies that the robust training will not reduce the model performance

on the original dataset, which is a critical assumption in the ODD augmentation task. It is

worth noting that the model that is trained with “only weak data” have an unfair compar-

ison here since they only access a subset of the training data extracted using the procedure

3 and the anchor data with neighbour accuracy greater than 0.8 for corresponding pertur-

bation are filtered out in the training process. Neglecting the strong data will result in

minor degradation of the model performance on the original data distribution. However,

in the continuous development process, these strong data points are already accessed in

previous training steps and will not necessarily be needed for the transfer learning process

for the model update.

Table 4.1: Comparing the performance and robust training on clean data.

Change of test accuracy

Methods base dataset only weak data

SGD [254] 94.16 (0) NA

PGD [247] +1.1 NA

AugMix [248] +0.62 NA

RMA

Fog +1.21 -1.3

Rain +1.31 +1.22

Combined +2.86 -1.31

RMWL

Fog +0.87 -1.77

Rain +1.29 +1.26

Combined +2.12 -1.65

Effectiveness of Robust Training on Unseen Natural Perturbations

The robustness of natural perturbed training is first evaluated in the data set with challenge

level 3-5. Notice that these data are not accessible during the training phase for all the

training procedures. All the models are trained to map the challenge-level 0 to 2 data from
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subsets of CURE-TSR and clean images from CARLA to predict the classification label.

The results in presented in Fig. 4.15, where the reference robustness can be observed as

the gap between the black dashed line and the solid line for the SGD reference.

By comparing each row in Fig. 4.15, the effectiveness of the robustify approaches in dif-

ferent perturbation directions is shown. The proposed RMA method even outperforms the

reference model tested on clean data in the fog and rain natural variation. The robustness

change can then be expressed as the gap between the robust training model and the dashed

reference (reference model evaluated on challenge samples) over the gap between the solid

and dashed lines (same model evaluated on different distributions). The percentage of in-

crease of model robustness is then 61% for PGD, 67.7% for AugMix, 86% for RMWL, and

105.3% for RMA strategy in the fog perturbation direction. The trend looks similar for the

rain perturbation direction as well. Notice that the weak data extraction process does not

have an evident impact on the increased robustness in these two cases, even though the

number of training samples is reduced by about 10 ∼ 20%. In the darkness perturbation

setting, the robustness improvement of the PGD method is around 68% and AugMix on

about 58%. The RMWL method reaches a similar level of improvement between PGD and

AugMix, whereas the RMA obtains the best among all strategies with an 84.5% increase

in the model robustness.

The proposed strategies significantly improve the model robustness corresponding to

the specific unseen distribution shift over the baselines. The results show that RMA and

RMWL can cover well the unseen natural perturbation resulting in distributions with the

generation model and predefined search space. Furthermore, it reflects that data aug-

mentation often works better than updating the network weight search directions. Notice

that the norm-ball-based adversarial training such as PGD works well on the simpler per-

turbation model, such as in the darkness case, because the natural variation generates a

distribution shift in feature space covered in the bounded norm-ball.

Effectiveness of Exploration Space

The proposed robust training methods are further examined by varying the exploration

space parameters in Fig. 4.16. The white-box model of fog (4.19), and rain (4.21) is used

here for modeling the natural perturbation. In Fig. 4.16 (a), the exploration space is

set with ϵ1 = 0.4 such that the exploration space for nuisance parameter is β ∈ [0.05, 4].

This range is selected based on the experiment in [236], where β ∈ [0.05, 4] corresponds

to a clear to thin fog based on human judgment with a visibility distance over 1 km.
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Figure 4.15: Model robustness evaluation on unseen perturbation for various training pro-

cedures. The black solid lines denote the reference model performance on clean data and

the dashed denotes the reference model performance on the unseen perturbation data. The

plus, cross, and circle signs correspond to the different trained models evaluated on the

unseen perturbation set. The gap between the dots to the black solid line reflects the

robustness (the lower the better).
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(a) Fog variation (b) Rain variation

Figure 4.16: The performance evaluation for the proposed methods with different settings

of exploration space.

The search space is extended to [0.05, 70] to reach a thick fog synthesis with less than a

200 m visibility range. It can be observed that with larger exploration space, the model

robustness improved further for both RMA and RMWL processes with increased challenge

levels. The larger exploration space configuration provides about 16% to 20% of the model

robustness improvement in challenge level 3-5. Due to the data balancing issue, the larger

exploration space results in lower performance in less challenging cases because the model

is over-exposed to the perturbed data. Even though both RMA and RMWL can improve

the model robustness when facing the unknown distribution shift, the RMWL algorithm

reported slightly better performance in more challenging subsets. This is because the loss

update direction always aims for the worst case in RMWL, whereas the RMA’s loss update

is related to the randomness included for k perturbed neighbours.

In Fig. 4.16 (b), the exploration space for rain synthesis δrain ∈ ∆(ϵ1) = [0, 100] and

ϵ2 = 200 with the unit (mm/hr) as the indication of rainfall rate in (4.22). The proposed

methods RMA and RMWL can improve the model’s robustness to the rain variation. No-
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tice that the exploration space deviates from the robustness improvement in the challenge

level since the larger exploration space means the model can access pseudo-perturbed data

distribution generated by the white-box perturbation model during the training phase.

The proposed robust training procedure utilizes the generation model to obtain the tar-

get distribution and update the model weights with the batch neighbour loss during the

transfer learning phase.

4.4 Discussion

This chapter investigates the ODD augmentation problem for perception models that heav-

ily rely on data-driven learning. The problem of extending the operational domain for the

perception system is modeled as a robust learning problem when facing unseen natural

variations in the continued engineering process. The natural variation when ADS outside

of its designed ODD that defects the perception model performance has been investigated,

and the typical models that synthesize such perturbation have been compared, and both

white-box and black-box strategies are considered. Both natural perturbation generation

strategies aim to reconstruct the corruption that the “unknown” environment could pro-

vide to the observation based on a semantic description such as rain, snow, or day and

night.

This chapter proposes that the perception model’s robustness should be character-

ized by the source data and the target data (the semantic perturbation direction) and

the model that can shift such data to the “unseen” challenging ones. The character-

istics of the data, such as neighbour accuracy and loss, are introduced to represent the

model’s local robustness to a given perturbation. Two robust learning processes were

proposed by taking the general approximation of the natural perturbation model and the

batched neighbour loss. Leveraging the neighbour accuracy property, a filtering strategy

is proposed to extract more challenging data for future model validation and continued

learning. The proposed methods are compared with recent norm-ball-based adversarial

training and data augmentation methods. The advantage of the proposed robust training

based on model-based perturbation is evident in all tests, especially with more challenging

natural perturbation. It is suggested that a reference model be used to provide sensitiv-

ity (a reduction in perception performance) at anchor data and the corresponding noisy

data. When comparing the robustness of two models, the performance degradation can

also provide us with the pseudo-calibrated robustness measure.
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The primary weakness of this study is that the transfer learning process cannot guar-

antee performance, especially after several cycles of ODD augmentation. Notice that this

weakness is still an open question in the transfer learning domain of research. The other

shortcoming is that, for now, the robustness training relies on the perturbation model’s

correctness. Since the perturbation model is fixed, the lack of randomness may be causing

a drop in actual data with combined noises. For future work, borrowing the ideas from

domain adaptation and randomization [255, 256] could be beneficial when extending the

exploration space and further improving the model’s robustness to combined perturbations.

The results of this investigation could also be helpful in guiding future research in

challenging test case generation and validation for perception models. In particular, the

weak data extraction procedure can be used to construct a challenging set to adjust the

data balancing issue during the training procedure and for validation in the next cycle of

perception model development. The quantitative description of the semantic perturbations

could hopefully provide a standard in the ODD description to settle these high-level pieces

of information that are important to the driving task.
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Chapter 5

ODD Monitoring

The high-level autonomy requires the system to monitor the operational condition and

respond to any violations by warning the user (Level 2-3), performing the DDT fallback

(Level 4-5) [28]. Accepting ODD for safety assurance in the autonomous driving industry

is based on an implicit assumption that ODD can be “perceived” in real-time vehicle

deployment. Therefore, real-time monitoring of ODD is the foundation for achieving the

Safety of the Intended Function (SOTIF). Real-time assessment for the perception modules

(black box), usually faced with uncertainties during operation due to their data-driven

nature, is the primary focus of this chapter.

5.1 Related Works

There are two typical strategies to monitor the ADS operational domain. The first of which

is monitoring by software and hardware malfunction signals. Horwick et al. proposed a

strategy and architecture for ODD monitoring in autonomous driving in [257]. Their safety

monitor relies on the warnings and fault signals from functional modules that provide

a sense of self-awareness. In [258], the authors discussed the detection framework and

boundary degradation problem in ODD. They propose that the operational domain can be

reduced during real-time operation depending on the hardware and software component

malfunction.

Another type of ODD monitoring system utilizes redundancy information, such as ge-

ofencing with map information or rule checking based on a predefined truth table. In [257],
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the authors discussed the necessary details for monitoring the system failures and trou-

bleshooting based on redundancy for a driving assistance system. Reschka et al. proposed

using skill graphs to monitor the system performance during operation and skill levels to

make driving decisions in [259], which incorporates the idea of modeling abilities in a dia-

gram with dependencies. Authors in [260] proposed an approach to identify the ODD with

statistical data and risk tolerance attached to the geographical map. The authors attempt

to make the ODD of the ADS part of the map attributes so that a simple geofencing

strategy can be directly applied given the environmental conditions.

In this chapter, the ODD monitoring problem is investigated following the later strategy

that utilizes the redundancy information, typically combining the likelihood of failure of

the perception modules with map information and environment conditions.

5.2 Problem Formulation and Preliminaries

The operational design domain of PM mentioned in the previous chapter with the frame-

work depicted in Fig. 5.1 is investigated. First, the ODD monitoring problem where the

HD-map is unavailable is investigated. In this case, the only trusted source of clues is the

real-time environment information (scenario and weather type) and the offline validation

results on the PM (offline obtained ODD). The coarse scenario and weather type (high-

way or city road; sunny day or rainy) can be obtained by online querying with a rough

localization in real-time [261]. The estimation checker design that only utilizes the PM ’s

offline validated ODD for various sensors in online monitoring is presented in Sec. 5.3.

The HD-map can be considered a hidden sensor that can help the ADS accurately

locate itself, and the information provided can be used as pseudo ground truth to check

the results (lane lines, static objects) from the operating PM to estimate how well the

perception works.

5.3 ODD Monitoring without Map Matching

The perception systems in an autonomous vehicle are heterogeneous and produce mea-

surements with different accuracy in various driving situations. Considering the case when

there is no HD-map for ground truth reference, it is proposed to use the offline performance

measure to infer the online performance.
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Figure 5.1: The proposed framework of ODD monitoring strategy with and without map

information.

5.3.1 Probabilistic Model for Causal Relation

Based on the framework proposed in Chapter 3, the offline ODD model of the PM can

be formulated as a conditional probability measured from the validation process. Bayesian

Networks (BN) [262] can be used to propagate the probabilistic relationships between the

failure in PMs and the ODD violation case. The BN allows for modeling in probabilistic

relation among random variables in a graphical representation. For example, consider

a known environment env, and the event as a random variable sf that the PM failed

to provide an accurate object map OM. The relation between the two events can be

described by

P [env, sf ] = P [sf |env] · P [env], (5.1)

which can be depicted with the simple network depicted in Fig. 5.2. The oriented edge

connects the pair of nodes in the BN model implying that the parent (env in Fig. 5.2)

has a direct influence on the child (sf in Fig. 5.2). The conditional probability P [sf |env]
quantifies such effect from the parent node to the child. The random variable sf that

describes the PM failure can also interpret as a sensor or other function failures in the

ADS.
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Figure 5.2: Two events BN example of PM failure and the driving situation.

5.3.2 Example

Consider an ADS with two perception modules, each of them having a different level of

accuracy in various driving situations. The offline validated Likelihood of Failure (LoF)

of the perception modules is obtained in Table 5.1. The LoF can be defined based on

LoF = 1−mAP IOU=0.5 to represent the probability that the PM will fail under the given

driving situation. The notion mAP IOU=0.5 stands for the Mean Average Precision (mAP)

in object detection task with the bounding box Intersection over Union (IoU) threshold

set as 0.5. Other perception metrics can be used as they can be obtained from offline

validation based on the framework proposed in Chapters 3 and 4.

Atom-Scenario Weather PM1 LoF PM2 LoF

S1-Straight 2-Lane City Road
Normal 0.15 0.25

Rainy 0.35 0.32

S2-Intersection
Normal 0.28 0.26

Rainy 0.46 0.33

S3-Curve City Road
Normal 0.18 0.06

Rainy 0.37 0.92

Table 5.1: Example of Validated Likelihood of Failure (LoF) for selected situations. PM1

and PM2 can be different perception modules, for example, an object detection module,

and a lane estimation module.

CASE I: ODD Monitoring Encoded to Map

In the simplest case, the BN can be formulated as depicted in Fig. 5.3 with only one

integrated PM . In this case, the PM can be implemented in various ways (camera-

based, LiDAR-based, or sensor fusion) but only output one set of observation results. For
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demonstration purposes, PM can be set to be the PM1 in Table 5.1 and neglect PM2.

Figure 5.3: Formulation of the ODD monitoring based on the hard encoding for single

perception module.

Notice that the env node (in green) is observable in this case, whereas the rest two

nodes are hidden. When the env node is known as a constant, the only causal connection

is between PM fails and the event of ODD violations. Thus, the ODD monitoring problem

is to build a binary classifier based solely on the information from the prior conditional

probability of PM failure. As a demonstration, a discrete threshold λ = 0.2 is set on the

LOF, for example, LOF > λ, to indicate the out of the ODD event. The ODD monitoring

classifier in this formulation can then be written as

ζ(u;λ) −→ {0, 1}, u = env. (5.2)

In this case, by examining the offline validated probability table in Table 5.1, the out-of-

ODD warning should be activated at every intersection or when operating on rainy days.

The offline information can be encoded directly to the map as a geofencing function so

that all the ODD condition is hard-coded with a geopositioning coupled with the weather

condition. This is similar to the ODD formulation concept proposed in [260] that the

conditions are directly encoded in the map. The ODD formulation can be extended to

other regions given similar atom scenarios. A novice human driver might follow the same

pattern to increase their attention on the road, similar to the CASE I formulation of ODD

monitoring. For example, human drivers would pay extra attention to the harsh weather

or the region that they have no experience driving before.

CASE II: ODD Monitoring with Redundancy Module

The autonomous vehicle can implement a redundant perception module for robust state

estimation, and safety assurance purposes [263]. Consider the safety module of the ADS

has a redundant PM2 that outputs the objects in the same format of PM1, but they have

a different level of accuracy as listed in Table 5.1. The graphical model depicted in Fig.

5.4 can be obtained based on the probabilistic modeling using BN.
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Figure 5.4: Formulation of the ODD monitoring based on the Bayesian Network with two

perception modules in parallel.

It is assumed that the two perception modules generate x1 and x2 to represent the vector

of states of the observed objects. Since the two perception module generates the object

map in the same format, it can be observed a match metric between the two perception

results. The perception module has two states regarding the observation x, namely valid

and invalid. However, they are hidden due to the missing ground truth, and the only

evidence is the env and the match metric k(∥x1,x2∥). The match metric measures the

correlation between the two observations, and the function k(·, ·) should be smooth and

decrease when the difference between x1 and x2 increases. One potential function choice

of k can be the Gaussian kernel [264] (shown in Fig. 5.5):

k(∥x1,x2∥) = e−
βc
2π

∥x1−x2∥2 . (5.3)

In this case, the ODD monitoring classifier can then be written as

ζ(u;λ, λm) −→ {0, 1}, u = {env, k(∥x1,x2∥)}, (5.4)

where both thresholds for the LOF λ and the threshold on the estimated state distance of

the redundancy modules λm are compared when classifying the results. The classification

rule takes account of all the posterior distribution of the nodes in the network shown in

Fig. 5.4. Typically, the ADS user should be warned in the following two cases: (1) the two

perception modules provide contradicted estimations (2) both of the perception modules

are not working well in the given driving situation by our previous knowledge. Thus, the

classifier can be formulated as

ζ(env, k(∥x1,x2∥);λ, λm) =


1, if (LoF 1(env) > λ) & (LoF 2(env) > λ)

or (k(∥x1,x2∥) > λm),

0, otherwise.

(5.5)

The ODD monitoring with redundancy module is developed based on the case I for-

mulation with an extra observable metric node in favor of the redundant module. This
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Figure 5.5: The Gaussian kernel as the covariance function with different values of βc.

BN-based formulation can be flexible and extend to more general cases of N redundant mod-

ules. However, the autonomous vehicle application is usually more applicable with “1+1”

redundancy implementation as suggested in [265]. In comparison to human driving, the

classifier proposed in (5.5) can be viewed as two rookie drivers (perception modules) mon-

itoring the driving situation and comparing their observations before deciding on whether

the condition is safe enough for them or a professional driver (human driver) is needed to

take-over.
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5.3.3 Discussion

The ODD monitoring without map matching can be modeled with the flexible probabilistic

approach that can incorporate the offline knowledge from validation to encode the ODD

attributes in the map directly. Additionally, the observations from the redundancy module

can be included to help the online monitoring model to classify the driving situation, not

solely by offline experience.

The ODD monitoring strategy can be further extended in the case I formulation by

exploring the atom scenarios. In this example, only the geometric and weather aspects

of the driving situation are considered. If the probability table obtained from the offline

validation step include the components such as connectivity (Layer 6 in Fig. 3.2), the

ODD of applications such as CAV can be included in the map encoding as well. In the

case II formulation, even though an additional redundant perception result is available,

the ground truth referencing is still missing. The perception results matching between the

two modules do not necessarily guarantee a correct perception (safe driving situation). For

example, there could be cases where the two modules perform poorly and do not perceive

the object in front of the vehicle. In that case, the correlation between the observations

k → 0, but it is unsafe to trust the current state estimations. Introducing the redundant

perception module in the ODDmonitoring classifier proposed in (5.5) utilizes the additional

evidence and provides stricter rules compared to the case I formulation. However, the

problem arises when one of the perception modules is way better than the other. The

overall monitoring system will generate many more false alarms when one module makes

the proper observation but the other keeps making mistakes. This brings requirements

when designing redundancy systems. The two perception modules should avoid the case

that one completely covers the capability over the other.

One of the significant drawbacks of the proposed approach is the number of atom sce-

narios that need to be tested during the offline validation step. Every edge of the BN rep-

resents a dependency between the connected random variables and should be defined with

a probability distribution. However, the probability distribution between the nodes can be

defined with more sophisticated ones since the perception module failure and observation

matching may depend on the parameters such as distance, field of view, etc. Furthermore,

the ODD monitor may also consider attributes such as the object distance and road curva-

ture to refine the classification step. These attempts will increase the model’s complexity

and will be investigated in future work.
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5.4 ODD Monitoring with HD Map

HD map is one of the core technologies that support autonomous driving applications,

especially in constraint scenarios where the map can be pre-sampled. The HD map pro-

vides critical semantic (drivable areas, signage) and geometric (lane attributes) information

about the driving environment. This information provided by the HD map can be used as

a pseudo-ground-truth reference to detect violations of ODD conditions.

Figure 5.6: Formulation of the ODD monitoring based on the map checking and stacked

perception modules.

5.4.1 General Architecture

Consider the autonomous vehicle equipped with a front camera to observe the lane mark-

ings and LiDAR to observe the landmarks. This section considers that separate perception

modules do not return the object map in the same format, which is different from the case

II formulation. As depicted in the causal map in Fig. 5.6, the environment will influence

camera and LiDAR-based modules differently. For example, the road signs and signal

boards are retro-reflective and can be robustly detected using LiDAR intensity measures.

However, it is not the case for camera-based perception. It is also assumed that all sensors

are well-calibrated and share the same pose with the vehicle, and the distortion of the

sensor has been removed [266].

The coordinate system is shown in Fig. 5.7 where {W} defines the world frame that is

used for HD map querying. The vehicle reference frame with Xvc pointing to the vehicle

heading is defined as {VC}. The 2-D coordinate is accepted here for simplicity, which can

be extended further to a 3-D world map. The HD map database contains the actual world
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Figure 5.7: A demonstration of the landmark and lane marking observation and matching

in the world frame and vehicle reference frame (based on ISO 8855 [10]). The measurements

in the vehicle frame can be transformed to the world frame and vice versa based on the

pose and calibration.

position of the landmarks and lane markings. The location of the i-th landmark in the

HD map is denoted as a single point pW ∈ R2. Note that in reality, a landmark usually

consists of a set of points; however, landmark location pW can be selected at the centroid

of the point set.

The vehicle pose at the world frame can be directly obtained through an onboard

localization algorithm. Since it is assumed that the same pose for the vehicle and sensor,

then rigid body transformation from the vehicle reference frame to the global frame at

time t can be described as

T VC→W(pWt ) = R(pWt ) + pWego, R =

[
cos θt − sin θt
sin θt cos θt

]
(5.6)

where θt corresponds to the vehicle heading (rotations about the origin) at time t.

The basic map features are extracted within a pre-defined range around the vehicle.

For lane markings, a forward-looking rectangular area originating from the vehicle center

(the yellow area in Fig. 5.7) is used to search the markings of the vehicle’s current lane.

Similarly, the related landmarks of the ego-vehicle are filtered out using a circle centered at

the vehicle’s origin (the purple area shown in Fig. 5.7). These pseudo-ground-truth labels
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extracted from the HD map are then used for the online estimation of perception system

performance. The goal is, given the HD map database Dmap, the ego vehicle pose at world

frame pWego, perceived lane markings and landmarks {lm1, lm2, ..., lmn} ∈ OM, decide if

the current perception system in this architecture still in its ODD.

5.4.2 Lane Marking Measurements

The lane markings can be extracted from the front-view RGB camera image using various

techniques, such as Inverse Perspective Mapping (IPM) based lane detection [267], weighted

regression [268, 269], and semantic segmentation [270]. Overall, the perception system is

expected to output the estimation of lanes to implement in-lane localization, lane keeping,

etc. The lane estimation in the vehicle reference frame is expected at least to help these

ADS functions. The details of the implementation can be referred to in Appendix A.5.

In our work, the perceived lane markings at time t are projected to the vehicle reference

frame such that the left and right adjacent lane lines are obtained in parabola model [271]

yl,t = al,t + bl,txt + cl,tx
2
t (5.7)

yr,t = ar,t + br,txt + cr,tx
2
t (5.8)

where the subscript l and r denote left and right adjacent lane marking, respectively. The

values [a, b, c] are the coefficient of the parabola model. The barrier and guardrail can

be estimated using the same model to represent the lane boundaries. The lane markings

here are only used to define the road boundaries. Similarly, the actual lane markings can

be extracted from Dmap based on the vehicle pose at the discrete time t and a given region

of interest. The actual left and right lane lines {ŷl,t, ŷr,t} can be obtained in the similar

format as (5.7).

Two sets of parabola equations can be obtained from the VC frame from the previous

step. Both sets can vary in size and range of the line. Consider in the region that the actual

left and right lane lines exist; however, if fewer than two parabola lines are detected in

the perception module, the event that “lane missing” will be triggered, and the lane mark

match metric will be “not match”. In reality, perception modules will produce estimation

on more than two lanes [268], only the nearest lane markings that define the current driving

lane of the vehicle are considered. If the reference lane markings are unavailable (typically

in the intersection as shown in Fig. 5.8), the lane marking estimation is ignored from the

perception module. The other case is that the lane markings get shorter when a vehicle
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approaches the intersection (Fig. 5.8). In this case, an additional constraint on xt can be

applied,

ŷl,t = al,t + bl,txt + cl,tx
2
t , xt ∈ [0, d] (5.9)

ŷr,t = ar,t + br,txt + cr,tx
2
t , xt ∈ [0, d]. (5.10)

Figure 5.8: Sample front images from real (top row) and virtual (bottom row) driving

environments. The left corresponds to the cases where the reference lane markings are

unavailable, whereas the right two images correspond to the case with shorter lane infor-

mation approaching the intersection.

To verify the land markings between the HD map database and those perceived in the

current time frame, The following features are recorded for further analysis.

1. Averaged deviation error: A consistent number of M points were sampled from each

pair of parabolic, and each point can have the point-wise error ∥ŷ−y∥. The averaged
deviation error for each frame of observation can then be calculated as

eade =
1

M

∑
max(∥ŷl(x)− yl(x)∥, ∥ŷr(x)− yr(x)∥), x ∈ [0, d]. (5.11)

95



The maximum point-wise error in the adjacent lanes is selected in the [0, d] forward-

looking range. Overall, the expression in (5.11) evaluates the average lateral dis-

placement error.

2. Weighted deviation error: It is worth noting that the perception system may have

a larger error when estimating the lanes far away from the current position. That

is, a large error of the lane displacement at 30m away does not necessarily have the

same impact on safety when the same error at the current location. By applying the

weight αx along the sampling points, the weighted deviation error can be calculated

as

ewde =
1

M

M∑
i=1

αimax(∥ŷl(x)− yl(x)∥, ∥ŷr(x)− yr(x)∥), x ∈ [0, d], α ∈ (0, 1]. (5.12)

It should be noticed that these metrics are sensitive to localization (and calibration)

since it provides the translation between the coordinates and querying evidence for ex-

tracting the pseudo-ground truth. These effects will be further analyzed in Sec. 5.5.

5.4.3 Landmark Measurement

Various landmark features can be used to verify the driving condition, such as the light

poles [272], road signs [273], and even buildings [76]. The sensor implementation for the

landmark perception could vary from the camera, LiDAR, or fusion to provide both the

semantic and geometric information [76]. In this study, the problem is simplified to measure

the landmark’s location only, and the signage’s relative position can be directly measured

based on the LiDAR intensity (filtering the point cloud with a threshold). The centroid of

i-th cluster lmvc
i,t = [xi,t, yi,t] is then considered the landmark measurement in the vehicle

reference frame at time t. In reality, additional filtering and association steps are required

for advanced landmark measurement [274, 275]. It is assumed that these refined steps are

already implemented in the perception module, and LiDAR-based PM directly output the

detected landmarks in this thesis.

Given the ego-vehicle localization at discrete time t, the surrounded landmark of interest

can be obtained as a list of positions ˆlm
w

1 , ...,
ˆlm
w

k confined in the circle around the vehicle

(the purple area in Fig. 5.7). It is assumed that the k number of landmarks is sparse in the

vehicle frame to avoid the overlap between the reference landmarks. The positions of the

perceived landmarks are transformed into the world frame based on (5.6) to compare with
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the actual landmark locations. In reality, the perception module may miss the detection,

so it should be considered in the error calculation when the length of actual landmarks of

interest and the perceived list. To simplify this problem, here a constant length of the list

is used, e.g., k = 4, and the landmarks are the ones in the nearest feature in each quadrant

of the vehicle frame. Thus the error metric used here for landmark matching is

elm =
1

4

∑
∥ ˆlmi,t − lmi,t∥ (5.13)

There could be a case when the observation or the ground truth only has less than four

reference landmarks. In that case, the corresponding field of that quadrant will be filled

with the ego-vehicle’s location so that it will not affect the error estimation in (5.13).

5.4.4 Out of ODD Classification

The online monitoring for ODD boils down to the classification of whether the system can

handle the current driving situation. Otherwise, it should prompt a warning or alarm to

the user to prepare the backup plans. The probabilistic graph is arranged into a BN shown

in Fig. 5.9.

Figure 5.9: The BN diagram of the ODD monitoring based on map checking. The green

nodes are observable nodes that can be obtained in real-time as evidence.
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The environment is a set of discrete conditions that do not necessarily fully represent

the system’s ODD. This is different from the case of Sec. 5.3 that an ODD defined based

on the environment condition can eventually be checked with the table of the driving

situations obtained through offline validation. The environmental condition that can be

observed are discrete and cannot formally represent the actual operating condition. It is

assumed that the observed environment condition is correlated with the event of whether

the vehicle is in the ODD or not (yellow node in Fig. 5.9). The observed environment and

the actual “out of ODD” event will directly relate to the perception modules. For example,

an observed snowstorm will impact both the camera and LiDAR module perception, and

it can be implied as out of ODD, given the conditions in the validation step. On the

other hand, if the observed environment does not include in any of the previous validation,

or the case does not correctly reflect the inability of the current ADS function, then the

perception system could be degrading in performance and might trigger the out-of-ODD

event even if the environment is observed to be a normal one.

Directly observing if the vehicle’s perception module is out of its ODD is hard. However,

the evidence mismatching may cause by the invalid map, wrong localization, and degraded

performance of the camera and LiDAR. More importantly, these factors can be related to

the observable measure from matching lane marking and landmarks between the knowledge

base and the real-time measurement.

Out-of-ODD classifier is then formulated by knowing the evidence on the three nodes

in Fig. 5.9 and aims to find the following distribution

P (ODD|env,match landmark,match lanemarking), (5.14)

where the random variable of whether find a landmark or lane mark match can be de-

rived based on the measured metrics in (5.11), (5.12). The knowledge of the network

includes both online observation and offline experience. The online observation includes

the environment condition (queried online) and the match metrics of landmark and lane

marking observations. The environment condition has three discrete values here, namely

{normal, unusual, harsh}. The atom scenarios-alike (as Table 5.1) driving situations can

eventually be categorized into these three types. Even if the observed environmental con-

ditions are reported as “normal”, it does not necessarily mean that the system usually

operates in the environment and within its ODD. Similarly, under the reported “harsh”

weather conditions, the ADS may still be in its ODD due to the simplicity of the driving

task undertaking. The unusual cases will cover those driving situations that have not been

seen yet or have not been validated scenarios.
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In the BN diagram depicted in Fig. 5.9, the match metrics are events that record a

match between observed features and the actual features recorded in the map. Here a

simple cut-off function that maps the error metrics in Boolean is used, in which 0 means to

correct match and 1 corresponds to an erroneous one. This can be done by simply compare

eade, ewde and elm with the constant boundary ϵ. Another choice is to set the bottom layer

node of Fig. 5.9 with a continuous distribution with the measured error as the dependent

variable. For example, let the error ewde ∈ [0,∞) be the dependent variable, and the

probability distribution for the event of finding a correct match can be formulated as an

exponential distribution, where the more prominent the error is, the lower the possibility

that a match is found.
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5.5 Experiment on Virtual Environment

This section presents the software tools and the parameter settings for the experiment

conducted to highlight how the online ODD monitoring strategy performs based on various

strategies. Furthermore, the quantitative performance and the critical issues raised from

the source of error are investigated. To this end, the open-source tool CARLA [189]

is chosen as the primary simulation tool in our experiment. Carla provides a versatile

simulation API that one can control the overall sensor noise level and environment setting,

which will be helpful for the ground truth generation in our simulation. The PGM and

corresponding solvers are implemented using the pyAGrum package [276] for its high-level

interface and fast-speed inference.

5.5.1 Simulation Setup

Driving Route Configuration and Ground Truth ODD

The CARLA-Town05 map is chosen as an integrated scenario to test the ODD monitoring

module. The environment is divided into four different sections as shown in Fig. 5.10.

Figure 5.10: The scenario region setting in Town05 map using CARLA simulator, the

selected regions are set to be out of ego vehicle’s ODD.
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The red rectangular covered area is considered the ground truth out of ODD regions

with different settings. The “S1-Bad Weather” scenario covers one segment of straight

highway on the Town05 map, and it is set to have heavy rain and large fog density in this

region. Once the vehicle enters the region, the weather’s configuration will change to harsh

weather, and the RGB input for the perception system will be distorted using the Unreal

Engine. In the “S2-Noisy” region, the sensor noise is increased to a level that violates the

safety requirement for autonomous driving (details in Table 5.2). The “S3-Curve-Slope”

region represents the potential map error since the original Town05 map in that region

has a curvy slope road which violates our assumption in the 2-D geometry (Fig. 5.7) to

compute the feature matching. In other regions of the map, the weather is set to sunny at

noon with no additional sensor noise.

Localization (m) Weather Setting Post-Processed Measurement Noise

S1

lat: 0.2± 0.1(m)

lon: 0.2± 0.1 (m)

heading: 3± 1 (◦)

foggy & rainy none

S2

lat: 0.5± 0.2 (m)

lon: 0.5± 0.2 (m)

heading: 8± 4 (◦)

normal
landmark displacement,

0.8± 0.4 (m)

S3

0.2± 0.1(m)

lon: 0.2± 0.1 (m)

heading: 3± 1 (◦)

normal
landmark displacement,

0.8± 0.4 (m)

Other

lat: 0.2± 0.1(m)

lon: 0.2± 0.1 (m)

heading: 3± 1 (◦)

normal none

Table 5.2: The sensor noise, weather configuration in simulation and post-noise adjustment

setting in our experiment.

The CARLA server is hosted on the local machine, and the SUT vehicle is initiated

in the configured driving environment. The autopilot (automatic follow-the-way points) is

used to ensure the vehicle walks through the pre-defined regions with the front camera-

based perception modules to estimate the lane markings. The vehicle sensor noise level and

the weather configuration are changed during the trip based on Table 5.2. The noise in the

LiDAR-based perception is simulated by adding the post-processed measurement noise to

the ground-truth landmark positions (traffic lights and fixed points). These displacements

are then added to the recorded data after each successful travel on the map.
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Classifier Configuration

In this experiment, the following three types of classifier implementation for ODD moni-

toring tasks are considered.

1. Geo-fencing Classifier: The ODD table checker (CASE I in Sec. 5.3) follows the

geo-fencing technique that monitors if the vehicle enters a pre-defined zone for an

ODD warning. In this experiment, S3-Curve-Slope is encoded as prior knowledge

of the ODD warning zone. This mimics the real case where part of the map is

not available or well-annotated, then the ODD warnings are encoded directly using

geofencing. Even though the other two regions are considered ground truth, they

cannot be directly observed in CASE I setting.

2. Rule-based checker: This is based on the redundancy checker (CASE II in Sec.

5.3) which utilize the additional “confidence score” as evidence from the redundant

modules, such as estimated covariance or the output from the activation layer of a

neural network.

3. The BN classifier with prior knowledge is stored in the conditional probability table

shown in Fig. 5.11. This prior knowledge takes potential localization and map errors

into account. The exact value of the conditional probability table can be obtained

by the exhausted validation in the offline step. The conditional probability table is

created in a similar way to [277] to construct the BN classifier.

Notice that the conditional probability table initialized for the BN classifier on each

node and links can be customized for various assumptions. For example, the parameters

in Fig. 5.11 can be set such that other variables are independent of the map to achieve

the perfect map assumption.

5.5.2 Evaluation Metrics

To assess the performance of each method and corresponding parameter setup, the detec-

tion and classifier metrics used in this experiment are presented. The detection metrics

evaluate the correlation between observations and the existing map knowledge, as ad-

dressed in Sec. 5.4. The classifier metrics primarily focus on the performance of the ODD

monitoring strategies laid out in the previous part.
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Figure 5.11: The example conditional probability table for BN classifier.

Detection Metrics

The detection metrics are used to classify whether a landmark or lane markings matching

event is available in the frame for the bottom two nodes of the BN classifier. It is proposed

to use error measures such as eade, ewde, eκ and elm in Sec. 5.4.

In the case of the intersection or other regions with no proper ground truth lane mark-

ings, the landmark features are compared in the map to estimate how “good” the current

perception system works. Similar to the condition of lane marking match events, the

bounded requirement elm ≤ ϵlm is set for the landmark matches. The lane markings

matches are found in the most straightforward way by limiting eade ≤ ϵade or ewde ≤ ϵwde.

The boundary ϵ is set based on the localization requirement for autonomous vehicles pro-

posed in [278]. The sample of the lane estimation error for perturbed localization measure

at straight lane can be found in Fig. 5.12. The error metrics depend on the look-forward

distance and the real deviations of vehicle position. The heading deviation will generate

a considerable bias on the eade with a larger look forward distance since the error will

accumulate much more at those points far away from the ego-vehicle. Typically the eade
provides a more consistent error measure at curve roads or requires a more comprehen-

sive look forward distance. In the following analysis, both error metrics eade and ewde are

considered for the detection matching.
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Figure 5.12: The sample error measures with respect to lateral deviation, heading error as

well as the choice of looking forward distance at straight lane.

It should be noted that these lane marking error measures can only be calculated with

a lane estimation first. However, in many cases, especially when the perception system is

out of its ODD, there is no proper lane estimation (often returns none in lane parameter

estimation). The NAN values are filled to the previously available detected parameters in

this case.

Classifier Metrics

Since the ODD monitoring problem is formulated as a binary classification task in this ex-

periment, the contingency table can be used to evaluate the performance. The probability

of declaring the current situation is “out of ODD” when at the ground truth high noise

and harsh weather area is called sensitivity, or True Positive Rate (TPR). On the other

hand, the rate of warning the driver of “out of ODD” when it is actually safe to drive is

called False Positive Rate (FPR). The TPR and FPR can be collected by computing the

following from the contingency table

TPR =
True Positives

True Positives + False Negatives
, (5.15)

FPR =
True Positives

True Positives + False Negatives
. (5.16)
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The TPR and FPR can also be derived from the PGM-based classifier by computing

TPR = P [ζ(u;λ) = 1|GT = 1], FPR = P [ζ(u;λ) = 1|GT = 0]. (5.17)

The value of each classifier ζ(u;λ) is set to 1 when the posterior distribution of out-of-ODD

detection has a value higher than the threshold λ.

By setting different values of λ, different classifiers with pairs of TPR and FPR can be

obtained that describe the classifier performance. For example, setting the λ = 1 always

corresponds to categorizing the vehicle to be in a safe driving condition in the predefined

ODD. On the other hand, if λ = 0, then consider all the samples as “out of ODD”. The

various classification thresholds λ yield a receiver operating characteristic (ROC) curve

that provides an aggregate measure of the classifier performance.
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5.5.3 Qualitative Analysis

The qualitative analysis of the error measure in various driving scenarios defined in Table

5.2 based on their ground truth ODD settings are presented here.

Normal Driving Evaluation

Multiple driving routes are collected in the given map and select one typical normal driving

performance (in ODD) shown in Fig. 5.13. It corresponds to the typical driving trajectory

on the straight lane with minor weather changes in the back end of the simulator. It can

be seen that even in the straight lane, the lane parameter estimation is sensitive to the

weather change that happened at the time 10s after the beginning of the roll-out. The

heading angle and curvature are volatile to the perturbations and usually have abrupt

changes between consecutive frames. The differences between the ekappa are still limited

in the pre-defined boundary. Even though there are multiple degrees of discrete measures

in the lane parameter errors, the combined error (the bottom of Fig. 5.13) provides us

much a straightforward measurement of lane estimation. Both the projected errors reflect

the average bias in lane estimation in meters that in this case lower than the required

localization error proposed in [278].

In Fig. 5.14, the recordings that reflect the case of ego-vehicle driving at the curvature

road with safe operating conditions are demonstrated. It can be found that the trend

in heading angle and the curvature detection change reflect the actual movement of the

vehicle entering the curve road. The entering of the curve road starts at 5.5 seconds

based on the observation of the ground truth lane parameters. Even though evaluating in

normal weather where the lane detector is trained, the neural network predictions have a

more significant error in the curved lanes than on the straight road. The detected lane

parameter relies on the lane points extraction from the neural network and then curve

fitting of the selected lane points, where the overall process introduces more noise in curve

lane fitting. Additionally, the bottom of Fig. 5.14 showed that the curvature could be

examined on both the proposed ADE and WDE metrics. It can be seen that the ADE is

more sensitive to the geometrical change of the lanes due to the lane detector generating

more error at a longer look ahead distance. Notice that the vehicle is driving in average

weather, and the only change is the road geometry. The lane estimation offset is still within

the acceptable range [278]. The WDE error is preferred, which provides a more consistent

estimation of the lane marking matching.
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Figure 5.13: The lane estimation parameters and ground truth values at the straight lane

with minor weather changes (top: left lane parameters; middle: right lane parameters;

bottom: projected error).

Influence of the Weather-induced Perception Error

One trajectory recording in S1 is presented in Fig. 5.15. The vehicle turns into S1 with an

alarming weather setting illustrated in Fig. 5.10. In our implementation, the misdetection

of the lanes is handled by using a queue structure that reads the last frame detection and

utilizes the stored information for the misdetection frame. With this implementation, the

segments of abrupt changes reported in Fig. 5.15 of both left and right lane parameter

detections correspond to the misdetection of the perception model. For example, the

estimated left lane offset, heading angle, and curvature have a constant value of around

9 − 15 s since there is no proper lane detection reported from the perception module

due to low confidence in lane point selection and curve fitting. This low confidence level
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Figure 5.14: The lane estimation parameters and ground truth values at the road curve

within ODD (top: left lane parameters; middle: right lane parameters; bottom: projected

error).

and misdetection can be formulated as a binary signal sent from the perception module.

However, to make the projected lane error consistent, the lane parameter in memory is

accepted to ensure there will always be a lane estimation result.

For the first eight seconds of the roll-out, the ego vehicle is not yet driven into S1,

but there are a few frames (at 4 second in Fig. 5.15) of incomplete lane detection due to

the occlusion of other actor vehicles driving by. When the ego-vehicle is driving into the

S1-harsh weather, the lane estimation parameters are mostly unreliable since the distorted

input is not out of the training distribution from the perception model. It can be seen in

the bottom of Fig. 5.15 that both ADE and WDE correctly reflect the occurrence of lane

not matching events during this short period. It should be noted that the occlusion that

happened for the first four seconds impacts the projected error, and relying solely on the
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lane estimation error for ODD classification may raise more false alarms. It can be found

that projected ADE is more sensitive to the obstruction and lane geometry change since it

has constant weights on the forward-looking points of the lane. In contrast, the proposed

WDE is not particularly sensitive to small fluctuations of lane parameter estimation of

longer distance estimation and thus helps to reduce the impact of sudden misdetection due

to the obstructions.
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Figure 5.15: The lane estimation parameters and ground truth values when ego-vehicle

driving from road curve into S1. (top: left lane parameters; middle: right lane parameters;

bottom: projected error).

The projected error is calculated with window filtering by looking back in ten frames

of detection results to make the generated results smoother and not be affected by the

perception flickering in brief periods. Based on the observation in Fig. 5.15, it is clear

that the projected error remains low when the perception model can correctly generate

lane parameter predictions in consecutive frames. If there is a continuous loss track of lane
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points, the lane error will be reflected quantitatively rather than reporting not available in

our implementation.

Overall, the challenging weather will induce lane metric matching errors due to the

perception module’s miss detections that are stochastic and dependent on the specific

version of the neural network. The proposed projected lane error metric can be used to

obtain a quantitative measure for both false and miss detection cases for lane parameters.

This projected measure is reflected as one input feature in the Bayesian classifier for the

out-of-ODD warning generation.

Influence of the Localization and Map Error

The lane parameter in the vehicle frame depends on both the perception model and local-

ization performance. In S2, Gaussian noise is applied to the vehicle localization, and the

estimated lane parameters and corresponding ground truth in one roll-out are presented

in Fig. 5.18. In the first five seconds, the vehicle is operating in S1, and the corresponding

lane estimations are consistent. Afterward, the vehicle operates in S2, where the local-

ization is injected with larger noise in both positioning and heading. The lane parameter

estimation is based on the perception module; hence the predicted lanes are consistent with

the ground truth since the perception is running in the normal condition. However, the

queried reference based on the localization result differs from detection and ground truth

after five seconds.
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Figure 5.16: The lane estimation parameters and ground truth values when ego-vehicle

driving from S1 into S2. (top: left lane parameters; middle: right lane parameters; bottom:

projected error compared with ground truth and with queried reference).
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Notice that the queried reference can be obtained in real-time using the coordinate

transform [279]. The difference between the queried lane parameter and the ground truth is

due to the localization error, which can be projected to the error in the extrinsic parameters,

e.g., camera position or rotation. The two projected errors were computed in comparison

with ground truth and with queried reference in Fig. 5.18. The combined error remains

low with the ground truth, reflecting that the lane identification perception worked well.

However, the ground truth lane parameters cannot be accessed in real-time when operating.

Comparing the detected lane parameters with the queried reference extracted from the

localization and map information, the combined error goes up to 2-3 m in the [5, 20]

period. In real-time operation, the queried reference is used such that the combined error

shown in Fig. 5.18 can reflect the impact of the localization error.
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Figure 5.17: The lane estimation parameters and ground truth values when ego-vehicle

driving in S3. (top: left lane parameters; middle: right lane parameters; bottom: projected

error).
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The accuracy of the queried reference is associated with localization and map accuracy

since one acts as a key and the other as a dictionary. In the CARLA simulation, there is a

consistent lane parameter error since only 2D information about the lane is used, whereas

the CARLA map also has a height difference. This height difference will impact the S3

area with curve and slope road where the height difference goes up to 3.3 meters, which is

two times more than the vertical alert limit mentioned in [278]. The lane estimation and

the ground truth are plotted in Fig. 5.17. It can be found that during the [10, 16.5] seconds

period, the lane estimation is inconsistent with the ground truth. The source of such error

comes from two sources, one is the misdetection due to the scenario change, especially with

the curved road; the other is the projection error due to the two-dimensional model. Based

on the combined error plot in Fig. 5.17, it shows that the map error combined with the

perception misdetections can be well represented in both error metrics.
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Figure 5.18: The landmark error when ego-vehicle exiting its ODD. (top: S2-noisy config-

uration; bottom: S3-map error).

The localization and map error also reflects in the landmark measurements. In Fig.

5.18, the landmark error is plotted for both S2 and S3 regions. In the noisy region, the

localization and landmark displacement are the major sources of the landmark error since

the error accumulates with the ego-landmark distance error. The measured error mean

in the noisy region is about 1 meter which correctly reflects the simulation setting for

the localization and landmark displacements in S2. The bottom plot in Fig. 5.18 depicts

the landmark error changing from normal condition to S3 with simulation setting of the

landmark displacement of 0.8± 0.4 m. In S3, the slope also includes the map error in such
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a region, resulting in higher landmark errors even with lower localization errors than in

S2. The error varies from 1-4 meters with a mean of 2 meters in the S3 scenario.

Additionally, it can be observed the time-lag effect in the landmark error comparing

with the lane parameter estimation error when combining Fig. 5.17 and 5.18. At 18

seconds, the ego-vehicle is driving out of the S3 region, where the combined error in lane

estimation in Fig. 5.17 is already approaching zero, reflecting that the vehicle is driving at

normal conditions. However, since the landmark error is computed with surrounding fixed

landmarks in a given region, those landmarks with larger displacement errors will impact

the landmark error after the vehicle just leaves S3.
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5.5.4 Classifier Performance Analysis

Based on Section 5.5.1, three forms of classifiers are considered: the geo-fencing checker,

the rule-based redundancy checker, and the BN classifier. The classifier maps the measure

values onto the set for the warning signals to tell the current state of the ego-vehicle is

{in ODD,out of ODD}.

Classifier Definition

The geo-fencing and rule-based checker are straightforward and well-defined in Section

5.5.1. Two forms of the BN classifier are illustrated here. The first one is the “Static

Bayesian Net” where the posterior distribution of the ODD valid is computed based on

the Conditional Probability Table (CPT) that propagates with the probabilistic graphical

model illustrated in Fig. 5.9. The CPT used for propagating the probability in the static

Bayesian Net model is chosen in the same form from Fig. 5.11. Notice that in this setting,

the CPT is predefined parameters and not related to any real-time measurements. The

conditional probabilities can be extracted from the offline testing procedure mentioned in

Chapter 4.

Figure 5.19: The example Bayesian Network with fixed evidence.
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The other form of the BN classifier shares the same structure as the previous one, but

the confidence score from perception and the localization module is accepted as visible

evidence in the BN. The other difference is that the last layer of the evidence node is

modeled with discrete probability rather than the Boolean label. The example BN network

is presented in Fig. 5.19, where the only evidence available is the basic environment

information, “Lane Marking Match” and “Landmark Match”. Notice that whether there

is a match is dependent on the measured error. The mapping from the measurement error

to the probability of the evidence node to be matched can be modeled as a piece-wise or

sigmoid-shaped function as (5.18), (5.19) listed below. The piece-wise function (5.18) maps

the error to the probability of one if the error is in the lower bound [0, a], and maps to

probability zero if the error is greater than the upper bound b.

y =


1, x ∈ [0, a]
1
a−b(x− 1), x ∈ (a, b]

0, x > b.

(5.18)

Notice that if a = b in (5.18), then the evidence for matching is a Boolean value with either

0 or 1. The sigmoid function form (5.19) can map the positive number to [0, 1] with the

shape controlled by k and i where the former controls the steepness of the function and

the latter controlled where the mapping goes to 0.5.

y =
1

1 + ek(x−i)
, x ≥ 0. (5.19)

Example function mapping is depicted in Fig. 5.20 where 0.3 m is chosen as the lower

bound and 0.7 m as the upper bound based on the qualitative analysis in Sec. 5.5.3 and

the requirements mentioned in Appendix A. In this research, the “Parameterized Bayesian

Net” is using the sigmoid-like function as the mapping between error and probability.

Effect of Threshold Parameter and Error Metrics

The driving data collected from the CARLA virtual environment in Sec. 5.5.1 are split

into 1s segments with labels {in ODD,out of ODD} based on its running scene and

the sensor noise setting. In this section, all driving segments in S1-3 are set with the

out of ODD label, and the combined error is computed as the average of the twenty

frames in one second. In order to evaluate the classifier with proper balance, two sets
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Figure 5.20: The example mapping function from measured error to the probability of a

correct pattern match, (a = 0.3, b = 0.7, k = 20, i = 0.5).

total of one hundred segments with half of them in ODD and another half of them out as

ground truth are selected.

For the geo-fencing classifier, it will categorize all the segments in the pre-specified

region S3. Thus the classifier performance evaluated depends on how many cases from S1

and S2 are randomly chosen in the evaluation set since they will contribute to the False

Negatives. The performance of the geo-fencing classifier is plotted in Fig. 5.21 as a single

point since the threshold parameter does not control it. The geo-fencing classifier achieved

zero false positive rates since it will never predict outside ODD other than the predefined

region.

The rule-based checker aims to check the neural network uncertainty and the localiza-

tion variance is greater than the predefined bound. In this specific test case, it is assumed

that no localization covariance is provided, and the last layer activation from the neural

network is used as the uncertainty indicator. Thus, the rule-based checker will generate a

warning whenever the perception system has low confidence (≤ 70%) of the lane predic-

tion. The neural network “uncertainty” drops not only in S1 but also in some segments in

S3 when the lane marking is not evident in the image. This behavior explains the 60% and

50% true positive rate; and 36% and 40% false positive rate depicted in Fig. 5.21 (yellow

cross mark).
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Figure 5.21: The ROC curve over different values of the threshold parameter λ =

{0, 0.2, 0.4, 0.6, 0.8, 1} in the CARLA testing scenario. (left: test set with more segments

in S3, right: test set with more segments in S1-2)

The performance of the two BN classifiers is also presented in Fig. 5.21. The TPR and

FPR decrease step-wise with the increasing threshold parameter value λ. Based on the

observation, it can be observed that the parameterized Bayesian Net outperforms the static

Bayesian Net with all the λ settings and benefit from the virtual probability evidence. The

proposed BN classifier can outperform the geo-fencing and rule-based binary classifiers

with multiple choices of the threshold parameter, and the model is relatively insensitive to

both λ and the dataset chosen.
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5.6 Experiment on Real Operation Data

The experiment was conducted using the rosbag collected using the WatonoBus platform

on the ring road in the Waterloo region. The details of the sensor and software setups

can be further found in Appendix A.6. The center camera images are collected at 20

frames per second. The localization results are obtained with lower than 0.1 m error which

corresponds to very accurate results and is used as our reference results. The ring road

reference lanes are pre-collected and stored such that the map is assumed to be perfect in

this experiment.

Figure 5.22: The data processing pipeline for the shuttle bus driving data.

5.6.1 Data Roll-outs Configuration and Perturbation

In the experiment, the real driving data collected in autonomous mode from the WatonoBus

platform is processed using the procedure illustrated in Fig. 5.22. Every five consecutive

frames and corresponding vehicle ground truth pose are extracted as one single reference

roll-out. The reference roll-out shares the ground truth lane detection from the pose-map

query. These anchor roll-outs are classified as in ODD if there is a clear lane mark,

otherwise, out of ODD. Sample image examples are presented in Fig. 5.23. Once the

region of these data has been marked, the geofencing-based classifier is defined to identify

all the roll-outs in those areas without a clear lane mark as out of ODD.

The perturbed roll-outs are generated by randomly applying localization noise on the

pose results for each anchor roll-out data and adding the perturbation to the images.

119



Figure 5.23: The example center camera image is classified as in/out of ODD based on

geofencing.

The localization noise added will eventually reflect in the erroneous “reference lane ground

truth”. At the same time, the image perturbation model is the same one used and evaluated

in Sec. 4.2. The lane detector extracts the estimated lane parameters from the perturbed

image to mimic the detections in difficult foggy, rainy situations. The ground truth label

for in ODD or not of these generated roll-outs is decided by the localization noise and the

perturbation parameter. The generated roll-outs are set as out of ODD if the norm of

localization noise is greater than 0.3 m or with the perturbation level over one. Otherwise,

the ground truth label is then in ODD. The error metrics are computed for each roll-

out, and the perturbation level is considered evidence to feed into the PGM. Additionally,

the confidence score from the perception algorithm is used as an additional factor for the

parameterized Bayesian Net classifier.
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5.6.2 Qualitative Analysis

The sample images and corresponding lane detections are presented in Fig. 5.24 and 5.25.

The anchor data corresponding to the raw image data is collected from the rosbag. The

lane detection algorithm (Appendix A.5) detects the lane features, and the detected lane

points are also drawn in corresponding images. Both left, center and right lane features are

detected; however, only the green points (center lane) features are used for the next step

of lane parameter regression [280]. The green text on each image shows the “confidence

score” from the neural network for the lane classification task. It should be noted that

the confidence is always greater than 50% for those images that can obtain some lane

estimation, even the erroneous one, since the last layer activation predicted that those are

classified as lane features. This indicates that the neural network’s “confidence score” is

not reliable for evaluating the actual perception error.

Figure 5.24: The sample reference roll-out data and the corresponding augmentation and

raw lane detection results (fog, contrast, and rain). The green text below reflects the last

layer sigmoid function output from the neural network for lane classification for each image.

Fig. 5.25 presents the sample images for snow type perturbation and the corresponding

lane detection results. The final lane estimation will utilize the extracted green center lane

points, project them to the vehicle coordinate, and fit the lane equation (see Appendix

A.3). The top right of Fig. 5.25 has the center lane classification score is only 12% that

resulted in the miss detection. Even though the confidence score is not a reliable source for

evaluating the overall perception performance, this redundant evidence still can be used

to construct the image-based perception module’s relative performance as a conditional

probability, e.g., P (PM|environment).
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Figure 5.25: The sample snow augmentation and raw lane detection results. The green

text below reflects the last layer sigmoid function output from the neural network for lane

classification for each image.

5.6.3 Classifier Evaluation

The classifier examined in this part for the driving data collected from the WATonoBus

platform is similar to those evaluated in Sec. 5.5.4. The BN structure is slightly different,

as shown in Fig. 5.22 where the image-based perception module has the conditional prob-

ability table set as Table. 5.3. The conditional probabilities are priors obtained through

the offline testing process mentioned in Chapter 4. The operating conditions impact the

perception algorithm accuracy, which reflects on the conditional probabilities. The con-

fidence score from the neural network is used as a multiplier here in Table. 5.3 since it

reflects the current uncertainty that the perception module estimates when comparing the

current frame to the training frame distribution.

Additionally, the conditional probability table transit from the camera and localization

nodes to the lane feature matching is presented in Table. 5.4. The lane matching is only
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Table 5.3: Example conditional probabilities of image-based perception module.

Variable Node/

Probability

Environment Normal Foggy Rain Snow

In ODD True False True False True False True False

Camera

Perception

Match 0.95 0.5 0.9 0.5 0.6 0.1 0.45 0.02

Not Match 0.05 0.5 0.1 0.5 0.4 0.9 0.55 0.98

associated with localization and camera module under the assumption of a perfect map.

Table 5.4: Example conditional probabilities of lane marking match.

Variable Node/Probability
Camera Normal Degraded

Localization Normal Degraded Normal Degraded

Lane Match
Match 0.95 0.2 0.3 0.01

Not Match 0.05 0.8 0.7 0.99

The classifiers’ performances are plotted on the ROC curve shown in Fig. 5.26, with the

different discrete settings of the threshold parameter. The geofencing classifier achieved

around 43% TPR and 24% FPR. The geofencing classifier’s low TPR represents the ratio of

possible perception failures in the predefined geofencing region, whereas the FPR represents

cases where the predefined region cannot represent well due to ODD or localization noise.

The further detailed cause of the error is presented in Table 5.5 where the recall (TPR)

remains the same for both localization degradation and perturbation of the images. There is

a drop in precision in the subset where the longitudinal noise is generated on the second data

column of Table 5.5. Because the geo-fencing classifier relies on the predefined region and

localization accuracy, precision over the subset of longitudinal localization displacement is

reduced.

In Fig. 5.26, the rule-checking classifier obtains slightly better results than the geo-

fencing classifier, which reports about 26% FPR. The TPR of the rule checking classifier

is 56%, where half the cases when the system is out of ODD missed due to the over-trust

on the “confidence score”. It is not surprising that the rule-checking classifier performed

consistently in subsets perturbed with perception degradation. This is because the “con-

fidence score” not always reliable, as discussed earlier. It is worth mentioning that the

classifier should be considerably sensitive to the heading error noise in actual operation

data compared to the generated degradation since the perturbation in localization here

does not change the raw image data observed. However, as illustrated in the virtual data,
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Figure 5.26: The ROC curve over different values of the threshold parameter λ =

{0, 0.2, 0.4, 0.6, 0.8, 1} (from top right to left bottom).
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the heading error or lateral displacements will sometimes result in image observations with

no proper lane features.

Table 5.5: Precision and Recall on the subsets of roll-outs with specific perturbation.

Precision/Recall
Localization Degradation Perception Degradation

Lat. Displacement Long. Displacement Heading Error Fog-Lv1 Fog-Lv2 Rain-Lv1 Rain-Lv2

Geo-fencing 0.31/0.43 0.28/0.43 0.31/0.43 0.31/0.43 0.31/0.43 0.31/0.43 0.31/0.43

Rule-Checking 0.46/0.58 0.48/0.4 0.39/0.48 0.46/0.58 0.41/0.6 0.59/0.6 0.44/0.43

Static Bayesian Net 0.64/0.68 0.71/0.68 0.78/0.72 0.67/0.73 0.78/0.51 0.74/0.78 0.82/0.76

Parameterized Bayesian Net 0.64/0.71 0.71/0.7 0.78/0.77 0.66/0.69 0.86/0.89 0.77/0.84 0.91/0.90

By employing offline testing knowledge, the PGM-based classifiers can better deter-

mine if the system operates in safe conditions. The discrete ROC curve for the two

Bayesian net methods is presented in Fig. 5.26. The static Bayesian Net usually gets a

lower FPR, whereas the parameterized Bayesian classifier gets a higher TPR. The higher

TPR results from the additional multiplier from the “confidence score” that makes more

samples detected as out of ODD. For the same reason, the FPR is relatively higher

in the parameterized Bayesian case. For a proper comparison with the other two meth-

ods, the threshold λ = 0.6 are selected. Classifiers are applied to the subsets of different

perturbations to examine the performance, as shown in Table 5.5. The two PGM-based

classifiers achieve similar performance in the generated roll-out subsets under the localiza-

tion degradation condition. There is a slight improvement in recall in the parameterized

Bayesian classifier, where the confidence score in those typical frames is low when the roll-

out sample is injected with more significant localization noise. The major difference is

when perception degradation reflects the weather change at the deployment stage, which

the environmental evidence might not directly identify. Both PGM-based methods get

about a 30-50% performance boost compared to conventional rule-checking methods. The

real-time measurement of the lane mark matching error can significantly help the classifier

understand the current environment. The parameterized Bayesian net classifier gets the

highest precision and recall performance in three out of four augmentation subsets.

In summary, the effectiveness of the PGM-based classifier is shown in both virtual and

real data in evaluating the system’s reliability, especially in scenarios where the reference

evidence can be measured. Offline knowledge of conditional dependency can improve such

prediction performance even further.
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5.7 Discussion

Relying solely on a rule-based approach to classify the system’s reliability often results in

less accurate predictions and may lead to overlooking potential hazards in real operations.

The proposed solution is to make a reference ground truth by encoding offline knowledge

and real-time measurements into a model. The PGM can be effectively used for this ODD

monitoring purpose, especially for generating soft decision boundaries compared to the

commonly used geofencing and rule-based checkers. Even though the embedded expert

knowledge on the prior probability dependency on different nodes may require additional

efforts, the process is well aligned with the offline testing procedure mentioned in previous

chapters. Furthermore, the proposed models utilize evidence from vastly heterogeneous

sources (sensors, weather changes) and fuse it into one Bayesian network. Additionally,

the posterior distribution for all sources in the model is provided, which can be further

used for fault detection and isolation from different sources.

Some extra work is still needed for the industrial design of such an ODD monitoring

system. For the prior estimation part, proper calibration is needed for the reference re-

dundancy module and the monitored module. This thesis assumes a strong correlation

between the perception modules using the same hardware set. However, a detailed cali-

bration would improve the model’s accuracy further in the conditional distribution design

as priors. Additionally, online learning techniques could further improve this prior, which

can update while operating. Another potential improvement is the classifier fusion since

the goal is to have a higher TPR and lower FPR with more importance on the low FPR for

the “out of ODD” warning. The fusion between geo-fencing and the PGM-based method

might improve the robustness of the predictions.

126



Chapter 6

Summary and Outlook

We summarize the content of the previous chapters and state our main contributions in the

following. The conclusions for ODD testing and monitoring are presented based on our

experimental results. Finally, we discuss the open issues and potential future directions

for extending our work.

6.1 Summary and Contributions

The first chapter presents the background and motivation for investigating the ODD of

self-driving vehicles. The ODD is critical to improving overall driving safety and comfort

for both ADS and the driver. Following this motivation, the detailed research challenges

related to the clear and unified ODD definition and the procedure to extract and monitor

such ODD for the ADS are the focus of this dissertation. Based on our description of

related background information in Chapter 2, the following contributions to this thesis are

listed.

6.1.1 Contributions

The presented work identified research challenges in the three major building blocks re-

lated to ODD (Extraction, Augmentation, and Real-time Monitoring) of the ADS in the

development and deployment cycle. Our proposed contributions to resolving them, as well

as the conclusions reached, are organized accordingly.
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Extracting the Operational Design Domain for Autonomous Driving Systems

This dissertation addresses the strategy to extract and enhance the ODD for an ADS as a

continuous engineering problem. The six-layer environmental model is proposed to describe

the ODD in a unified and quantifiable way. The proof of concept has shown promising

directions for future work on ODD monitoring and the applications in iterative develop-

ment for ADS. In addition to the proposed framework, an implementation of the proposed

approach is examined with two learning-based agents to demonstrate its feasibility. This

work is majored organized in Chapter 3 and has already been published as a journal paper

in [281].

Safety Requirements and Validation Methods for Autonomous Driving Systems

The verification and validation are significant in ensuring the safety of automated vehi-

cles. The published review [282] investigates the various techniques implemented in the

decision-making and planning for autonomous vehicles in terms of safety, comfort, and

energy optimization. The approaches based on scenario-based testing, fault injection test-

ing, and formal verification are reviewed, and six criteria are proposed to compare and

evaluate the characteristics of the V&V approaches. The decision-making module in the

ADS is broken down into a module hierarchy, and each module’s functional requirements

are deduced.

In Chapter 4 of this dissertation, the validation and improvement process for the per-

ception module is laid out. The robust training methods proposed to handle the new data

distribution for perception modules of the ADS. The results are under preparation for

publication.

Real-time Monitoring of the Operational Design Domain

Estimating the real-time ODD for the perception modules embedded with data-driven

functions is challenging, primarily due to the lack of labelled data in real-time opera-

tions. Following our study of related work regarding existing concepts of geo-fencing and

rule-based checking of the operating conditions, the model-based method incorporating the

map and localization information to generate a real-time reference can be considered help-

ful in real-time prediction of the perception module’s performance. So, the PGM-based

strategy is proposed to use offline knowledge and measurements of landmarks and lane
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markings during operation time, as described in Chapter 5. The PGM stores the offline

knowledge of causal dependencies in a graph model and uses the real-time measurement

from the redundancy module to estimate the performance of the module.

Additionally, the experiments are conducted with both virtual and real driving data

that demonstrate the effectiveness of the proposed solution. The effects of different per-

turbations and metric choices on the performance of the ODD monitor are showcased in

Chapter 5. A parameterized PGM-based classifier has been shown to improve perfor-

mance. The results are under preparation for publication.

6.2 Outlook

The contributions and results presented in this thesis motivate further research on the

ongoing formulation and monitoring of the ODD in terms of the safety aspects of self-

driving vehicles with data-driven modules. Even though the capabilities of the autonomous

vehicle have steadily increased over the years, there will still be limits and boundaries

to confine the vehicle’s behaviour and warn drivers to take over in “extreme” driving

situations. The extraction, augmentation, and real-time monitoring for the ODD of the

self-driving vehicle functions presented in this dissertation help to solve such issues to

ensure a high level of safety.
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Appendix A

A.1 Automotive standards on Lane Departure Warn-

ing

The ISO standard (ISO 17361:2007) on lane departure warning [11] legitimately addressed

that the earliest and latest warning line is 0.75 m and 0.3 m inside and outside the lane

boundary for passenger vehicles, as shown in Fig. A.1. The ISO standard suggests the

LDW system should only operate when a vehicle travels at a speed greater than 72 km/h

with a radius greater than 500 m. With a lower speed of 61 km/h, the radius of the road

should then be greater than 250 m.

Figure A.1: The illustration of warning thresholds for lane departure referenced from [11].

The rate of lane departure Vd should smaller than 0.5 m/s.
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ISO 17361:2017 [283] also states that the earliest warning threshold depends on the

rate of departure Vd of the vehicle. If the rate of lane departure is greater than 0.5 m/s,

then the earliest warning threshold should be calculated based on 1.5× Vd × tc, where the

tc is the estimated time until the vehicle crosses the lane boundary.
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A.2 Localization Requirements for Autonomous Ve-

hicles

The high-level autonomous vehicle localization module aims to keep the vehicle in its re-

spective lane during operation. The requirement relates to the vehicle’s physical dimensions

and road geometry.

In [278], the authors explore the horizontal, vertical, and update frequency requirements

for autonomous vehicles. In our study, we only focus on the horizontal requirement, which

leads to the lateral, longitudinal, and heading requirements illustrated in Fig. A.2.

Figure A.2: The illustration of the bounding box required for localization by lateral and

longitudinal and heading angle components.

Based on the analysis given in [278], the design equation for a vehicle stay within the

desired lane on the 2-D plane are follows

ϵlat + (ϵlon +
lv
2
)ϵψ ≤ Lateral Alert Limit (A.1)

ϵlon + (ϵlat +
wv

2
)ϵψ ≤ Longitudinal Alert Limit (A.2)

164



where lv, wv correspond to the vehicle length and width. Based on the warning thresholds

mentioned in Sec. A.1, given a 5.2 m long passenger vehicle, and the lateral alert limit

set at 0.5 m for the freeway operation, then the acceptable orientation must be less than

0.15 radians (8.6◦) since the lv
2
ϵψ term alone will quickly contribute to 0.4 m. According

to [278], a more reasonable choice of the heading error is around 2 degrees, leading to a

contribution of 0.2 meters when increasing the lv. Similarly, the lateral accuracy would

require 0.3 meters for highway operation and 0.2 meters for local street operation. The

longitudinal requirement is more forgiving than the lateral requirement, with a 0.4 meters

range in highway operation and 0.2 in the urban road.

A.3 Perception Requirements for Autonomous Vehi-

cles

In the analysis of the perception system requirement, we will examine the acceptable

integrity risk of 10−7 failures per hour of operation corresponding to the goal standard

from ISO 26262 [1] which 100 failures in one billion hours of operation. This probability

level aligns with the ASIL-D, the highest automobile system standard. Other lower level

use 10−6 and 10−5 probability of failure per hour in ASIL-B/C and ASIL-A in ISO 26262,

which is equivalent to the standards in SIL-2 and SIL-1 in IEC-61508 [284]. Notice that the

requirement mentioned above is an analysis of the perception system, which may include

LiDAR, camera, radar, and most interested objects filtering. Given a perception system

with an update frequency of 20 Hz, the total number of frames for an hour of operation is

72000. The number of prediction that the perception system make is more than 106 since

there is more than one interested object in each frame. However, the 10−7 failure/hour

failure rate does not implicate we require a neural network model with classification or

bounding box detection accuracy over 99.99999% since the failure detection defined in

terms of neural network training is different from the requirement of perception system

as a whole. For example, the perception system of an autonomous vehicle driving on an

urban road may detect many pedestrians on the pavement and vehicles surrounding the

ego vehicle; only those semantically related vehicles detections. Even if there are miss

detections or bounding box shifts for pedestrians on the pavement with no potential to

interact with ego-vehicle, the perception system should not be considered a failure case.

There is no literature have addressed the formal requirement for perception system in

perception systems in terms of the machine learning sub-components yet. We need to
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Table A.1: Example performance requirement details for perception system

Perception Requirement Description

R1. Pedestrian Detection Requirement The system shall detect pedestrians within 20 meters range

R2. Vehicle Detection Requirement The system shall detect vehicles within 50 meters range

R3. State Estimation Requirement The system shall estimate the positions and velocities of objects over 80% accuracy

R4. Update Frequency Requirement The system shall acquire raw data from all sensors at 5 Hz or higher

acknowledge that even the state-of-the-art Single Shot Detector (SSD) algorithm for ob-

ject detection can optimally achieve 70-80% average precision in experiments in normal

weather conditions [285]. Luckily, the accuracy requirement for the machine component

in the perception system is much loose than the overall failure rate requirement. In many

studies [286, 287], the perception requirements are in the table form based on an experi-

ence similar to Table A.1. The R1 - R3 corresponds to the machine learning component

prediction results, which are usually decoupled in detection and classification, whereas the

R4 corresponds to the updating frequency. Even though R1-R3 can be properly examined

in post-analysis with additional annotation efforts, however, it is quite challenging to eval-

uate in real-time operation, also not directly related to the perception performance, e.g.

accuracy, recall. Considering the continued development of perception modules, we select

the current best performance under the non-perturbed dataset as the regular performance

metric. For real-time monitoring purposes, the requirement for the perception system is

that it should predict the detection and classification results with no significant perfor-

mance drop. In our experiment, we find that the average classification accuracy over ...

and lane estimation error suits the designed monitoring purpose.

A.4 Training Details for Vision Tasks

In this appendix, the details concerning the implementation of the robust learning algo-

rithms are provided. All the experiments described in Chapter 4 were run on NVIDIA

RTX 3060 GPU. The baseline classifiers are trained with the gradient descent method

with a step size of 0.01. The number of iterations of gradient ascent per batch used during

training is 20. The learning rate is set to linearly decay from 0.05 to 0.001 over 50 epochs.

The batch size is set to 32 as it requires the GPU to store multiple copies of the image

during the iteration time.
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A.5 Lane Estimation Software Setup

The lane estimation software (as a redundancy model) is composed of three parts, includ-

ing the CNN lane inference module, and two post-processing modules that map the points

to the vehicle or camera frame and get the lane equation by regression. The CNN inference

module is based on the Ultra Fast Lane Detection in [288, 289]. The CNN baseline used

a lightweight ResNet-18 version which trained on CULane and CurveLanes datasets [290].

The inference speed can achieve about 200 fps. The lane regression is based on polyno-

mial fitting and the coordinate transform is based on the external calibration transform

mentioned in the previous section.
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A.6 Shuttle Bus Platform and Sensor Setup

In our real test driving data collection with the WATonoBus platform, the sensor frames

and transforms are illustrated in Fig. A.3. The global points (Xw
i , Y

w
i , Zw

i ) can be mapped

to the image correspondences (Xc
i , Y

c
i ) using the homography transformation (A.3) under

the assumption that the points are on the single plane.

Xc
i

Y c
i

1

 = s ·K ·M ·


Xw
i

Y w
i

Zw
i

1

 . (A.3)

The camera intrinsic matrixK is known by the camera calibration in advance. Additionally,

the extrinsic matrix M and the scaling factor s can be estimated with the fixed setup

shown in Fig. A.3 with few sampled data using various process [291]. The coordinate at

the vehicle frame can be transformed onto the image plane backward with the projection

matrix K[RT
cv∥ −RT

cvtcv] where Rcv and tcv is the rotation matrix and translation vector

of the camera mounted in the vehicle coordinate frame.
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Figure A.3: The WATonoBus platform coordinates frame convention and transforms.

The lcoal map reference of the lane and the shuttle bus location in the ring road region

is presented in Fig. A.4. Sample camera image and Lidar point clouds collected are

presented in Fig. A.5. In our experiment, only the center camera image is used for the

lane estimation.
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Figure A.4: The WATonoBus local map reference and vehicle heading notion.

Figure A.5: The sample data collected from the WATonoBus experiment platform.
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