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Abstract

Assistive technologies in general, and assistive robots in particular, are being studied exten-
sively to maintain and increase the capabilities of individuals with disabilities. However,
there are aspects in this field that have not been explored yet. This thesis investigates
the use of assistive robots for different groups of children with disabilities, such as learning
disabilities, and upper-limb disorders, where the use of robots as tools have not been widely
explored. We began by exploring learning disabilities and their challenges.

Students with a learning disability (LD) generally require supplementary one-to-one
instruction and support to acquire the foundational academic skills learned at school. Be-
cause learning is more difficult for students with LD, students can frequently display off-
task behaviours to avoid attempting or completing challenging learning tasks. Re-directing
students back to their learning task is a frequent strategy used by educators to support
students. However, there have been limited studies investigating the use of assistive tech-
nology to support student re-direction, specifically in a “real-world” educational setting.
We investigated the impact of integrating a socially assistive robot to provide re-direction
strategies to students. A commercially available social robot, QT, was employed within
the existing learning program during one-to-one remedial instruction sessions.

First, we conducted a pilot study to explore the impact of the robot on students’ on-
task behaviours and progress towards learning goals. The results of our mixed method
analysis suggest that the robotic intervention supported students in staying on-task and
completing their learning goal.

Learning from the lessons of the pilot study, we designed a between-participant study
with two conditions, control, and intervention with the QT robot to address the short-
comings of the pilot study. In the main study we aimed a) to evaluate the acceptance
of the social robot by the users, i.e., instructors and students in a real-world educational
setting; and b) understand the impact of the robot’s intervention on student’s engagement
during learning tasks over multiple learning sessions. Our qualitative analysis suggests
that instructors and students showed positive attitudes towards the social robot in their
one-to-one sessions. In addition, the students were more engaged with their task in the
presence of the robot, and displayed fewer off-task behaviours in the intervention condition,
compared to the control condition. These results suggest that a social robot can be used as
an effective educational tool for instructors in boosting engagement and mitigating off-task
behaviours for students with learning disabilities.

Assistive technology can also be beneficial in play, especially for children that face
barriers in physical activities due to their physical impairments. In the third study, we
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focused on children with upper-limb disorders and the lack of equipment and enjoyable
experiences in games. While game-play is widely used in human robot interaction studies,
using a robot as a play-mediator, where two individuals interact with each other through
a robot, has not been fully studied yet. However, understanding the play dynamics of this
type of game is an important step towards designing an engaging experience.

In this work, participants played two collaborative games which involved teleoperating
a mobile robot. Each game consisted in achieving the same task, but involved two different
collaboration strategies: one where the players shared tasks and one where joint action was
necessary. In this study, we focused on how both players collaborated with each other in
terms of coordination and communication using video and joystick data. Due to Covid-19
restrictions, we were not able to recruit children with physical disabilities. Instead, we
recruited university students to participate in the study to collect data. Results indicated
different behavioural events, and observed different levels of communication among the two
conditions.

The present work contributes to robotic assistive technologies by providing support for
children with learning disabilities and upper-limb disorders in different aspects of their life,
such as education and play.
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Chapter 1

Introduction

The term “assistive technology” (AT) refers to any item, equipment, and device used to
enhance or maintain the capabilities of individuals with disabilities 1 [2, 104]. Assistive
technology can sometimes be more beneficial for Children with disabilities than adults,
due to children’s developmental potentials [32]. More specifically, assistive technology can
benefit children with special needs in communication, mobility, and self-care, by enabling
them to explore different aspects of life such as family relationships, friendships, education,
and play. This leads to the development and inclusion of children in society, and therefore
enhances their quality of life [16]. Research supports the benefits of various assistive
technologies such as computer-based instructions, videos, word processing tools, and robots
[70, 34, 1].
Robots, coming in different forms, are increasingly being used to assist children who have
disabilities and need extra help [36, 64], in play and academic areas [26]. Robots can assist
humans by interacting with them within two contexts: social and physical interaction.
Manipulation, haptics, medical, and rehabilitation robots fall under physical interaction.
Whereas, social robotics and socially assistive robots include interactions involving verbal
and nonverbal expressions and communication [38, 37].

1.1 Motivation

This section entails some challenges and gaps in using assistive technology in play and
educational areas, for children with special needs. While research in the field of robot-

1We used the term “disabilities” in this thesis rather than “special needs” since the former is commonly
used in Canada [65]
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assisted therapy for children with autism has received a lot of attention, there are other
conditions that might benefit from robotic interventions, that have not been investigated
widely. We discuss the motivations for doing research in two specific fields of learning
disabilities and upper-limb disorders in the following subsections.

The following topics entail the related problems in the field of learning disabilities and
assistive technology.

1.1.1 Learning disabilities

The term Learning Disabilities (LD) refers to a heterogeneous group of disorders relating
to difficulties in the acquisition and use of language, reasoning, or mathematical abilities
[109]. These difficulties are the result of brain-based differences that cannot be explained
by an intellectual or developmental disability, vision, hearing, or motor skill problems, nor
cultural, structural, or economic reasons [50].
LD can be identified by an inconsistency between students’ educational level and intel-
lectual abilities, often viewed as “unexpected under-achievement” and diagnosed through
testing [71]. Studies have demonstrated a co-morbidity rate of up to 41% between LD and
other brain-based differences, such as Attention-Deficit/Hyperactive Disorder (ADHD) and
executive dysfunction in children, which exacerbates challenges for many learners [35]. Due
to these learning differences, students frequently struggle to sustain focus on a learning
task and often demonstrate behaviours called off-task behaviours such as shutting down,
discussing off-topic subjects, or refusing to work on a task [76].

1.1.1.1 Personalized learning for students with LD

Students with LD have unique learning needs and greatly benefit from individualized sup-
port. Thus, tailoring instruction to each individual’s needs and uniqueness is part of any
effective educational program [71, 77]. Individualized learning, which often takes place
in the context of one-to-one instruction, is most successful if the method adapts to the
learner’s specific needs [107], most notably addressing the challenges learners with LD
face.

1.1.1.2 Redirection Strategies for students with LD

Educators use redirection strategies (RS) to help students stay on-task when learning
becomes difficult. These strategies reduce students’ negative experiences with challenging
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learning tasks. RS may include various types of physical activities that can decrease off-
task behaviours, such as breathing exercises, dancing, or running in place [110, 79, 122].

1.1.1.3 Social Robots in education

Social robots have been investigated widely in the field of education to support children
with special needs [87]. Research in the field of child-robot interaction suggests that chil-
dren are more engaged when interacting with a social robot [62]. Robots have been ex-
ploited to play different roles in educational scenarios as a teacher, monitor, peer, or learner
[51].

1.1.1.4 Assistive technologies for learning disabilities

In recent years, educators have explored the use of social robots to support learning for
students with or without disabilities [108, 60]. However, most of the research in the ther-
apeutic context is focused on children with Autism Spectrum Disorder (ASD) [60].
Although mobile applications and assistive technologies have been used to assist students
with LD [56], few studies have investigated the impact of social robots on children with
LD [99].

1.1.1.5 Real-world Experiments

Most studies in the field of child-robot interaction design a scenario and then recruit
participants with specific conditions and within a narrow age range. Commonly, research
studies in social robotics are conducted in controlled environments such as laboratories and
use technologies (e.g. robots) which are controlled by a technician or a human researcher
with expertise in that specific technology [59, 27]. However, in order to use robots in real-
world applications, we need to understand the utility of robots across many “real world”
scenarios and their ability to tailor support and interventions for participants with different
ages, needs, and conditions.
Socially assistive robots have not been explored for students with LD, especially in long-
term interventions in real-world settings. Additionally, despite the possible advantages
of assistive technology, educators are infrequently trained or supported in using assistive
technology, yet are expected to become experts in their usage [5].
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1.1.1.6 Users’ attitude toward using social robots

Research has shown that social robots can be effective for students with disabilities, albeit
limited research has been done on the instructors’ attitude toward using robots in special
education [33]. Thus, there is still a great need for more research on the acceptance of
social robots from both the student and educator perspectives. Technology acceptance,
in particular in in-situ/field studies, are important steps towards illuminating how social
robots could be used in real-world applications for children with disabilities, cf. [103].

1.1.2 Coordination and Upper-limb disabilities

Developmental Coordination disorder (DCD), defined by gross motor impairments, affects
children in physical activities [20]. In this research, we focused on upper-limb disorders.
Grasping and manipulating objects are some challenges these children face in their daily
life [15]. They also show difficulties in play and games, especially those requiring physical
movements [54, 18].

1.1.2.1 Robots in play

Play is a widely used element in Human-Robot Interaction (HRI) experiments [41, 47, 52,
63], as it provides an enjoyable and clearly structured context. Play is also paramount for
child development [14], as well as for enjoyment, and has therefore been studied extensively
in child-robot interaction [80], including robots as tutors or game partners for pairs of
children, e.g. [22, 117], or as a referee for pairs of adult participants [114]. However, only a
few studies explored using a robot to mediate play between two participants [85], whereby
the robot serves as a medium rather than an autonomous agent.
In order to facilitate play for children with upper limb impairments, the design of the
MyJay robot as a play-mediator was previously reported [74]. The main goal of MyJay
robot is to enable children to play with their peers through the robot and to provide a fun,
motivating, and engaging experience for the children, despite the challenges they face [74].
To do so, it is important to understand the play dynamics of how two people can play with
MyJay.

4



1.2 Research Goal

This thesis aims to investigate the use of robots as assistive technologies within educa-
tional settings and play scenarios by conducting three experiments with different groups
of human participants. In all experiments, a robot is used as an assistive tool to assist
the users. While the robot has different functionalities and interacts within different con-
texts with users in each study, the role of the robot, as a tool, is common among all three
experiments. In the first and second study, the robot is used by instructors as a tool to
assist students, and in the third study, the robot is a tool for users to play through it (the
robot as a mediator). Dautenhahn (2007) reviewed definitions of social robots, which can
range from socially evocative to socially intelligent [29]. According to a recent definition,
“Social robots are designed to interact with people in human-centric terms and to operate
in human environments alongside people, Many social robots are humanoid or animal-like
in form. Social robots engage people in an interpersonal manner, communicating and coor-
dinating their behaviour with humans through verbal, nonverbal, or affective modalities.”
[17] Thus, social robots are not necessarily fully autonomous, and they do not necessarily
need to have a high degree of intelligence. Since the robots in our research are used as tools
and are not designed to replace therapists or instructors, they were not fully autonomous
and did not have many ‘intelligent’ behaviours. They were programmed to be used as
mediators within the designed interactive scenarios.

In the first study [7] (presented in Chapter 3), we conducted research in a “real-world
setting”. We designed an in situ study, using a social robot in collaboration with a non-
profit educational, charitable organization that specializes in research-based, one-to-one
instruction for children and youth with Learning Disabilities. A field study design was
used to explore the feasibility and value of integrating a social robot into an existing
educational program, through specialized LD instructors without experience using social
robots. Collaboratively, we developed a social robot protocol as a tool for instructors to
use in their regularly scheduled one-to-one instructional sessions for students with LD2.
The social robot and protocols were integrated into the one-to-one sessions with no change
to students’ learning goals, session foci, or curriculum, and without the university-based
research team present. The robot acted as a moderator/helper to students, where instruc-
tors would initiate pre-programmed routines for the robot to perform via a tablet as they

2While learning disability (LD) is the correct clinical and legal term, many organizations (including the
one that participated in this study) prefer to use the term learning difference to denote that all learners
have strengths and challenges and that strength-based language is an important way to shift the negative
perception of neurodiversity.
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saw appropriate. Our participants did not belong to a group with a specific LD. Instead,
our system was created to work within the existing instructional format of all participants’
one-to-one sessions and integrated within each student’s learning and session goals.
In our in situ study, we designed and implemented an application interface that would
guide the instructors through the typical phases of instruction to easily navigate through
the interface with minimal experience and without requiring technical expertise. The study
comprised of two phases, an “Instruction As Usual” (IAU) and a “Robot-Mediated Instruc-
tion” (RMI) phase, where the instructors could use the social robot as a tool to moderate
some parts of the session and provide redirection strategies to students appropriate for
their learning goals.
The results of the first study indicated that the intervention supported students in staying
on-task, however, there were limitations related to the study design, such as the technolog-
ical complexity of the instructional protocol and the absence of a control group. Building
from the first work, we designed the second study, an expanded scope of the first study
that aimed to investigate how students with LD are impacted by a social robot as an in-
structional tool and assessed the acceptance of the robot in one-to-one lessons as part of
an in-situ study. Different from the first study, students were assigned to either a control
or intervention condition.

The second study [6] (Chapter 4) focused on developing an instructional protocol for the
use of a social robot during one-to-one instruction for students with LD. The protocol can
be used for students with a range of learning difficulties and can be employed in individu-
alized student learning interventions without any alteration of their program. The aim of
the study was to explore the integration of a social robot as an assistive tool for instructors,
providing redirection strategies in a one-to-one instruction setting with children with LD.

The third research study [8] (Chapter 5) focuses on using social robots for children with
special needs in play. Due to lack of equipment, children with upper-limb disorders have
difficulty in play. They face barriers in using a joystick, due to their movement distor-
tion. To address this difficulty, in another project, we had collected data from children
with upper-limb impairments while they were playing a game. They navigated a simulated
robot through a maze, using an adaptive joystick that was specifically designed for them.
This experiment was done to design a joystick that can compensate the movement distor-
tion of children [58]. In the next step, we aimed to study the play dynamics of children,
however, due to Covid-19 restriction in recruitment and participation of these children, we
started our data collection by recruiting adults. The final goal of our project was to design
a game for children with upper-limb disorders using the special joystick designed in the
other project described.
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As a first step to understand the dynamics of how two people can play with the MyJay
robot, we investigate play dynamics of pairs of adult participants playing a game through
MyJay. In particular, we study how different kinds of collaborative games influence how
players collaborate and communicate with each other. In our experimental design, two
participants controlled the same robot, each using a joystick. In the Shared condition,
the participants were each responsible for different functionalities of the robot, facilitating
turn-taking. In the Fusion condition, the robot answered to commands, if and only if both
players agreed on the next course of action, i.e. gave the same command at the same time.
Thus, in this condition, coordination between the players is paramount.

1.3 Summary of Contributions

The main contributions of this research are:

• The first study integrated a social robot into an already existing program3 for students
with LD. In this field study, we did not change the goals of the instructional program
or the curriculum. Instead, we integrated the robotic intervention into a wide range
of students’ programs to accommodate the various scenarios and situations that
students and instructors may face in a typical instructional session. Our participants
did not belong to a group with a specific LD. Instead, our system was created to
work within the existing instructional format of all participant’s one-to-one sessions
and integrated within each student’s learning and session goals.

• The second study, an expanded version of the previous study, investigates student
engagement in the presence of a social robot, exploring perceptions of instructors
and students during robot-mediated sessions. The contributions of this study are as
follows: 1) the integration of a social robot into an already existing program without
changing the learning goals or curriculum; 2) user evaluation using the technology
acceptance model for the application of socially assistive robots in a real-world edu-
cational setting as part of a long-term study; 3) development of the robotic system
(a system with a variety of activities compared to the previous study) to meet the
expectations of students and instructors, and consider their various needs.

• The third study investigates the patterns and dynamics of two players, in a collab-
orative game with a robot as a play mediator, controlled by joysticks. The study

3In the existing program, students work one-to-one with a qualified instructor on an ongoing basis to
improve student independence, confidence, and academic success.
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allows us to design a more enjoyable game, by studying the play dynamics and dif-
ferent collaborative strategies of two players, and can further aid us in designing play
scenarios and therapy settings for children with upper-limb challenges.

1.4 Thesis Overview

The rest of this thesis is structured as the following chapters. Chapter 2 entails a literature
review on the different topics of relevance, such as learning disabilities, individualized
learning, social robots in play and education, etc. Chapter 3 present our first experimental
study, that explores the use of social robots within an existing educational program for
students with learning disabilities. Chapter 4, expands on the first study, by presenting
another experimental experiment to evaluate the users’ perception toward using a social
robot as a tool in instructional lessons. Chapter 5, targets a different population, describing
the dynamic patterns of users while playing a collaborative game with a social robot.
Finally, the last chapter, Chapter 6, gives a conclusion of all the studies corresponding
to the research questions. Appendix A includes the ethics application, Appendix B, and
Appendix C includes the questionnaires in each study.

1.5 State of Contribution

This thesis includes three experiments, and the term “we” was used throughout this thesis
to show that the studies were part of teamwork (as it is common in human-robot inter-
action experiments). I was leading the conceptual and technical development part of the
first two studies, and was responsible for the data analysis and lead author drafting the
resulting publications. I contributed to the preparation of the third study, was in charge of
running the experiment, and major parts of data analysis, as well as drafting the resulting
submission.

8



Chapter 2

Background

This chapter, delves into the topics related to the targeted groups (learning disabilities
and upper-limb disorders) and provide background knowledge relevant to the experimental
design of each experiment. The first section of this chapter, delves into the major topics
of the first and second study. The second section, introduces main aspects of research,
related to the third study.

2.1 Learning Disabilities

Learning disabilities (LD) is a heterogeneous life-long condition that includes a range of
disorders that may affect the acquisition, retention, or understanding of verbal or non-
verbal information. Students with learning disabilities struggle with specific academic
skills such as reading, writing or math, but otherwise demonstrate normal intellectual
functioning [19, 53]. Students with LD often have a low sense of self-efficacy and diffi-
culty self-regulating themselves in an academic context, which can negatively affect their
learning [97]. In addition to academic underachievement, students with LD frequently face
social, emotional, and behavioural problems as a result of repeated learning challenges and
perceived failures [48]. Having LD is a lifelong condition, and individuals need to acquire
skills to overcome or manage challenges [46].

Students with various disabilities require differentiated and individualized treatment, which
can include curricular adaptations, personalized action plans, contingency plans, and
speech therapy [57]. Personalized learning plans can offer strategies that address learn-
ing challenges [69] and allow students to make sustained progress towards foundational
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academic skill gaps. Students with LD require personalized instruction that consider their
learning differences and targets their unique challenges [71]. Students with LD frequently
struggle to stay focused on a task, and exhibit off-task behaviours such as work refusal,
fidgeting, and off-topic conversations.

Redirection strategies aid in mitigating off-task behaviours and help students stay on-task
and make sustained academic progress[9]. Examples of these strategies include movement
breaks, positive self-talk, and breathing exercises. [110].

2.1.1 Individualized Learning for students with LD

Individualized treatment and intervention play an important role in diminishing the impact
of an LD [48, 5]. The most common treatment is specialized education and instruction,
which requires individualized or small group settings to build on strengths and address
foundational skill gaps through practice and consistent feedback [113]. Advances in tech-
nological tools and assistive technologies can offer students and educators personalized
educational systems that adapt to the individual differences [12]. One-on-One interven-
tions can benefit students with LD by targeting their needs in the delivery of instructions
[113]. Technologies such as speech synthesis, organizational software, and voice recognition
programs can benefit students with LD and help them in reading, and writing [39, 102],
when they are personalized and carefully used [89].

2.1.2 Social robots in learning

Socially assistive robotics (SAR) is a field that targets helping caregivers, clinicians, and
educators with personalized interventions using robot [24]. SAR focuses on using a social
robot to aid humans in the areas such as education and healthcare [23, 105] mainly through
social interaction, without any physical human-robot contact. Some studies focused on
teaching educational skills to students [111], while others have targeted teaching social and
communication skills [95]. SAR has been widely used in the treatment of children with
ASD, e.g. for teaching social, emotional, and cognitive skills in a play-based scenario. For
example, [121] conducted a study with the Nao robot teaching social rules through games
to both typically developing children and children with ASD. Little research has been done
using SAR for people with LD, specifically, in the context of academic instruction [60].

Several studies support the effectiveness of using social robots for learning, as they have
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the potential to deliver an engaging learning experience tailored to the student’s learning
styles and needs [23, 11, 72]. Research has shown that robot-assisted therapy can benefit
students with special learning needs [3], such as LD. For example, [86] proposed a machine-
learning-based method to measure the engagement of children with LD while interacting
with a robot during an educational session. A long-term study evidenced that a social
robot, Kaspar, was an effective tool to assist children with Autism Spectrum Disorder.
Teachers used the robot in their day-to-day activities in a real-world environment, a nurs-
ery school, in the absence of the research team [103]. Robots have also been developed to
provide robot-assisted play to mitigate the barriers that children with physical disabilities
experience [112]. For example, the MyJay robot, an open-source mobile robot, was created
to investigate robot-mediated play for children with upper limb challenges [74]. To do this,
a user-centred design study was conducted to elicit users’ feedback for designing a robot
that could mediate child-child interaction [73].

The few studies in this area include[86] who explored a model estimating the engage-
ment of children with LD interacting with a robot and [66] who investigated the use of
a social robot to improve visual motor skills in children with LD. A more recent study,
[60] was conducted to assist children with LD in their reading tasks through human-robot
interaction.

2.1.3 Perspectives toward using social robots

Research has shown that social robots can be effective for students with disabilities, albeit
limited research has been done on the instructors’ attitude toward using robots in special
education [33]. Thus, there is still a great need for more research on the acceptance of
social robots from both the student and educator perspective.

Technology acceptance, in particular in in-situ/field studies, are important steps towards
illuminating how social robots could be used in a real-world applications for children with
disabilities, cf. [103].
SAR can offer more engaging learning experiences and provide personalized support to
help students’ engagement [60]. Investigation of the technological acceptance of SAR is
crucial, specifically, when it is used in real-world settings.
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2.2 Upper-limb Disorders

Developmental Coordination Disorder (DCD) a neurodevelopmental condition, affecting
motor coordination and Upper-limb disorders, are physical health conditions, affecting
arms, hands, and fingers. Individuals are born with these conditions that range from mild
to severe [81]. DCD is a prevalent disorder in Canada, affecting 2% to 5% of children [20].
While DCD is sometimes overlooked, it considerably impacts children’s lives, at school and
home [61]. Adaptive solutions, can assist children with upper-limb disorders compensate
their differences [81].

2.2.1 Upper-limb Disorders and Play

Their physical condition is a barrier to lots of play activities, and the majority of chil-
dren with DCD are not active in playgrounds. As children with DCD are less physically
active, have their own patterns of play [90]. They don’t get involved in social physical
play and spend more time alone [100]. Several studies have explored using serious games,
in rehabilitation and therapy [83], However, there’s been limited research on games re-
quiring physical activities for people with upper-limb injuries. For example, Amorim et
al. reviewed works investigating serious games for stroke rehabilitation of upper-limb [4],
mentioning the potential use of VR in serious games in this field [123].

2.2.2 Play and social robots

Play is especially important in the context of therapy, as it maintains motivation and
engagement. Social robots are still scarce in the literature related to upper limb rehabilita-
tion. One study [119] used the Cozmo robot robot as a motivator in the therapy exercises,
as the robot reacted positively when the children performed the required therapy, correctly.
Another study [49], designed a Pacman-like game with small graspable mobile robots to
encourage children to perform grasping and manipulation tasks.

Tasevski et al. designed a robot that was meant to increase the motivation of the children
[106]. Their robot improved non-verbal communication, gestures, and verbal production.
Fridin et al. observed that children with cerebral palsy were more involved in the therapy
when using the Nao robot to carry out repetitive training [42]. The robot provided feed-
back and adapted the exercises based on performance. Another study considered if the
Ursus robot could adapt the exercises to each participant, while monitoring and learning
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from the interaction, thanks to the proposed cognitive architecture [21]. They reported
increased collaborative behaviours from the children interacting with the robot.

2.2.3 Collaborative games

In previous works, the differences between collaborative versus competitive gameplay have
been studied in educational [93] and therapeutic [82] settings. Novak et al. showed that
participants preferred playing with a partner rather than playing alone. However, pref-
erences in terms of competitive or collaborative gameplay differed across individuals, and
most players liked one condition and disliked the other [82]. Sanchez et al. observed emerg-
ing competitive behaviours in a classroom setting and introduced an h-index like scoring
policy to encourage cooperation amongst students. Arellano et al. compared physiological
data in the case of solo, competitive and collaborative play. They reported that players
experienced similar levels of arousal in individual and collaborative contexts [43]. Re-
search supports that technology can possibly increase communication, collaboration, and
coordination between people. Thus, designing tools as mediator to scaffold children’s col-
laboration can be beneficial. Most of the works, in collaborative technologies, are designed
to reach a learning goal, entertainment, etc [10].

2.2.4 Engagement, Enjoyment

Cognitive engagement can be defined more generally as one’s cognitive willingness to take
on the task at hand; this includes the amount of cognitive load and effort invested in
the task and the persistence in completing the target task [92]. The understanding and
measurement of cognitive engagement are paramount to the success of developing effective
interactive systems. The concept of cognitive engagement is often applied in the domain
of education, and child development [78].

Due to the importance of engagement metrics in many practical applications, measure-
ment of engagement has been explored extensively. Generally, there are two categories of
methods to measure engagement: self-reporting methods and non-self-reporting methods
[120]. Self-reporting methods often employ questionnaires and/ or interviews to collect
engagement data directly from the study participants. This type of method is usually
low-cost and the data is relatively easy to analyze. However, study participants’ subjective
ratings of their engagement can be influenced by many factors, and their memory recall of
experimental events can be inaccurate during the data collection phase; thus, self-reporting
methods may be biased and provide unreliable data. On the other hand, non-self-reporting
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methods do not rely on the direct reporting of study participants, and are hoped to provide
more objective data. Objective data are typically collected in real-time during the ongoing
interaction. and are later analysed, either by manual annotation or automated processes.
Non-self-reporting data can be visual, auditory or physiological [120, 91]. Some common
physiological signals to evaluate effort and engagement include skin conductivity [88], pupil
size [55], electroencephalogram (EEG) [13], heart rate[75] and many more. Thanks to re-
cent advances in wearable health monitoring devices, the collection of heart rate data is
becoming more and more accurate while being non-intrusive. Therefore, heart rate has
been suggested as an effective signal to utilize for engagement measurement [68, 28, 98].

Ladino Nocua et al. utilized heart rate data to assess student engagement in distance
learning during COVID-19 [68]. They performed heart rate collection with wearable Pho-
toplethysmography (PPG) sensors. Heart rate data were labelled with different events,
and the labelled heart rate series were clustered. Their results demonstrated that during
active learning activities students’ heart rate varied significantly compared to the baseline
heart rate, and they confirmed that heart rate could be used as an effective measure of
student engagement in distance learning.

However, the value of active learning seems unable to extend to lectures in actual class-
rooms. Darnell et al. unitized heart rate data to evaluate student engagement and attention
focus during in-person active learning sessions [28]. The data collection was performed with
wearable heart rate sensors (Mio alpha heart rate monitors). They inspected the rolling
average of students’ heart rates in 4 consecutive 50-minute lectures and found that active
learning in class could not effectively increase student engagement or reset student atten-
tion; the true value of in-person active learning resided in the activities themselves.

Senthil and Wong studied the relationship between student engagement and student heart
rate [98]. They collected data with the wireless heart rate sensor (Mio fuse sensor), and
recorded the average resting heart rate and excited heart rate of each participant in the
respective designed activities. Subsequently, they recorded each participant’s heart rate
during a one-hour lecture. Their results suggested that students with a higher grade point
average (GPA) had their heart rate exceeding their excited heart rate levels more fre-
quently than students with lower GPAs. Students with lower GPAs had stable heart rates
throughout the lecture, and their heart rates were usually below their respective excited
heart rates. Based on these results, they concluded that heart rate data is related to
student engagement.
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Chapter 3

Study 1: An Initial Investigation into
the Use of Social Robots within an
Existing Educational Program for
Students with Learning Disabilities

This pilot study investigates integrating a social robot into an already existing program
for students with learning disabilities, without any change to their curriculum, where in-
structors used the robot as a tool in their one-to-one lessons.

3.1 Research questions

Our goal was to answer the following research questions:

RQ1: Would the presence of the robot support on-task behaviours and learning goal com-
pletion for students?
RQ2: What impact did the RS provided by the robot have on redirecting the students’
focus back on a challenging task?

The novel contribution of our work was the integration of a robot into an already ex-
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isting program1 for students with LD. In this field study, we did not change the goals of
the instructional program or the curriculum, and integrated the robotic intervention into
a wide range of students’ programs to accommodate the various scenarios and situations
that students and instructors may face in a typical instructional session.

3.2 App Design

For instructors to operate the robot effortlessly, we developed a separate web application
interface to display the structure of the session on a single page for a smooth flow of
interaction. The application was designed to give instructors complete control over the
robot usage based on the general steps they followed during the RMI sessions. The app’s
main page reflected three parts of a session displayed as digital buttons: 1) Introduction
Phase, 2) Working on goal, and 3) Goodbye. The robot was semi-autonomous, and the
instructors selected the programmed behaviours of the robot, as they saw appropriate in
a given situation, using the application. By clicking on any of the three buttons, more
buttons would pop up, reflecting the next segment or activity. Each button displayed a
label to identify the activity and was connected with the robot to play gestures, emotions,
and speech depending on the activity. Instructors and educators provided feedback on the
session workflow and on the strategies, once they were implemented. These strategies were
then grouped into four categories based on the off-task behaviours that the strategy could
potentially address (see Table 3.3).

Figure 3.1: The steps of Introduction phase on the application.

1In the existing program, students work one-to-one with a qualified instructor on an ongoing basis to
improve student independence, confidence, and academic success.
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Figure 3.2: The steps of working on goal on the application. The instructors decided when
to press the buttons and activate the robot’s functionalities.

3.3 System Architecture

Fig. 3.4 (right) shows the architecture of the system. To connect the two tablets and
the robot, we used Flask2 a python web framework, to create web applications, and ROS
(Robot Operating System) [101]. The QT robot3 contains two computers that are internally
connected with LAN, one is the Raspberry Pi based computer, and the other is Intel NUC
i5/i7 PC. The ROS environment was initialized on the first computer and was used to send

2https://flask.palletsprojects.com/en/2.0.x/
3https://luxai.com/
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Figure 3.3: The steps of Goodbye phase on the application.

commands to the robot. The flask server was run on the second computer and was used to
connect the two tablets and the robot. Flask provided an interface for the instructors’ and
students’ tablets to connect to the robot and send commands to ROS. Further, ROS sends
behavioural commands such as gestures, speech and emotional expressions to the robot.

3.4 The Study

Our study was a within-participant design in which students participated in the IAU and
RMI sessions. The scenario involved a setting in which an instructor provides a one-to-one
personalized instruction to students.

3.5 Setting

The study took place within the non-profit educational organization in their teaching
classrooms reserved for one-to-one instruction. The QT robot was located on a table
along one classroom wall facing the student, approximately 1 to 2.5 metres away from the
student and instructor. The instructor and students worked on a task at a table. No other
instructors, staff, or students were in the room during instruction. A camera located next
to the QT robot recorded the sessions. At the start of a session, a staff member set up the
robot, the applications on the two tablets, and the camera.
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Figure 3.4: Study set-up (left) and system architecture (right)

3.6 Materials

The materials in the study included two tablets, a video camera, worksheets, and the
QT robot4. The QT robot is a commercially available, lightweight humanoid robot from
LUXAI capable of various arm and head gestures and facial expressions.

The robot has 14 degrees of freedom, allowing it to move its head and arms and enabling
it to make various gestures with an ROS interface for programming. The robot’s face is a
screen that can display facial expressions representing various emotions.

3.7 Participants

Four instructors and nine students participated in the study. The students were between 7
and 15 years old (See table 3.1 for a summary of participants). All participants were stu-
dents enrolled at the organization. The organization enrols both students with diagnosed
and suspected learning disabilities. The process for receiving a diagnosis can take years and
is prohibitive to students presenting with significant foundational skill gaps and learning

4https://luxai.com/
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needs not sufficiently supported in their schooling environment. Many of the students en-
rolled at the organization have multiple diagnoses, and participants recruited in this study
also represent this. For the participants in this study, these diagnoses include but were not
limited to ADHD, Autism, and developmental coordination disorder. The organization
selected students who could potentially benefit from further support when facing difficult
learning objectives. Instructors of the identified students were approached to gain their
consent to participate in the study. Next, the parents/guardians of the students were asked
for consent. Student assent was also sought before the first session of the research study.
An ethical review of this study was completed through a community-based Research Ethics
Office that has jurisdiction in the geographical location of the organization.

Table 3.1: A summary of participants sessions, and tasks

Student ID Age NOS. of IAU Sessions NOS. of RMI Sessions Tasks

P14 9 2 6
Reading, Writing,
Spelling

N18 15 1 3 Writing, Spelling

R18 11 1 3
Reading, Math
Riddles

P04 7 2 7
Reading, Building
Sentences

N03 10 1 3 Reading, Writing

G13 7 1 3 Reading, Writing

N17 8 1 7
Word/Picture
Sorting, Spelling

M13 13 2 6
Picture Sorting,
Spelling

Q20 8 2 6 Reading, Writing

* NOS: Numbers of

3.8 Procedure

The entire study took place over five weeks, with one-to-one sessions between instructors
and students. The first week of the study was the IAU sessions, and the following four
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weeks involved the RMI sessions. During the IAU sessions, the instructor moderated and
guided the student through the session, while the QT robot would do this during the RMI
sessions. The instructors operated the robot using an application displayed on a tablet
designed specifically for this purpose. The instructors had a short training session before
the start of the experiment, to learn how the application interface worked. The instructor
chose whether to use a redirection strategy and when and what strategy to use to allow
for the following phases.

3.8.1 Introduction

This phase consisted of segments that included an introduction to the session, a warm-up
activity (such as dance or a game); goal setting; and praise. The instructor sets a goal for
students to work on. The tasks varied during sessions and from one student to another.
The student reflected their mood and energy level using colours on their reflection work-
sheet. Table 3.6 displays a modified version of the Zones of Regulation framework displayed
on a worksheet given to students. On their worksheet they had the same table as Table
3.6 with emotion images, above each column. Each colour correspond to a set of feelings
and is categorized into a group [67]. Fig. 3.1 shows the steps of this part in the application.

IAU sessions: The instructor may start with a warm-up activity before they asked
the student a set of goal-related questions and recorded the student’s answers on the work-
sheet (see Table 3.2). At the end of this phase, the instructor praised the student for their
efforts.

RMI sessions: RMI sessions follow the same as the IAU sessions, but were led by the
robot instead. The robot introduced itself to the student by saying “I am going to help
you in your session”, and performed a warm-up activity. Then it asked the student to set
a goal for the session with their instructor. In the end, the robot praised the student. Fig.
3.1 shows the steps of this part in the application.

3.8.2 Working on the goal

During this phase, the student, and the instructor began to work on the goal.

IAU sessions: As long as the student stayed on-task, the instructor would praise the
student for their effort periodically. Whenever the student displayed off-task behaviours,
the instructor would try to redirect the student to the task. If the student remained off-
task, the instructor would engage the student with an RS. Each instructor in the study was
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provided with a list of strategies and how to use each of them. They chose the strategies
depending on how the student felt and which off-task behaviours they displayed. After the
student performed the strategy, they were able to re-engage the task. Fig. 3.2 shows the
steps of this part in the application.

RMI sessions: The RMI sessions would follow the same procedure as the IAU sessions,
except the QT robot would perform various actions. The robot would praise the student
for staying on-task and redirect them back to the task. The robot would also facilitate the
RS if the instructor chose to use one. The strategies that the robot could perform were
the same as the list of strategies provided to the instructors in the IAU sessions.

3.8.3 Goodbye

This phase was where the student reflected on the goal they set with their instructor. The
instructor also reflected their perceptions about the student’s performance related to stu-
dent’s attention and commitment level, among other questions (please see Table 3.5).

IAU Sessions: The instructor would praise the student for their effort and asked a few
follow-up questions about the session (see Table 3.4). The instructor recorded students’
answers and their perceptions about the student’s performance on the reflection worksheets.
In the end, the student played a game with the instructor.

RMI sessions: The RMI sessions would follow the same procedure as the IAU sessions,
except that the QT robot would provide the praise and ask the follow-up questions. The
robot would also play the game with the student. Fig. 3.3 shows the steps of this part in
the application.

3.8.4 Off-task behaviours and redirection strategies

Educators and researchers at the organization have identified a list of the most common
off-task behaviours exhibited by students with LD at their centre. The identified off-task
behaviours were further associated with the relevant redirection strategies. As shown in
Table 3.3, the off-task behaviours were categorized into four parts. Different versions of
each strategy were implemented to avoid repetitive interaction between the robot and the
students that could negatively impact students’ engagement. The purpose of using RS is
to give the student a break from a task if the student begins to show signs of anxiety or
frustration. Such strategies provide an opportunity for the student to reset their mindset
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before continuing with their task. In this study, we used the following strategies:

Games: Games were set up for the student to play with the robot in the RMI sessions
and with the instructor in the IAU sessions. We prepared two tablets for this portion of
the intervention. The instructor played on one tablet, or pretended that the robot was
playing in the RMI sessions, and the student played on the other tablet. Initial study
conversations with the instructors indicated the importance of designing the games in
ways that were fun for students. They also asked to have more control over who won
the games and when to play their turns, since some students required more time to play.
We implemented two games for this pilot study, the Tic-Tac-Toe game fig. 3.5 5, and the
Matching game (Spot It). 6 The games’ purpose was to keep students engaged. These
two games had a competitive theme, but the QT robot gave feedback verbally during
every turn, accompanied by appropriate gestures and affective expressions to encourage
the student to keep playing. See fig. 3.6. Fig. 3.2 shows different parts of the application
and the steps of every session.

Figure 3.5: The Tic-Tac-Toe Game

Humour and Riddles: Humour and riddles were used to lighten the mood of the
student and as a quick distraction from the task. We found some jokes for kids online and

5A game for two players to take turns to mark a grid table of three-by-three by ’X’ and ’O’s. The robot
puts ’X’ and the student puts ’O’ marks. The first player to get 3 of their marks in a row (up, down,
across, or diagonally) is the winner.

6A game for two players where each player is given a set of four pictures. There are four pictures each
on the right, left and centre of the screen. The robot has to select a picture on the right, matching a
picture shown in the centre of the screen. The student has to find the picture on the left that is matching
a picture shown in the centre of the screen. The player who selects the matching picture first wins.
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Figure 3.6: The Spot-It Game

implemented them into the robot’s speech commands. Jokes and riddles were told by the
robot in the RMI sessions and the instructor in the IAU sessions. For example, “Why are
fish so smart? Because they live in schools! Haha! Haha!” 7, “Why are teddy bears never
hungry? They are, always stuffed! Haha! Haha!” 8

Breathing Exercises: Breathing exercises were implemented as part of the set of SR
strategies as they can be used to reduce anxiety, help settle a restless student, and help
promote focus [79]. Three breathing exercises were used in this study: 1) Breathing with
Movements, 2) Deep Belly Breathing, 3) Smell the Flower, Blow the Candle. When the
robot, or the instructor, performed one of these breathing exercises, they did so by gesturing
using their hands, talking through the steps of the exercise and expressing emotions to guide
the student through the exercise.

Physical Movements: Physical movement activities were selected as part of the set of
SR strategies as they can be used to help settle a restless student or help engage a student
that appears to be tired or has low energy [110]. Two physical movement activities were
used in this study: 1) On the Run, and 2) Low Energy Movements. Similar to the breathing
activities, the QT robot, or the instructor in the IAU sessions, would perform and guide
the student through the exercise using arm gestures, speech and emotions.

Positive Self-Talk: Students often experience negative emotions when struggling
with challenging tasks. To address this, educators used positive self-talk statements to

7https://www.goodhousekeeping.com/life/parenting/g28581033/best-jokes-for-kids/
8https://www.ezschool.com/Riddles/Riddle54Ans.html
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reduce the negative emotions a student is experiencing. With these RS, the robot, or
the instructor in the IAU sessions, would ask the student to repeat the positive self-talk
statements (i.e. “I can do this”.) The robot would also use gestures and, in the case of the
Superhero Sequence, would ask the student to replicate them. The Superhero Sequence is
a combination of positive self-talk statements and power poses (e.g. hands on hips).

Table 3.2: Questions on the worksheet for students

Before Working on a Goal After Working on a Goal

1-What goal will you work on today? 1-Have you reached your goal?
2-How will you do it? 2-What helped/didn’t help you?
3-How will you know you reached your goal? 3-What will you try next time?

3.9 Data Collection and Analysis

Study data comprised of video recordings of student sessions during both the IAU and RMI
conditions and student reflection worksheets containing session feedback from instructors
and students. The worksheets provided us with information on how students and instruc-
tors perceived the session, what strategies were used, and whether the goal was completed.
In the RMI sessions, instructors were asked several additional questions related to goal
setting, RS and the robot. See Table 3.4 for more details. Video recordings of the portion
of the session where students worked towards their identified goal underwent a numerical
analysis to track and record off-task behaviours by students. The first goal the student and
instructor set for the session was analyzed using the momentary time sampling method.
The students’ working time on the goal was divided into one-minute intervals [94]. Prior to
full analysis of the data, three of the organization-based researchers conducted the process
of Investigator Triangulation, a process commonly used in educational research, to ensure
rigorous analysis of the data. For this study, Investigator Triangulation was completed
through each of the three investigators independently analyzing three of the video record-
ings and comparing their completion of the momentary time sampling method for each of
the videos. The investigators compared their results and analysis of the three selected ses-
sions together and found a high level of fidelity in the analysis of the videos. Where there
were discrepancies in the analysis of data, the discrepancy was discussed, and a protocol
was developed to clarify the analysis protocol and complete the triangulation process. The
full analysis of all videos was then completed by two of the organization-based researchers
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Table 3.3: Type of off-task behaviours, each associated with RS

Off-task Behaviours Redirection Strategies

Work Refusal, Shutting Down, Anxious,
Withdraw

Jokes, Games, Riddles, Breathing (Breath-
ing with Movement, Deep Belly Breathing,
Smell Flower Blow the Candle)

Low energy, Trouble Focusing, Tired or
Bored

Movement (On the Run, Energy Move-
ment), Breathing with Movement

High energy, Trouble Focusing, Restless,
Fidgety, Silly

Breathing (Deep Belly Breathing, Smell
Flower Blow the Candle), Movement (On
the Run, Energy Movement)

Low Self-Confidence, Needing Encourage-
ment

Positive Self-Talk, Superhero

Table 3.4: Questions on the Worksheet for instructors (Post-Goal)

1-Did you set a challenging, yet achievable goal with your student?

2-Which off-task behaviour(s) did you observe in the session?

3-Which redirection strategies did you try and was it appropriate for your student (if
applicable)?

4-Did you follow the procedure details as outlined? If not,when/why did you go ”off
script”?
5-Is there any other feedback you could provide that would be helpful to know for
future sessions?
6-Did the QT robot meet the objectives for the sessions(only to be answered during
the RMI phase)? yes/No, Details:
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Table 3.5: Table of attention and commitment, levels of students filled out by instructors
after working on goal [96]

Attention and Commitment Level

Engagement: High Attention, High Commitment

Strategic Compliance: High Attention, Low Commitment

Ritual Compliance: Low Attention, Low Commitment

Retreatism: No Attention, No Commitment

Rebellion: Diverted Attention, No Commitment

Table 3.6: Zones of Regulation, associating feelings with colours, filled out before and after
working on goal, adapted from an original table [67]

Blue Green Yellow Red
Sad Happy Frustrated Mad/ Angry
Sick Calm Worried Terrified
Tired Fleeing Okay Silly/ Wiggly Yelling/ Hitting
Bored Focused Excited Elated
Moving Slowly Ready to Learn Loss of some Control Out of Control

to identify off-task behaviour and extract critical features of the session using the momen-
tary time sampling method.
The analysis of videos began once the student began to work on the identified session goal,
and the analysis ended once the goal was reached or the instructor re-directed the student
if the goal was not met. For the momentary time-sample, the annotator would watch the
10 seconds leading up to the start of the next 1-minute interval to determine whether the
student was on-task, based on behaviours displayed. An on-task behaviour would be de-
fined by the annotators based on the goal set for the session. For example, if the goal was
to read and answer questions about a passage, on-tasks behaviours of the student would
include, but not limited to, reading, receiving help to pronounce words, answer questions
about the passage. An off-task behaviour would be anything not related to achieving the
set goal, like refusing to read or students telling off-topic jokes. If an instructor used
a redirection strategy with the student, momentary time sampling would stop until the
instructor directed the student back to their learning goal. After the goal-setting time
was analyzed, the percentage of on-task behaviours was calculated by dividing the total
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number of one-minute intervals when the students were on-task by the total number of
one-minute intervals in the session. The percentage of on-task behaviours was calculated
for the intervals before and after using the RS during a session.

3.10 Results

In this section, we present the major findings obtained from the analysis of the data
with respect to our research questions. RQ1 investigates if the presence of the robot would
support the on-task behaviours and learning goal completion of the students. The following
results illustrate a trend toward the social robots’ support in students’ learning.

3.10.1 Students’ percentage of on-task behaviours

Fig. 3.7 shows the percentage of on-task behaviours for each student per session. By
comparing the percentage of on-task behaviours between the IAU and RMI sessions in Fig.
3.7, we can observe that for most of the students, the percentage of on-task behaviours in
the RMI sessions was higher than in the IAU sessions. However, there are a few exceptions
that are further detailed in the Discussion section.

3.10.2 Goal Completion

RMI sessions had a greater goal completion rate than the IAU sessions. On average,
students completed their goals in 91% of the session in the RMI phase and 77% of the IAU
sessions.

3.10.3 Students’ and instructors’ perceptions of the QT robot

As shown in Table 3.8, we observed that seven out of nine students mentioned in the
worksheets that the QT robot helped them. Six students mentioned that the RS moderated
by the QT robot helped them in more than one session. Three students mentioned that
they would ask the QT robot for help in future sessions. In the RMI phase, we asked
the instructors to reflect after every session “if the QT robot has met the objectives of
the session”, and in more than 80% of the sessions, they replied ‘yes’. RQ2 explores the
impact of redirection strategies provided by the robot on redirecting students’ focus back
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Figure 3.7: The percentage of On-Task Behaviours in the IAU (Green) and RMI sessions
(Blue) for all students. The x-axis represents the session number for each student, and the
y-axis represents the on-task percentage. ‘RS’ represents redirection strategy. Each graph
represents a student and each bar in the graph represents a session of that student.

on a challenging task. The following results suggest the RS exhibited by the robot helped
the students.

3.10.4 Impact of RS during RMI Sessions

To investigate if the RS moderated by the robot was effective, we measured the percentage
of on-task behaviours before and after employing the redirection strategy, see Fig. 3.8.
The frequency of SR being used in IUA sessions (38%) was about the same as the RMI
sessions (34%).
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3.10.5 Types of off-task behaviours exhibited by the students
and most preferred strategies

Table 3.7 summarizes the types of off-task behaviours demonstrated by students and RS
used during sessions. The strategies preferred by students were jokes, praise, movements
and breathing exercises. Among them, jokes were the most commonly used, and students’
feedback indicated that they liked the jokes.

Figure 3.8: The on-task percentage, before and after using RS. The blue bar, indicates
the on-task percentage before using the strategies, the green bar indicates the on-task
percentage after using the first strategy, and the purple bar indicates the on-task percentage
after using the third strategy. The red line separates the IAU and RMI sessions. If the
student did not use the RS in a session, we did not plot any bars (see participant N17).
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Table 3.7: Students’ Off-task Behaviours Observed and RS Used during the RMI

Students Age Off-task Behaviours Strategies

P14 9 Shut down
Jokes, Riddles, Breathing Exer-
cises

N18 15 Off-topic Talking Jokes, Games

R18 11 Got Stuck on Ideas Deep Belly Breathing

P04 7 Poor Posture, Tiredness
Breathing with Movements,
Deep Belly Breathing

N03 10 Chatting
Belly Breathing, Breathing
with Movement, Jokes, Super-
hero

G13 7 Shut Down Jokes

N17 8 Tiredness

M13 13
Off Topic Questions, Comment-
ing on the QT robot’s speech

Jokes, Energy Movement

Q20 8
Frustration, Shut Down, Low
Energy

Jokes, Positive Self-Talk, Low
Energy Movement, Superhero,
Praise

3.10.6 Mood, Energy, Attention, and Commitment Level

We did not observe any significant difference between the moods and energy levels recorded
at the beginning and the end of the sessions for both IAU and RMI. As the session often
takes place after school and focus on challenging areas for that student, it is not unexpected
that moods and energy levels do not change over a 50-minute session, even with a social
robot. The subjective nature of these questions may also impact the students’ responses,
as they might have felt uncomfortable reflecting on their psychological and emotional
states. Similarly, the instructor’s recorded students’ attention and commitment level did
not change for most of the students before and after the session.
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Table 3.8: Students’feedback about the QT robot (Post-Session)

Students Student’s Feedback Instructor’s Feedback

P14
The QT robot helped by prais-
ing(”You did a good job today.”,
”Great Effort”)!

The robot’s involvement and praise
helped the student feel proud and pos-
itive,and encouraged him to finish.

R18
The robot’s strategy helped. Asked
the QT robot for help and more strate-
gies.

The QT robot worked well and as-
sisted in all steps.

P04 Enjoyed the breathing exercise
The robot strategies seemed helpful,
had a bit more energy.

N03
The robot’s strategies helped.I en-
joyed hearing from the robot and
wanted to explore more strategies..

N17 The QT robot helped.

M13
Breathing, movement break and jokes
helped. The QT robot motivated me.

The student enjoyed the breathing ac-
tivity and asked Questions about the
robot.

Q20
The QT robot’s jokes and movement
breaks helped.

The student was incredibly focused.
Jokes made them happier. Positive
Self-Talk acted like a mood boost for
them to finish the task.

3.11 Discussion

The pilot study was specifically designed as a field study to explore the feasibility and value
of using a social robot in an existing educational program for students with LD working
with a specialized LD instructor. Because the study worked within the existing ‘real
world setting’, systematic data collection was hampered by all the ‘real world’ challenges
that students and educational organizations faced during COVID-19, such as scheduling
challenges and lesson disruption due to sickness, and general family scheduling challenges.
However, the goal of the study was to explore the intervention in relation to these ‘real
world’ challenges, and thus the study’s results and discussion focus on what we learned in
relation to a ‘real world’ implementation.

Overall, the employment of a social robot seems to benefit students with their learning
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goals. In total, we had 44 RMI sessions. As shown in Fig. 3, the on-task behaviours
for most of the students in most of the RMI sessions were more than 80%. Also, students
completed their goals in 91% of the sessions without any drop-out. In some cases, these per-
centages were even further improved in the sessions. In addition, for most of the students,
this percentage did not drop significantly by the end of their last RMI session, specifically,
considering their diverse and serious learning conditions. We believe the repetitions in
the RMI phase might have reduced the novelty effect of the robot on children. Moreover,
the students’ and instructors’ feedback further supports the employment of the social robot.

The instructors at the educational organization had general experience working with tech-
nology (e.g., using computers, phones, etc.). They did not have technical expertise working
with complex and sophisticated technologies such as robots in their one-to-one sessions.
Each instructor had gone through the study protocol and had a one-to-one demonstration
with one of the researchers to teach how to navigate the tablet app before conducting an
RMI session. Additional technical support was given through the study when requested.
With this minimal training, the instructors were able to use the social robot in the 44
sessions effectively.

3.12 Limitations and future work

As we wanted to explore the impact of a social robot on students’ learning, due to the
small sample size, we chose the within-participant design and employed the RMI sessions
after the IAU session to slowly increase the complexity of the instruction medium as the
students did not have prior experience with social robots. Most of the limitations related
to the design of this study relate to its nature as an in situ study incorporated into an
already existing program. As such, certain parameters which can be more easily controlled
in a lab setting, such as the number of sessions and curricula/learning goals, were fixed.
For example, instructors determined whether or not a redirection strategy was needed,
and there was variance in whether a behaviour would warrant a redirection strategy and
when the instructor would use another instructional technique such as a verbal reminder.
However, off-task behaviour was recorded regardless of the instructor’s technique, so we
were still able to effectively measure the intervention’s impact on off-task behaviour, the
key goal of the study. As instructors had many responsibilities during a session, such as
completing worksheets and controlling the robot, in addition to their general duties in
supporting and scaffolding the learning of students, there were occasions where worksheets
were incomplete. There were also a few sessions where the video recording equipment failed,
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so the sessions could not be included in the analysis. Learning from these limitations, we
aim to improve our systems and protocols for a future study with the following changes:
(1) to reduce the challenge of handling two tablets, we plan to remove one tablet by
automating the games to lower the responsibility put on the instructors. (2) we plan to
develop more collaborative games with additional themes and complexity levels to provide
greater variety. (3) we also plan to change the study design to control for more conclusive
results by addressing the identified limitations of this study: a) equal number of IAU
and RMI sessions for each student; b) higher number of participants and sessions per
participant; c) narrower age range of participants and common area of learning challenge;
d) use of a between-participant design approach.
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Chapter 4

Study 2: User Evaluation of Social
Robots as a Tool in One-to-one
Instructional Settings for Students
with Learning Disabilities

This work is an extension of an in-situ pilot study, conducted to explore the integration
of a social robot as an assistive tool for instructors, providing redirection strategies in a
one-to-one instruction setting with children with LD.
The results of the pilot study indicated that the intervention supported students in staying
on-task, however, there were limitations related to the study design, such as the techno-
logical complexity of the instructional protocol, and the absence of a control group.
Building from this work, the current study had an expanded scope that aimed to investigate
how students with LD are impacted by a social robot as an instructional tool. We assessed
the acceptance of the robot in one-to-one lessons as part of an in-situ study. Different from
the pilot study, students were assigned to either a control or intervention condition.

4.1 Research Questions

The study poses the following research questions:
RQ1: What is the level of technology acceptance the robot achieves with both students
and instructors?
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RQ2: How does the use of a robot influence the engagement and off-task behaviours over
the multiple sessions?

4.2 Participants

Sixteen students between 7 and 12-years old (mean= 9.6, std= 1.25) with a suspected or
diagnosed LD participated in the study (See table 4.1). Five certified instructors (hold-
ing either a bachelors, master’s degree or a teaching certificate) participated in this study
(mean= 27.4, std= 1.74) (Table 4.3). Participants were existing LDS students who re-
ceived one-to-one instruction with the participating instructor. The students struggled
with reading tasks, and it was hoped that they could benefit from an assistive robot. The
students were randomly assigned to one of the two conditions. Eight students participated
in the control condition, where seven students had five sessions, and one student had six
sessions. Eight students were assigned to the intervention condition (robot-mediated in-
struction); two of those students had six sessions, and five had seven sessions. One student
was withdrawn after the first session in the intervention condition, since they were uncom-
fortable having the robot in their lesson (see table 4.2). The variance in the number of
sessions by the students was due to missed sessions. While some students attended LDS
twice a week and could make up missed sessions, some students were unable to do so as
they only attended once a week. All instructors participated in both conditions, and none
had used social robots previously. All instructors went through a training session and were
demonstrated how the interface worked. Three instructors had two students participating
in the study, and two instructors had one student participating.

4.3 Material

We used the same robot, QT, as in Study 1. It can perform gestures using its head and
hands, accompanied by speech and facial expressions, and seems very suitable to use with
children with LD. To interact with the robot, we developed a web application interface
for instructors to operate the robot during the intervention sessions. The app consisted
of the protocol instructors followed during the session, displayed as buttons. Examples
of elements of the protocol are warm-up activities, games, and breathing exercises. The
application was loaded onto a tablet, which the instructor used to control the robot to lead
an activity or play a game with the student (as a part of the session).
In addition, we developed a reflection worksheet for instructors and students to reflect on
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the academic goal of the session, including its difficulty level, and to state if the goal was
reached during the session or not. Instructors also reported students off-task behaviours,
engagement and the redirection strategies used on the worksheet. Additionally, students
were asked to take part in a paper-based visual survey about their experience with the
robot three times during the study, to gauge whether and how their opinions of the QT
robot changed over the duration of the intervention period. This survey, that was devel-
oped according to the context of the research, included questions regarding the robot’s
friendliness, intelligence, and the student’s enjoyment (Table 4.4). In order to evaluate
the instructors’ acceptance of the robot in their lessons, we created an online survey, on
Qualtrics using the Technology Acceptance Model (TAM) [44, 31, 115, 116] consisting of
the following categories: a) Perceived usefulness; b) Ease of use; c) Intention to use the
robot (their willingness toward using it); d) Attitude toward using the robot (if they see
any value in using it), e) Enjoyment, and f) Process of using the robot, on a 5 point
Likert scale. In addition, we asked questions to rate instructors’ interest in ‘Affinity for
Technology Interaction’ (ATI) [40] on a 6-point Likert scale. Note, the TAM model was
chosen since, while not as complex as other user acceptance models that are reported in
the literature (e.g. UTAUT, [25]), was deemed most suitable for this in-situ study in order
to answer our research questions without putting too much effort onto our participants.
TAM has also been used successfully in a recently published in-situ study with children
with ASD [103].

4.4 Procedure

This study was conducted after the pilot study, mentioned above, in which we investigated
how the QT robot can influence the off-task behaviours of students with learning disabil-
ities while working on a task. In this follow-up study, using a between-participant design
involving a control and an intervention condition, we focused on designing a more struc-
tured session based on the lessons learned from the pilot study. Besides, we were interested
in instructor’s perception toward using the robot, in addition to students perception, and
performance of the students in the lessons.
Students were randomly assigned to one of the two conditions. In order to provide an op-
portunity to interact with the robot to all the students, the control group later participated
in the intervention condition after this study. In the intervention condition, the student
only interacted with the instructor during a one-to-one instructional session, and in the
intervention condition, the student interacted with the instructor and the QT Robot. Dur-
ing the intervention condition, the QT robot (controlled by the instructor) took over the
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instructor role and lead the student through the session introduction, goal setting process,
and provided self-regulation strategies if necessary. Students took part in the study once
a week as part of their regular sessions with their instructor. Some students had more
lessons in a week at LDS, but all participated weekly in our study. The instructor and
the student worked on a reading task that was challenging but achievable for the student.
Both conditions employed the following phases:

4.4.1 Introduction phase

Control condition: The instructor introduced the session, and completed a warm-up
activity with the student. Next, the student and instructor set a goal for the session and
the student reflected on their mood and energy level on the reflection worksheet.
Intervention condition: The phase began with the QT robot introducing itself, and
introducing the session. Then, the robot and the student did a warm-up activity together
and the robot asked the student to set a goal. Note, while QT performed some activities and
behaviours autonomously, they were controlled by the instructor through the application.
Thus ensured that the instructor was in full control of the session.

4.4.2 Working on goal

Control condition: During the session, the instructor redirected the student back on
task as needed. If the student remained off-task, the instructor used a redirection strategy
(RS). If the student stayed on task, the instructor praised the student.
Intervention condition: Intervention sessions followed the similar procedure as the con-
trol condition, except that QT delivered the RS or praise.

4.4.3 Goodbye

Control condition: At the end of the session, the student reflected on their goal. Sessions
finished with a game, regardless of goal completion. Once the session was completed, the
instructor answered a few questions about how the session went and the student’s engage-
ment.
Intervention condition: Intervention sessions followed the similar procedure as the con-
trol condition, except that QT delivered and played a game with the student.
Students also responded to questions regarding their interaction with the QT robot three
times during the study. The three data collection points occurred after the first, fourth,
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and last session. Instructors completed a technology acceptance questionnaire twice dur-
ing the study, after the first and last session. Tables 4.5, 4.6, 4.7, 4.8, 4.9, and 4.10 show
questions asked.

Table 4.1: Students’ Demographic

Student ID Student Age Number of Sessions Instructor ID

d22 9 6 1334042
d29 12 7 1365184
e26 9 7 1365184
e30 11 7 1336548
j36 8 1 1336548
d37 9 7 1348670
e34 11 7 1322791
i31 8 6 1322791

Table 4.2: Instructors sessions

Instructor ID NO. Students Total NO. Sessions 2nd TAM Survey Given After

1334042 1 6 6
1365184 2 14 7
1336548 2 8 7
1348670 1 7 7
1322791 2 13 7

Table 4.3: Instructors’ Demographic

Instructor Gender Age Qualifications EXPC. EXPC for LD

1334042 Male 24 Bachelors degree 4 years 3 years
1365184 Female 28 Masters’ Degree 8 years 4 years
1336548 Female 28 Masters’ Degree 8 years 3 years
1348670 Female 28 Masters’ Degree 5 years 3 months
1322791 Female 29 Teaching Certification 7 years 1 year

EXPC:Teaching Experience
EXPC for LD:Teaching Experience for children with LD
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Table 4.4: Students questionnaire

How much did you enjoy having the robot in your class?
How many stars would you give to the robot for its friendliness? (The more stars,
the friendlier)
How many stars would you give the robot for its intelligence? (the more stars, the
more intelligent)
Do you think the robot helped you during the session?
Would you like to have the robot in your future classes?
How often would you like to have the robot in your future classes?
I think for the robot in my class as a . . . ..

Table 4.5: Interaction(s) with Technical Systems

I like to engage more and in greater detail with technical systems.
I like testing the functions of new technical systems.
I predominantly deal with technical systems because I have to.
When I have a new technical system in front of me, I try it out intensively.
I enjoy spending time becoming acquainted with a new technical system.
It is enough for me that a technical system works; I don’t care how or why.
I try to understand exactly how a technical system works.
It is enough for me to know the basic functions of a technical system.
I try to make full use of the capabilities of a technical system.

Table 4.6: Perceived Usefulness

Using the robot enables me to accomplish teaching tasks quickly with students.
Using the robot enhances my effectiveness in teaching the students.
Using the robot supports student engagement in the lesson.
Using the robot supports the student in staying on task.
Using the robot support students in completing their learning goal.
Using the robot makes it easier to teach students.

4.5 Study Results

The results of this study are presented in order of the research questions. First, we discuss
the technology acceptance results of the users. Next, we present results regarding the
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Table 4.7: Ease of Use

Overall, I find the QT robot useful in my job.
I found it easy to learn how to use the robot.
I find it easy to control the robot through the tablet interface.
I found it easy to understand (instructions) how to operate the robot.
It is easy to become skilful at using the robot system (robot and tablet).
Overall, I find the robot system easy to use.

Table 4.8: Intention to Use

I want to use the robot during my one-to-one instructional sessions.
I am willing to use the robot in my future sessions.
I want to use the robot frequently in my sessions.

Table 4.9: Attitude toward Using

I think it is a valuable instructional tool to use the robot in sessions.
I think it is a trend to use robots in sessions.

Table 4.10: Enjoyment

I find using the robot enjoyable.
I have fun using the robot.
I find interacting with my students enjoyable when the robot is present.
I find students enjoy interacting with the robot.
I find students enjoy learning when the robot is present.

impact of a robot as a tool on students’ engagement level and off-task behaviours by
comparing the control and intervention conditions.

4.5.1 Instructors’ Perceptions

4.5.1.1 Open-ended questions

After the first and last session, we asked open-ended questions to the instructors regarding
the usage of a robot and its potential benefits to students (see Table 4.12). Table 4.11
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Table 4.11: Instructors’ perceptions after the last session

ID Experience Benefits for Instructors Benefits for students

I1

QT is effective as a re-
ward system and my stu-
dent enjoyed the interac-
tive portions.

Helpful for getting the
students to stay on
track/focus and help
take pressure off me to
do this.

Helps give them a goal to
work towards and be in-
volved in fun and engag-
ing activities.

I2 Good, I like it.
More usable with
younger students.

Motivation in younger
students

I3

QT is a fun addition to
the classroom. Most stu-
dents enjoy QT’s pres-
ence. A distraction at
times, but the more they
meet it the less distract-
ing it is.

Ability to set goals
with the students in
a fun, interactive way.
Less pressure on the
student. Praise on-task
behaviours or take breaks
with QT.

More motivated and less
pressured by QT’s pres-
ence. It changes stu-
dent’s moods positively.

I4 I enjoyed using QT

The strategies led by QT
are helpful. Students re-
spond better when QT
leads them than when I
do.

The robot’s novelty made
students more engaged
and allowed them to en-
joy the session more.
My student asked lots of
questions about QT it
was not in our sessions.
QT seemed to make them
more excited.

I5
Good! Helpful for main-
taining engagement

Diversity in lessons,
engagement, motivation
tool

Diverse breaks, motiva-
tion, engagement, discus-
sion topic

ID: Instructor ID

summarizes the experience of the instructors and the benefits of using a robot for them
and the students.
Only two instructors responded to questions 5, 6, and 7. Regarding difficulties, one of them
did not encounter any issues in any of the sessions. However, two instructors mentioned
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Table 4.12: Open-ended questions

1. *How was your experience in using the QT robot?
2. Did you perceive any benefits for yourself in using the robot as an educational tool?
3. Do you see any benefits for students in using the robot?
4. Do you have any worries and concerns in using the robot as an educational tool?
5. *Did you face any difficulties in using the robot?
6. *Did you encounter any technical problems during the session with the robot?
7. *Do you have any suggestions to improve the interaction of the robot during the
session?

* These questions were asked after the last session

issues with one of the games (Tic-tac-toe) in which the robot did not respond appropriately;
one of them was able to address this issue by restarting the game. The other instructor
mentioned that the app was sometimes slow and had to be refreshed. Related to their
suggestions to improve the interaction, one of them mentioned that the students really
enjoyed the gestures of the robot, however, if it had shown more gestures, the students
would have been more engaged. The other instructor suggested increasing the speaking
and game playing pace. The word ‘goal’ spoken by the robot had a strange pronunciation,
which was also noticed by the students. Regarding worries and concerns, after the first
session, 3 instructors had concerns related to the distraction due to the novelty effect of the
robot. Additionally, sometimes the robot glitched during a game, and adjustments to the
robot’s program were made to reduce these issues. However, after the last interaction, only
one instructor had concerns. The instructor described the concern as follows, “Sometimes
the students are more concerned with QT than with the lesson. However, this has appeared
to diminish over time as they become familiar with the robot.”

4.5.1.2 Affinity for Technology Interaction

Instructors reflected on their willingness to interact with technical systems on a six-point
Likert scale, (1: Completely disagree, 6: Completely agree). The average score for this
section was 3.97 after the first and 3.7 after the last interaction, which shows medium
affinity for technology interaction.The scores of the third instructor dropped after the last
interaction due to some glitchy behaviours of the robot in some sessions. However, the
scores of other instructors did not change significantly. Table 4.5 shows the questions of
this section in the questionnaire.
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4.5.1.3 Technology Acceptance Model(TAM)

Table 4.13 shows the result of the TAM questionnaire completed by instructors on a five-
point Likert scale(1:Strongly disagree, 5:Strongly agree).
As shown in Table 4.13, regarding the ‘Perceived usefulness’ and ‘Ease of use’, when
comparing the first and the last session, only the first instructor, gave lower scores to the
robot’s usefulness and ease of use while others perceived the robot to be more useful and
easier to use after the last interaction. Similarly, concerning the ‘Intention to use’, the
instructors reflected on their wish to use the robot in their current and future lessons.
Except for one instructor, the others gave higher scores in using the robot. For ‘Attitude
toward using the robot’, instructors’ opinion had little change concerning the value of the
robot in lessons, and the scores show general positive attitudes. Regarding enjoyment,
three instructors enjoyed using the robot more after the first session compared to the last
session, for the others, the scores did not change. In addition, we asked a question ‘Process
of using the robot (scale 1-5 (unpleasant to pleasant))’, all the instructors provided the
score 4 and there was no change in the scores between the first and the last session.

4.5.2 Students’ Perceptions

We asked students in the intervention condition (seven students) to reflect on their per-
ception of the robot three times during the study with regards to the following aspects:

4.5.2.1 Enjoyment

We asked students to reflect on how much they enjoyed having the robot in class, on a 5
point scale (from “Awful” to “Fantastic”). At all three data collection points (the first,
fourth, and last session), four students selected “Really good-Fantastic” and three students
chose “Okay”. None of them selected “Awful” or “Not very good” anytime.

4.5.2.2 Friendliness

At all three data collection points, all seven students gave 4-5 stars (1 to 5 stars; the more
stars, the friendlier) for the robot’s friendliness on a scale from 1 to 5 stars.
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4.5.2.3 Intelligence

After the first session, 1 student gave “1-2”, 2 students gave “3” and 4 students gave “4”
stars for the robot intelligence on a scale from 1 to 5. After the fourth session, 4 students
gave “3-4” and three “4-5” stars. However, after the last session, most of the students had
a very positive attitude; 6 students gave “4-5” stars, and only 1 gave “3” stars.

4.5.2.4 Robot’s help

Students were asked if the robot helped them. After the first session, 2 students said “I
don’t know”, 1 said “Maybe” and 4 said “Yes”. After the fourth session, these changed to
3 students selecting “Maybe” and 4 students “Yes”. After the last session, we got 1 “No”,
2 “maybe”’s and 4 “yes”s from the students.

4.5.2.5 Use of a robot in the future and how often

Next, we asked students how often they wanted the robot in the class, in the first session, 1
student said “Never-Rarely”, and 1 “Sometimes”, and 3 “Often-Always”. After the fourth
sessions, 6 students said “Sometimes”, and 1 “Often-Always”. After the last session,
from those students who had not said “No” to having the robot in class, 1 student said
“Sometimes” and 5 students said “Often-Always”.

4.5.2.6 Perceived role of the robot

Students’ opinion about the role of the robot, is shown in figure 4.1. After the first
session, most students perceived the robot as a Friend, the next choice was a Helper, while
fewer students reported Classmate, Stranger, Teacher as the role of the robot. After the
fourth session, more students tended to see the robot as the Helper and fewer students
chose Friend. Interestingly, after the last session, a more equal distribution of the roles
“Classmate”, “Teacher”, “Helper” and “None” emerged. The choice of the robot’s role as
a “Friend” decreased strongly during the study.

4.5.3 Control vs. Intervention conditions

We compared the students’ reflections (completed at the beginning and at the end of every
session) during the study. We measured the ratings for the sessions that the worksheets
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Figure 4.1: The role of the robot shown at the three data collection points

I
Perceived Usefulness Ease of Use Intention to Use Attitude toward Using Enjoyment
FI LI FI LI FI LI FI LI FI LI

I1 3.83 3.33 3.83 3.33 4 4.33 4 3.5 4 4
I2 3.5 4 3.5 4 4.66 4 4 4 4.6 4
I3 3.33 3.66 3.33 3.66 4.33 4.33 4.5 3.5 4.6 4.6
I4 3.5 4.17 3.5 4.16 3.33 4.33 3 3.5 5 4.4
I5 4 4.33 4 4.33 5 5 5 4.5 5 4

Table 4.13:
The average score of each instructors for the different categories in the
TAM questionnaire, (FI: First Interaction, LI: Last Interaction, I: In-
structor ID)

were completed (blank answers were removed from the analysis).
While we could not find any statistically significant differences between the control and
intervention conditions, we observed the following tendencies:
Students were more engaged and completed their goal with a higher rate in the intervention
sessions (Control: 83.8%, Intervention: 91%, p-value: 0.65). Students in the intervention
condition displayed fewer off-task behaviours than the control condition (Control:51%,
Intervention: 35%, p-value: 0.15). The RS delivered by the robot was more successful than
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delivered by instructors in the control condition (Control: 86%, Intervention: 95%, p-value:
0.61). Students were more engaged in the intervention condition ((Control : engaged: 50%,
neutral: 29%, not engaged: 21% ; Intervention: engaged: 58%, neutral:34%, not engaged:
7%), p-value: 0.052)

4.6 Discussion

This study explored the use of a social robot in an already existing educational program, for
students with LD, during one-to-one sessions with an instructor. Students were assigned
to either a control or an intervention condition, and participated in multiple sessions.
Students in the intervention condition held a positive attitude toward the robot from the
beginning of the study. While some students gave fewer ‘stars’ to the robot’s friendli-
ness at the end of the study, they still wanted to have the robot in their future lessons.
Moreover, their engagement with the robot did not change during the study. However,
their perceptions towards the role of the robot changed. Interestingly, the role of a friend
diminished and four major roles, a classmate, teacher, helper, or none emerged by the end
of the study.(see Figure 4.1).
Considering the instructor’s responses to the open-ended questions, all the instructors en-
joyed or found the intervention effective (See Table 1). The scores in the five dimensions of
the TAM questionnaire during the study lied between 3.3 to 5, sho wing medium to good
acceptance towards the tool. With a closer look, for the first, second, and fourth dimen-
sions of TAM, the scores given by the first instructor lowered a bit after the last session.
We believe that, this instructor had one student (who was mature) in the intervention
group did not find the interaction with QT interesting. This experience likely negatively
affected the instructor’s opinion of the robot intervention. However, despite these lower
scores, they mentioned that the robot was helpful for students to stay focused and more
engaged. Overall, we did not see any significant difference in the enthusiasm of instructors
to try technological devices between the beginning and end of the study.
Comparing the results of the control and intervention conditions, the findings imply that
the robot has a positive effect on students. Due to the nature of the in-situ study, and the
low number of participants, statistical tests failed to show significant differences between
the two conditions. While we could not find any pattern in students’ engagement and
goal completion over the sessions in the intervention condition, the results indicate that
students were generally more engaged with their task and could complete their task with
a higher rate compared to the control condition.
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4.7 Limitations and Future Work

Conducting an in-situ study during the COVID-19 pandemic posed severe restrictions
on recruitment and data collection. For example, many families preferred having online
lessons during that period, and some cancelled their lessons due to sickness or moved to
online after the study began in-person. Although we have video recordings of the sessions,
wearing masks during lessons made behavioural analysis challenging. The duration of the
study was also impacted by breaks in the school calendar. Despite the limitations of this
in-situ experiment, the study design allowed for an in-depth investigation of instructors’
and students’ perceptions of the robot that was used as part of their program.
In future work, it is recommended to 1) conduct a study with a larger group of both
instructors and students during a longer-term study. 2) improve the application and the
robot’s skills, to be further adaptable to the needs of diverse students.
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Chapter 5

Study 3: Play Dynamics in a
Collaborative Game With a Robot as
a Play-Mediator

The purpose of this experiment was to study play dynamics with the MyJay robot in a col-
laborative multi-player game with two different collaborative control conditions. We were
interested in how participants adapt to each other during the game-play. We also wanted
to see how the two different conditions influence participants’ enjoyment and engagement.
We designed two collaborative conditions, Shared and Fusion. In the Fusion condition,
we particularly evaluated coordination among the players. In the Shared condition, we
evaluated turn-taking. We hypothesized that the Fusion condition might promote better
collaboration and lead to better engagement and enjoyment.

5.1 Research Questions

We aimed to answer the following specific research questions:
RQ1: Which collaborative robot control condition best promotes collaboration among the
participants?
RQ2: Which robot control condition provides the best game experience in terms of enjoy-
ment?
RQ3: Which strategies do participants employ to achieve collaboration?
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5.2 Material and Methods

5.2.1 Study Overview

In this study, pairs of participants played together through a robot play-mediator, the
MyJay robot, which is able to pick up and throw balls. The dimensions of the robot were
570 × 330 × 525 mm. The robot was placed in a 2.85 × 2.28m playpen with 10 foam
balls (with a diameter of 101.6 mm) scattered across the floor. The robot operated within
the pen, participants stood outside the pen. The game consisted in cleaning up the play
pen, i.e. collecting the balls by picking them up with the robot and throwing them into a
box, as fast as possible in two different collaborative control conditions. This study was
approved by the University of Waterloo Human Research Ethics Board.

5.2.2 Experiment Design

Upon arrival in the experiment room, participants were equipped with heart-rate sensors.
First, they performed baseline tasks to acquire baseline heart-rate data: read a text for
3 minutes to acquire resting heart-rate data; play a speed game on a tablet to acquire
excited heart-rate data. (The participants played the fruit Ninja game, where they had
to slice fruits and avoid bombs1.) Afterwards, participants played individually with the
robot for 3 minutes to acquire baseline joystick and heart-rate data. They were free to
navigate, pick up and throw balls via the joystick. The joystick functionalities, as well as
the robot capabilities, were explained to each participant beforehand. Participants then
played together in the following two conditions:

Shared condition: One participant is in charge of navigation and the other one of han-
dling the balls. Only the required functionalities are active on each joystick.
Fusion condition: Both participants can control every functionality of the robot but
the robot answers commands if and only if both participants give the same commands at
the same time, by averaging the two control commands. This condition was inspired by [45].

Before each condition, the rules were explained to the participants, i.e. what they could
do with their joystick. The conditions were randomized for each pair. For each condition,
we recorded joystick and heart-rate data, as well as videos. After each condition, the par-
ticipants completed a questionnaire to assess their engagement and enjoyment. Finally,

1https://www.halfbrick.com/games/fruit-ninja
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participants were thanked for their participation and escorted out of the study room. The
study lasted between 45 minutes to an hour.

5.2.3 Participants

Twenty-four pairs of adult participants were recruited from the University of Waterloo.
Participants were instructed to come with a friend. We did not have any age constraints,
but only fully Covid-19 vaccinated students (undergraduate and graduate level) could take
part in our study, due to our University guidelines at the time of the study. Participants
received the information letter regarding the study beforehand and provided consent. They
each received a 10C$ gift-card to thank them for their participation. Each participant
were given an ID ranging from 0 to 47. Participants with an odd ID number were the first
participant in the pair and in charge of navigation in the Shared condition, and participants
with an even ID number, were the second participant in the pair and responsible for picking
up and throwing balls.

5.2.4 Materials

5.2.4.1 MyJay Robot

In this study, our custom robot MyJay2 (See Fig. 5.1) was teleoperated by two XBox con-
trollers. This robot was designed as a play-mediator robot with a zoomorphic appearance,
aiming at facilitating play for children with upper limb challenges [74]. It can navigate in
any direction and also has an intake, an elevator and a flywheel mechanism that allows it
to pick up balls and shoot them.

5.2.4.2 Questionnaire

Participants were asked to rate the following items with a 5-point Likert scale (ranging
from 1 = strongly disagree to 5 = strongly agree), after each condition, as an online
questionnaire on a tablet. The questionnaire contained selected items from [84] and [30].
Find the questionnaire items in table 5.1.

2https://github.com/hamzaMahdi/myjay-bot
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Figure 5.1: Left: The MyJay robot; Right: the experimental setup with a pair of partici-
pants playing

5.2.4.3 Heart rate sensor

We utilized the wearable PPG heart rate sensor, Polar H10 3, for our heart rate data
collection. The sensor can emit infrared (IR) light on the skin, and the optical sensor
detects the reflection of the emitted IR light. The reflection is dependent on the blood flow
through the IR focus, and since the blood flow is controlled by the heart, the heart rate
measurement can therefore be inferred.

5.3 Analysis

5.3.1 Joystick analysis

We stored the values and frequency of commands sent to the joystick. This consists of
the magnitude of movement along the X and Y axes, in a time series. We measured and
compared the magnitude and frequency, among baseline and Fusion conditions. Since only
the first player in each pair navigated the robot, and the other player picked up and threw

3https://www.polar.com/ca-en/sensors/h10-heart-rate-sensor

52



Q1: The activity was pleasurable to me.
Q2: I felt connected with others during the activity.
Q3: I liked interacting with others during the activity.
Q4: The activity was fun.
Q5: I am good at the activity.
Q6: I cooperated with others during the activity.
Q7: The activity made me feel good.
Q8: I felt frustrated while using MyJay.
Q9: I found MyJay confusing to use.
Q10: Using MyJay was challenging.
Q11: I lost track of what was going on outside the activity.
Q12: I felt very capable during the activity.
Q13: I felt challenged, but not over-challenged.
Q14: When I did the activity, I thought about nothing else.
Q15: During the activity, I was able to get better at doing it.
Q16: I felt challenged, but not under-challenged, during the activity.
Q17: I felt competent at performing the activity.

Table 5.1: Questionnaire items

the balls, the use of the joystick in the Shared condition was limited and the frequency
and magnitude of commands were not studied. Commands with a magnitude less than 0.1
(determined in prior tests), were considered noise and removed from our data series. Each
joystick has two sticks, and participants could use any of them to send navigate the robot,
if both sticks were triggered, we used the commands of the stick with a greater value.

5.3.1.1 Frequency

We measured the average time, between any two commands sent to the robot in the Fusion
and baseline conditions. We did not compute the frequency in the Shared condition, since
the participant who was responsible for navigating the robot did not use the joystick all
the time, the robot had to stop at some point to allow the other participant to shoot the
ball. The other participant only used the joystick buttons for shooting and picking up
balls. Therefore, the frequency would not give us a proper measure of how frequently the
joystick was used due to task sharing.
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5.3.1.2 Magnitude

We analyzed the average of the magnitude of commands sent to the robot, during the
Fusion condition and baseline. In the Shared condition, only one participant navigated the
robot, and the second participant only used two buttons, to pick up and throw the ball,
thus, calculating the magnitude of commands for only one participant in the pair was not
comparable to other condition.
We defined the magnitude as any efforts to move the robot along the x (forward/ backward)
and y (rotation) axis. The value in each direction varied between -1 to 1, showing the
amount of force applied to press the stick.

5.3.2 Video Analysis

The videos were labelled with some behavioural events defined in Table 5.2, such as point-
ing, gesturing, giggling/laughing, both participants looking at each other, one participant
looking at the other, looking at the experimenter, cheering, and talking. For each be-
havioural event, we counted the number of occurrences.
One of the researchers of this team work defined definitions for each behavioural event
and annotated all the videos. Another researcher was trained on those definitions and
annotated 10% of the videos. The inter-rater agreement was 86%.

5.3.3 Heart rate analysis

Resting and Stimulated Levels:
We designed two activities to obtain the resting and stimulated heart rates of each partic-
ipant. For the resting heart rate, the participant read a calming short story for 3 minutes,
and for the stimulated heart rate level, the participant plays fruit ninja 4.) for 3 minutes.
We recorded their heart rate during these events to compute their average resting and
stimulated heart rate levels. In addition, we also recorded each participant’s heart rate
during their first interaction with the robot as a backup data source for the stimulated
heart rate calculation, if the resting state heart rate was greater than the average heart
rate throughout playing the fruit ninja game (while we hoped for the fruit ninja game to
provide an exciting stimulus, this might not have worked for all participants).

We discarded the first 30 seconds and the last 60 seconds in each data series to prevent

4they sliced fruits and avoid bombs to get score, https://www.halfbrick.com/games/fruit-ninja
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Code Behaviour Description

A1 pointing
gesture specifying a direction, by ex-
tending the arm, hand, and index
finger

A2 gesturing
gesture relevant to the game, other
than pointing

A3 laughing laughing/giggling

A4 looking at each other
both participants look at each other at the same
time

A5 P0 looking at P1 participant 0 of the pair looks at participant 1

A6 P1 looking at P0 participant 1 of the pair looks at participant 0

A7 looking at experimenters gaze directing towards the experimenters

A8 cheering
shouting for joy / excited behaviour like hugging
/ high-fives

A9 talking
estimation of sentences uttered between partici-
pants

Table 5.2: Definitions used for the video annotations

heart rate elevation due to activity novelty and heart rate drop due to activity habituation.
We then computed the time series average in the two activities to obtain the average rest-
ing and stimulated heart rate level for each participant (Defined them as “Resting Level”
and “Stimulated Level”).

Six out of 48 participants were removed from the data pool for heart rate analysis since
their average resting heart rate was higher than their average stimulated heart rate. For
12 participants, we used the average heart rate recorded for the joystick baseline condition,
as the stimulated measure, since it was greater than the average heart rate measured while
playing the fruit ninja game.

Fusion and Shared conditions:
We then recorded heart rate data in the Fusion and Shared conditions, and we computed
the 10-second moving average (MA) of each condition. We classified a moving average heart
rate as an Excited Interval if the heart rate was greater than the Stimulated Level. Then,
we divided the number of Excited Intervals by the total number of 10 seconds intervals in
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each condition.

5.4 Results

5.4.1 Joystick: Frequency

The average number of commands sent to the robot was 27.4 per minute in the Fusion
condition, while it was 52 in the baseline condition (in the baseline condition, each partic-
ipant played individually and navigated the robot using one joystick and tested different
functionalities of the robot, for three minutes). We observed that participants tended to
use the joystick more frequently when they were playing individually than in the Fusion
condition. This could be due to the fact that participants needed more time to synchro-
nize their commands and cooperate to be able to jointly navigate the robot. We defined
the number of commands sent to the joystick within one minute as the frequency and
performed a paired t-test on the frequency of commands to support our hypothesis (there
is a difference between the frequency of sending joystick commands between the Fusion
and Shared condition). To have a vector with the same length as the baseline condition,
in order to use a paired t-test, we used the frequency in the Fusion condition, for both
participants. The result showed a significant difference (p < 0.001) in the frequency of
joystick commands between the Fusion and baseline conditions.

5.4.2 Joystick: Magnitude

The results revealed that participants applied more force in the baselines than in the Fusion
condition. The average magnitude of commands was 0.5 in the baseline, and it was 0.4 in
the Fusion condition. A paired t-test supports our observations of a significant difference
(p < 0.01) in the magnitude of the x- y joystick axis, between the Fusion and baseline
conditions. We explain this by the fact that the two participants, in each pair, tried to
cooperate together and synchronize the commands sent to the robot. In order to get more
control, the intensity of the commands was reduced compared to the baseline condition
when they were playing separately.

5.4.3 Fusion condition: Coordination

In the Fusion condition, we are interested in the coordination between participants. To
see if the participants were coordinated, we checked the proportion of time when both
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Figure 5.2: The average number of commands given in one minute

Figure 5.3: Participant’s usage of Joystick during the Baseline and Fusion Condition
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players activated the same joystick axis at the same time. First we define overall coor-
dination as:

∑
(J1 == J2)/Tn where J1 and J2 are the joystick of the first and second

player respectively and Tn is the number of timesteps, (overall coordination values for
Forward/Backward axis (FB): 0.64 ± 0.07, Left/Right axis (LR): 0.63 ± 0.07), this met-
ric considers all the data and although it provides a good overview of how coordinated
the participants were across the entire interaction, it can be biased if there was a lot of
idle time. We therefore define active coordination, which only considers the data when
at least one of the joysticks is active, as

∑
(J1 AND J2)/

∑
(J1 OR J2) (FB:0.36± 0.06,

LR: 0.32 ± 0.06). See Figure 5.4 for results on overall and active coordination. We also
calculated how often each joystick was active to detect play imbalance and if a player
was just randomly giving commands (J1: 0.5 ± 0.08, J2: 0.39 ± 0.13) and the Pearson
correlation coefficient (FB: 0.41± 0.13, LR: 0.27± 0.14). Figure 5.6 shows an example of
windowed time lagged cross-correlation where the leader-follower relationship varies over
time between both participants.

5.4.4 Shared condition: Turn-taking

In the Shared condition, we evaluate turn-taking. Specifically, we measure whether the
players respected their assigned roles and if they were waiting for their turn to give com-
mands.
Overlap is defined as

∑
(J1 AND J2)/

∑
(J2). Results show that participants did not al-

ways wait for their turn, as evidenced by 40± 14% of overlap on average, with a minimum
of 13% and a maximum of 67%.
In 7 pairs, the person in charge of navigation was still pressing the button to try and shoot
balls, even though it was made clear to them that the buttons were deactivated. In 19
pairs, the person in charge of the balls also tried to navigate the robot by moving the stick
on the joystick.

5.4.5 Videos

Overall, the participant pairs communicated more with each other in the Fusion condition
than in the Shared one. The video analysis revealed the different collaboration strategies
that the participants adopted in the Fusion condition: in most cases, a leader emerged and
gave most of the commands, usually by pointing and talking. In some pairs, the ”leader”
also placed their joystick in front of their partner, so that they could see and replicate
the commands. For the Shared condition, participants mostly played independently. The
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Figure 5.4: Top Left: Overall and active coordination for the joystick (FB: for-
ward/backward axis of the joystick; LR: left/right axis of the joystick). Top Right: Active
coordination for the buttons. Bottom: Percentage of time where each joystick is active
during the interaction
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Figure 5.5: Example of joystick commands and correlation over a sliding window for pair
10.

Figure 5.6: Example of windowed time lagged cross-correlation for the forward/backward
direction for pair 10.
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video annotations revealed that the participants performed more pointing gestures, gig-
gled/laughed more, looked at each other more and talked a lot more in the Fusion condition
(See Fig 5.7).
However, no correlation could be found between the video analysis (number of cooperative
behaviours, amount of talking) and the coordination scores computed in section 5.1. We

Figure 5.7: Comparison of Video features between the Shared and Fusion conditions

conducted a statistical test on the annotated video features (behavioural events) to inves-
tigate if there is a difference between the Shared and Fusion conditions. Since the features
are independent, we applied the paired t-test for each feature, and found a significant
difference – participants talked significantly more (p-value < 0.001), looked at each other
more (’P1 looking at P0’: p-value < 0.01, ’P0 looking at P1’: p-value < 0.005, ’looking at
each other’: p < 0.005), and pointed more (p < 0.01) in the Fusion condition (see Fig. 5.7)
compared to the Shared condition. This shows increased communication for this condition.

5.4.6 Questionnaire Results

We collected the questionnaire data of 48 participants in this study. Due to technical
failure, we failed to store the answer of three individuals, to one question each. Those
three participants were removed from the pool in both conditions for the missing question.
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However, we used their answers for the remainder of the questions. We found the following
results from analyzing the responses:

Figure 5.8: The average value of responses to the questionnaire (Q1 to Q10, table 5.1) for
both Fusion and Shared conditions, the stars indicate if there is a significant difference
between the two conditions, with the corresponding p value, p < 0.01 **; p < 0.05 *

Figure 5.9: The average value of responses to the questionnaire (Q11 to Q17, table 5.1)
for both Fusion and Shared conditions, the stars indicate if there is a significant difference
between the two conditions, with the corresponding p value, p < 0.01 **; p < 0.05 *

• The Fusion condition was more challenging for participants, but the Shared condition
was perceived as more pleasurable and fun, and the participants thought they were
better at it and felt more capable.

• They felt more connected and cooperated more in the Fusion condition.

• Participants liked both conditions equally. The amount of confusion and frustration
in both conditions were at similar levels.
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• The participants felt challenged in both conditions, but felt less challenged during the
Shared condition (on a scale from 1 to 5, the average score given to how challenging it
is to use the robot, was 3.03 in the Fusion condition, and 2.85 in the shard condition).

• Participants felt slightly more competent in the Shared condition (The average score
in the Fusion condition was 3.69 while it was 3.75 in the Shared condition, the score
ranges were 1 to 5), and assumed they were able to get better at it more.

Figures 5.8 and 5.9 display the average responses for each question.
To test if there is a significant difference between the Shared and Fusion condition, we
conducted a paired t-test on the responses for each question. The results showed a signif-
icant difference in the mean Q4, Q6, and Q13 (p < 0.05) and Q1, Q7, Q10, Q12, Q14 (p
< 0.01) between the Shared and Fusion conditions (See table 5.1 for questionnaire items).
The participants answered the questions consistently in both conditions (Cronbachs’s α
measure: 0.83 with a confidence level of 0.01).

5.4.7 Heart-rate results

We analyzed the Resting and Stimulated Level heart rate of each participant. A t-test
on the heart rates revealed a significant difference between the Resting Level and the
Stimulated Level (Resting Level mean: 68.72, Stimulated Level mean: 73.67, p-value <
0.001).
The trend of each moving average heart rate data is then observed, and we constructed
participant Stimulated Level plots for the two experimental conditions (see plots. 5.12,
5.15, 5.18, and 5.21 the heart rate during both conditions for four participants, showing
four different patterns of heart rate observed). We observed that, among 39 participant
(for the remainder of the participants the heart rate recordings of one or both conditions
were missing), for 23 participants, the average heart rate in the Fusion condition was
greater than in the Shared condition. The average heart rate in the Shared condition, for
22 participants, was less than the Stimulated Level and for 12 participants, it was even less
than the Resting Level of the participant in charge of collecting and shooting the balls.
This could be due to the fact that this participant only had limited game-play, only picking
up and shooting the balls.
The average heart rate for Participant 45 in both conditions, shows a different trend. While
the heart rate sometimes reached the Stimulated Level, during the Fusion condition, the
average was less than the Resting Level. The heart rate is closer to the Stimulated Level
in the Fusion condition, however, in the Shared condition, the heart rate is close to the
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Figure 5.10: Fusion condition Figure 5.11: Shared condition

Figure 5.12: The heart rate plots for participant 11, the green line shows the Stimulated
Level, the orange line shows the Resting Level, and the red line is the average heart rate
in each condition

Resting Level or below that. This can be explained by less game play during the Shared
condition.
The average heart rate in the Fusion condition was 83.21 (std= 10.6) which is slightly
greater than this value in the Shared condition (mean= 82.25, std= 10), while it was 81.93
in the baseline condition. To compare the Fusion and Shared condition, we ran a t-test
that showed a significant difference between the rate of Excited Intervals in the Fusion
condition and Shared (The percentage of Excited Intervals in the Fusion condition was
0.72, while it was 0.62 in the Shared condition.)

We observed that most participants, with a high frequency of Excited Intervals, re-
sponded positively to the questions in the questionnaire related to engagement such as
’The activity was fun’, or ’The activity was pleasurable’, and suggest that heart rate and
frequency of Excited Intervals might indicate engagement during the activity. However, it
requires more precise measures of heart rate, and engagement in future studies.

5.5 Discussion

In this study, we presented a user study where pairs of participants played together through
a robot play-mediator. The game involved collaborative navigation and ball handling in
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Figure 5.13: Fusion condition Figure 5.14: Shared condition

Figure 5.15: The heart rate plots for participant 18, the green line shows the Stimulated
Level, the orange line shows the Resting Level, and the red line is the average heart rate
in each condition

Figure 5.16: Fusion condition Figure 5.17: Shared condition

Figure 5.18: The heart rate plots for participant 22, the green line shows the Stimulated
Level, the orange line shows the Resting Level, and the red line is the average heart rate
in each condition
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Figure 5.19: Fusion condition Figure 5.20: Shared condition

Figure 5.21: The heart rate plots for participant 45, the green line shows the Stimulated
Level, the orange line shows the Resting Level, and the red line is the average heart rate
in each condition

two conditions, which explored different types of collaboration: sharing tasks (Shared con-
dition) or simultaneously performing a joint task (Fusion condition). Here, we focused
on how both players collaborated with each other, in terms of coordination and commu-
nication using video, heart rate, and joystick data. Our results suggest that the Fusion
condition required more corporation and collaboration, since it was more challenging. The
questionnaire results revealed that participants enjoyed the Shared condition more, while
they felt more connected throughout the Fusion condition. The joystick commands were
random, however, the frequency and magnitude of joystick commands showed significant
differences between conditions, possibly due to the collaboration of partners in the game.
We collected the heart rate data and hypothesized to find a relationship between heart rate,
joy stick commands, and engagement. However, we didn’t observe any patterns between
the questionnaire data (regarding enjoyment) and heart rate. We found that the num-
ber of Excited Intervals are significantly greater in the Fusion condition than the Shared
condition, while, the questionnaire data showed they enjoyed the Shared condition more.
A possible explanation for the higher Excited intervals in the Fusion condition could be
that participants felt more challenged, and the questionnaire results also supports that the
Shared condition was significantly less challenging for participants. Overall, the challeng-
ing task promoted more communication, but was not necessarily more enjoyable. Further
research is required to clarify the relation of engagement, enjoyment, and other measures
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during collaborative games.

5.6 Limitations and Future Work

Measuring different types of data, including physiological, poses some challenges and lim-
itations for data recording and analysis. Our participants were university students, their
age could influence the heart rate level, besides the Resting Level and Stimulated Level,
could be influenced by the activities they were doing before the study. Moreover, the
collection of heart rate of the two participants, were not synchronized and caused some
challenges in data analysis.

In future studies, it will be useful to 1) repeat the same study, and recruit children with
upper-limb disabilities to participate, 2) synchronize the collection of heart rate and joy-
stick data

67



Chapter 6

Conclusion

6.1 Summary of Findings:

In this chapter, the findings of each study and the corresponding research questions are
discussed:

6.1.1 Findings of Study 1

In the first study, we explored how a social robot’s presence can impact students’ off-task
behaviours. Moreover, we investigated how re-direction strategies taught by the robot can
assist students with learning disabilities (LD) in staying on-task when learning becomes
difficult and how students met their learning goals.

Would the presence of the robot support on-task behaviours and learning goal
completion for students?
Students with LD are complex learners who often struggle with the need to attend extra
one-to-one instructional sessions in addition to school. Due to the variety of needs and
challenges of students with LD, it is difficult to find interventions and supports that can
work effectively for a broad range of students and be used willingly and with fidelity by
a range of specialized instructors. However, the findings of this study suggest that the
social robot supported and, in some cases, improved student on-task behaviour and goal
completion.
What impact did the RS provided by the robot have on redirecting the stu-
dents’ focus back on a challenging task?
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We observed that instructors were able to implement the social robot into an existing edu-
cational program for students with learning disabilities, and the robot was an effective tool
for students attending one-to-one instructions with an instructor, and the results suggest
the RS exhibited by the robot helped the students.

These initial findings of the first study, suggest that a social robot may be an effective edu-
cational tool for students with LD attending one-to-one sessions and that further research
is needed to determine the efficacy of the intervention and the experience of instructors
working with the robot as part of their pedagogical practice.

6.1.2 Findings of Study 2

Building from these initial findings, a larger field study that addresses many of the limi-
tations of the first study was conducted. In the second study, we aimed to evaluate the
acceptance of the social robot by the users, i.e. students and instructors.

What is the level of technology acceptance the robot achieves with both stu-
dents and instructors?
The responses of the instructors through open-ended questions and questionnaires suggest
that they had accepted the robot as a tool in their lessons to a great extent. Similarly, the
students perceived the robot as intelligent, friendly, and enjoyable, while simultaneously,
showing a willingness to use the robot in the future.
How does the use of a robot influence engagement and off-task behaviours over
multiple sessions?
In order to answer this research question, we compared the intervention and control condi-
tions. The results indicated that the robot helped students display fewer off-task behaviours
and boosted their engagement during the intervention.
Robot-mediated instruction provides many challenges. Due to the wide range of needs of
students with LD, it is challenging to find an intervention that suits all students. There
are more complex assistive tools that can support students better, but they usually require
some level of technical knowledge, which is not desirable [118].
Despite all the shortcomings, the results of the first and second study suggest two major
findings: 1) the social robot can assist student engagement and reduce off-task behaviours
for students with learning disabilities, 2) Instructors can integrate the robot into the ex-
isting program with minimal technical background and training, and they generally hold
a positive attitude towards the use of the robot, and its impact on students.
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6.1.3 Findings of Study 3

Next, we moved on to another aspect of assistive robots. The third study aimed to investi-
gate the use of a robot, in play and games for children with special needs. We designed an
experiment to explore the play dynamics of two children with upper-limb disorders, play-
ing a collaborative game with the Myjay robot. However, due to COVID-19 restrictions in
recruiting children, the study was conducted with university students to get preliminary
results.

Which collaborative robot control condition best promotes collaboration among
the participants?
We observed that participants cooperated better and felt more connected in the Fusion
condition, though they found the Fusion condition more challenging. This does not sup-
port our hypothesis that participants might enjoy the Fusion condition better, however,
this result could be explained by the increased difficulty of the Fusion condition which also
promoted better collaboration.
Which robot control condition provides the best game experience in terms of
enjoyment?
Preliminary results confirmed our hypothesis that the Fusion condition promoted commu-
nication between the participants better than the shared condition, probably because the
latter condition was more challenging. Questionnaire results indicated that the partici-
pants enjoyed the activity more in the shared condition.
Overall, joystick coordination was quite low, as most participants gave random commands
about half of the time, hoping to match their partner’s command. Moreover, in the shared
condition, participants did not always respect their assigned tasks.
Which strategies do participants employ to achieve collaboration?
In terms of play dynamics, the video analysis revealed that participants communicated
more, through speech, gaze and gesture, in the Fusion condition. Moreover, an interaction
leader would usually emerge, and they would announce commands out loud or place their
joystick in front of their partner, so that they could copy the commands.
We observed that:
1) Participants use different strategies to communicate in the collaborative game, however
some common behaviours are found 2) a challenging task promotes better communication
among the participants.
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6.2 Major Contributions to Knowledge

This research contributes to assistive robots and how they can benefit children with special
needs with challenges they face in their life, with a focus on children with learning dis-
abilities and upper-limb impairments. We investigated their needs and proposed robotic
interventions that can assist them in specific aspects of life. We conducted three user-
studies, (two studies related to learning disabilities and the other targeted upper-limb
disorders) to explore our research questions.

• The first study integrated the use of a social robot into an already existing program
for students with learning disabilities, without any change to their curriculum and
learning goals. We did not change the goals of the instructional program or the
curriculum, therefore the robot was added into a wide range of students’ programs
to accommodate the possible scenarios that students and instructors in a typical
instruction session.

• The second study was conducted to expand the scope of the previous study. Be-
sides integrating a social robot into the already existing program, it presented a
program with more interactive games and activities, to better meet the needs of dif-
ferent participants and evaluated users (students and instructors) perspective toward
technology.

• The third study, with a focus on play and robotics, presented game scenarios to
promote collaboration between two participants through a robot as a play mediator
using joysticks. The play dynamics, observed in the games, can be further used to
design enjoyable games and therapy scenarios for children with upper-limb disorders.

Overall, our findings contribute to assistive technology and its benefits for children with
special needs, in 1) exploring the applications of assistive robotics in real world scenarios,
while the robot was not used as a teacher, but was used as a tool and 2) presenting robotic
interventions to support children’s needs and provide enjoyable experiences for them in
aspects that have not been explored before.

6.3 Limitations and Future Work

Conducting research in the field of assistive technologies and children with special needs
requires considerations that pose many challenges for the recruitment process, e.g. age
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requirements, range of variability of disorders, and creating a safe and engaging experi-
ence. Moreover, Covid-19 created significant challenges, such as cancelling sessions due
to sickness, pausing studies or moving to online lessons, and vaccination requirements.
For example, some of our participants cancelled their sessions, therefore some participants
didn’t have as many sessions as others, which made the analysis challenging. Besides, we
were not allowed to conduct in-person studies with sensitive groups, and we were not able
to recruit children with disabilities, to participate in our study.
In few cases, the devices used in the experiments failed to record the data or the data
recorded was not synchronized with other types of data.

We observed that due to the wide range of needs of participants, it was challenging to
consider all their needs and fit them into one activity. We need to take into account a
broader range of users’ needs and expectations to offer an individualized intervention. Be-
sides, the response and attitude toward a robotic intervention, can change over time.
Regarding future work to extend and confirm the results obtained in the three studies, we
suggest:

• conducting experiments with a larger sample size, and for a longer duration. In order
to evaluate how the effect of the robotic intervention on children, is changing over
time, with regard to the fact that each individual has their own needs, and

• design a variety of interaction scenarios, for children, to include the various needs of
children, to be able to offer individualized support that targets their unique needs.

• One could automate data recording and synchronization of different data types mea-
sured to minimize the efforts of experiment conductors to avoid any possible loss of
data, for future studies, and

• conduct follow-up experiments to examine if the benefits persist.
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Appendix A

Ethics Clearance Certificates

This chapter includes the ethics clearance for the second and third study. The first study
was conducted remotely and with the advice of the Ethics Committee of the University of
Waterloo, the collaboration did not require University of Waterloo approval.
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Appendix B

Study 1 Questionnaires

This appendix includes the student’s reflection worksheet.
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REB No.: CREO-211

Instructor Name: __________________________
Date: __________________________

Session Time: __________________________

Student Goal Setting and Reflection
(Please write the answers for your student and place your completed form in Melissa Sager’s mailbox)

Goal Setting (beginning of procedure):

What goal will you work on today?

______________________________________________
______________________________________________
___________________

How will you do it?

______________________________________________
______________________________________________
___________________

How will you know you reached your goal?

______________________________________________
______________________________________________
___________________

What zone are you in (circle one)?

April 12, 2021 Page 1
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REB No.: CREO-211

Goal Reflection (end of procedure):

Have you reached your goal yet?  Circle one: Yes    /   Not Yet

What helped you?

______________________________________________
______________________________________________
___________________

What didn’t help you?

______________________________________________
______________________________________________
___________________

What will you try next time?

April 12, 2021 Page 2
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REB No.: CREO-211

______________________________________________
______________________________________________
___________________

What zone are you in? Circle one:

Post-session Comments (to be completed when the student is 
not present)

Did you set a challenging, yet achievable goal with your student? 
Please describe:
 

______________________________________________
______________________________________________
__________________

April 12, 2021 Page 3
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REB No.: CREO-211

Which off-task behaviour(s) did you observe in the session (if 
applicable)?

______________________________________________
______________________________________________
___________________

Which self-regulation strategy did you try and was it appropriate 
for your student (if applicable)?

______________________________________________
______________________________________________
___________________
Did you follow the procedure details as outlined? If not, when/why
did you go “off script”?

______________________________________________
______________________________________________
__________________

Is there any other feedback you could provide that would be 
helpful to know for future sessions?

______________________________________________
______________________________________________
___________________
Did QT meet the objectives for the session (only to be answered 
during the intervention phase)?:  Yes  /  No
Details:

______________________________________________
______________________________________________
___________________
Mark your selection with an “X” (see more details regarding each 
level of engagement below the table):

April 12, 2021 Page 4
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REB No.: CREO-211

Levels of 
Engagemen
t 

Engageme
nt: High 
Attention + 
High 
Commitmen
t 

Strategic 
Complianc
e: High 
Attention +
Low 
Commitme
nt

Ritual 
Complianc
e: Low 
Attention +
Low 
Commitme
nt

Retreatis
m:
No 
Commitmen
t + No 
Commitmen
t

Rebellion: 
Diverted 
Attention + 
No 
Commitme
nt

Your 
student’s 
level of 
engagement
while 
working on 
the goal
before the 
self-
regulation 
intervention.
Your 
student’s 
level of 
engagement
while 
working on 
the goal
after the 
self-
regulation 
intervention.

Five Levels of Engagement (Schlechty 2002) 

Authentic Engagement (High Attention-High Commitment)

This is the highest level of student engagement. In this level, the student sees 
that the activity is personally meaningful. They have the will to persist and learn
in the face of difficulty. Moreover, the students feel that their goal is to get the 
activity right and perform well.

Strategic Compliance (High Attention-Low Commitment)

The student in this level still sees the value of the work and finds the activity as 
worthwhile but only because of certain reasons, such as good grades and 
approval. If the work does not guarantee them these extrinsic returns, they will 
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abandon it. Students in this level are also committed to their work primarily due 
to teacher recognition and peer appreciation.

Ritual Compliance (Low Attention-No Commitment)

This is the level where students set learning at a low level and are working only 
for the sake of compliance or obedience. They do the work only to avoid 
negative consequences. 

Retreatism (No Attention-No Commitment)

The students is DISENGAGED with the task and activity and are emotionally 
withdrawn. They do not participate in the task and feel unable to do what is 
asked and expected of them. Furthermore, the students think they cannot do 
the activity because of poor capability and of lack of sense of activity relevance.

Rebellion (Diverted Attention-No Commitment) 

The student is DISENGAGED; refuses to do the work and/or disruptive. For this 
level, students develop a negative attitude and poor work.
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Study 2 Questionnaire

The first item is the student’s questionnaire and the second one is the student’s reflection
worksheet.
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Questionnaire for Students

 

1) How much did you enjoy having the robot in our class?

                   

                
                              

2) How many stars would you give to the robot for its 
friendliness? (The more stars the friendlier)  
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3) How many stars would you give the robot for its intelligence?
(the more stars the more intelligent)

                      

4) Do you think the robot helped you during the session? 
o Yes        
o Maybe  
o No         
o I do not know  

               

5) Would you like to have the robot in your future classes? 
o Yes       
o Maybe 
o No        
o I do not know 

If you answer “Yes” or “Maybe”, how often?

o Never            
o Rarely            
o Sometimes   
o Often             
o Always           

August 31, 2021
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6)  I think of the robot in my classes as a......
o Classmate      
o Friend             
o Sibling             

o Relative          

o Stranger         

o Parent            

o Teacher/Instructor   

o Helper           

o None of the above    

o Other: please tell us what you think: 

____________________

August 31, 2021
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August 12, 2021 

 

QT Study Session Form 
 

Instructor name: __________________________   Session Date and Time:  ___________________________ 
 

 

Please complete both sides of the form and place completed form in Mike Gray’s mailbox 
 

 

 _______________________ has given assent to participate in the study today. 
    <Print Student’s Name> 
 

1) Goal Setting (beginning of procedure): 
 

Work with student to determine their goal for the session. Record the goal below: 

 
 
 
 

Work with student to determine how they will know if their goal is met. Record below: 

 
 
 

 
 
Ask student to identify what zone they are in:  

 

 
2) Goal Reflection (end of procedure): 
 

Did the student reach their goal? Yes   /   Not yet 
 

If yes, what helped the student to achieve their goal? Record student answer below: 
 
 
 
 
If no, what might have helped? Record student answer below: 

 

 
 
 

Ask student to identify what zone they are in:  
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August 12, 2021 

 

Post-session Instructor Reflection Form (to be completed when the student is not present) 
 

Did you follow the procedure details as outlined? If not, when/why did you go “off script”? 

 
 
 
Reflecting on the goal set with the student, was it both challenging and achievable?  
 

Yes: both challenging and achievable 
 

No: too challenging 
 

No: not challenging enough 
 

Other: Please describe: 
 
How engaged was your student with you during the session?  
 

Very Distracted Distracted Neutral Engaged Very Engaged 

 

 
Which (if any) off-task behaviour(s) did you observe in the session? (check all that apply)? 
 
 Shutting down/upset/anxious/withdrawn  Lethargic/tired/bored/inattentive 
 
 Off topic conversation/questions/silly  Emotional outbursts  
 
 Energetic/Fidgeting/Distractable/Restless  Negotiating 
 
 Daydreaming      Other: please describe 
 
If applicable, which self-regulation strategy did you try (check all that apply). 
 

 Breathing exercises     Brain breaks 
  

 Movement breaks     Mindfulness breaks 
 

 Positive talk      Self-monitoring (e.g. timer) 
  

Other (list all used) ________________________________________________________ 

  

If used, was the self-regulation strategy successful for your student?   Yes  No 

 

Is there any other feedback or information you could provide about the session? 
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