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Abstract

Phased array radars (PAR) are being proposed as an alternative to replacing the Next

Generation Weather Radar (NEXRAD) network, which has been in service for more

than 30 years, reaching the end of its life cycle. The PAR can improve the temporal

resolution of weather coverage compared to reflector antennas (currently implemented

on NEXRAD). Temporal resolution is crucial for severe weather detection and surveil-

lance, especially rapid-evolving phenomena such as tornadoes and hail storms. An

all-digital PAR design is presently being explored based on their performance and flex-

ibility improvement. Nevertheless, even all-digital PARs are not free from limitations.

This work proposes two signal processing solutions to mitigate two significant limita-

tions observed in those radar systems, i.e., blind range resulted from pulse compression

technique and cross-polar contamination inherent in the patch antenna implementation,

which is currently the only viable solution to an all-digital PAR system. The mitiga-

tion techniques to these two limitations are called Progressive Pulse Compression and

Cross-Polar Canceler, respectively.

The Progressive Pulse Compression (PPC) technique is proposed to mitigate the

blind range problem observed in radars using a frequency modulated waveform and

pulse compression. The blind range is caused by the strong leak-through coupled into

the receive chain during the transmission cycle. The PPC technique is based on partial

decoding. It uses a portion of the uncontaminated received signal in conjunction with

pulse compression to estimate the target characteristics from the incomplete signal. The
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technique does not require using a fill pulse or any hardware modifications. The PPC

technique can be divided into three steps. First is to apply a smooth taper to discard all

the contaminated samples in the received signal that corresponds to the transmission

cycle. The second step is to perform pulse compression using the so called matched

filter. Finally, the third step is to calculate and apply a calibration factor to compensate

for the progressively changing return signal (affected by the tapering) to recover the

proper reflectivity values. This technique is implemented on the PX-1000 radar. In

the near future, PPC will be implemented on the Horus phased array radar system.

The PX-1000 and Horus radar systems have been designed by the Advanced Radar

Research Center (ARRC) at the University of Oklahoma (OU).

Nevertheless, PPC has some limitations caused by the different frequency content

between the modified (tapered) return signal and the matched filter used for compres-

sion. This difference causes a shift in the mainlobe peak and an asymmetrical increase

in the sidelobe levels producing a “shoulder” effect. This work proposes improving

PPC by compressing the modified return signal with amplitude-modulated versions

(range dependent) of the original matched filter. The improved PPC is termed PPC+

and is planned as a software update from PPC. The PPC+ has been tested using data

from the PX-1000 and will be presented in this dissertation.

The Cross-Polar Canceler (XPC) technique is proposed to mitigate the cross-polar

contamination observed on phased array radars. The cross-polar contamination is espe-

cially problematic when steering the beam away from the broadside. It is defined as a

leakage from the intended polarization observed in the perpendicular one. In the XPC

technique, the elements on the array are divided into two groups: main elements and

canceler elements. The main elements transmit without any modification. However, the

canceler elements transmit a modulated version of the inverse (i.e., the mathematical

negative) of the original waveform in the perpendicular polarization. After integration,

xxii



the field radiated by the canceler elements cancels the cross-polar contamination pro-

duced by the main ones. The XPC technique involves calculating the correct number of

canceler elements, their location in the array, and the complex scaling factor that better

mitigates the cross-polar contamination. This technique has been designed for polari-

metric radars transmitting in simultaneous transmission and simultaneous reception of

H/V polarization (STSR). The XPC technique will be implemented on the Horus radar

system, currently under development.

For polarimetric radars, the difference in the element patterns on each polarization

produces an angular mismatch between the peaks on the H and V array patterns. This

angular mismatch affects the maximum performance achievable with the XPC. Calibra-

tion is included as part of XPC to mitigate this effect. Iterative calibration is necessary

in the XPC technique. Additionally, calibration is performed before and after XPC is

implemented on an operational PAR system. This enhanced version of XPC (including

calibration) is termed improved XPC. Like the XPC, the improved XPC is intended to

be implemented on the Horus radar system.
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Chapter 1

Introduction

1.1 Background

Since the beginning of the 20th century, radar technology has proven to be an essen-

tial advancement in technology for the improvement of life in general. The first use

of radar was for military applications, and was then extended to civilian applications

(e.g., weather surveillance [1, 2]). Originally, radars were only able to detect targets

and measure their ranges. Hence, the name radio detection and ranging (Radar). Dur-

ing World War II, coherent pulsed-Doppler radars were developed, which allowed the

measurement of target velocity. This new capability was again extended to weather

applications, which allowed modern weather radars to measure the radial component

of the velocity vector of storms [2].

The use of radar in modern society is now ubiquitous, from weather surveillance

to automobiles, airplanes, and other consumer products. Specifically for weather

surveillance, the National Weather Service (NWS) operates and maintains a network

of 160 high-resolution S-band Doppler radars, named Weather Surveillance Radar - 88

Doppler (WSR-88D). This network has been available since 1988 and is called the Next

Generation weather radar (NEXRAD) [3, 4].

NEXRAD is a powerful tool for weather surveillance. It is used for storm and
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severe weather detection. Therefore, it positively impacts the economy and life [5].The

NEXRAD network coverage is illustrated in Figures 1.1 and 1.2.

Figure 1.1: NEXRAD network coverage in the Contiguous United States, from the
National Oceanic and Atmospheric Administration (NOAA) 1.

WSR-88D has a reflector antenna mounted on a rotating pedestal [5]. The WSR-

88D’s transmitter is a master oscillator power amplifier [5], which uses a klystron-

based amplifier, producing a peak power of 750 kW 2. One limitation of this amplifier

technology is the warm-up time that is required for the radar to be fully operational.

Also, they relatively expensive and large in size, affecting the overall maintenance cost

and complexity of the system [6].

The original NEXRAD network was single-polarization, but was upgraded to dual-

1The previous images were sourced from the NOAA’s website:
http://www.roc.noaa.gov/WSR88D/Maps.aspx

2Source: NWS-NOAA, https://training.weather.gov/wdtd/courses/rac/documentation/rac20-
introduction.pdf
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polarization in 2012. That is, it is now capable of transmitting and receiving two or-

thogonal polarizations, i.e., horizontal (H) and vertical (V ) [4, 7].

Figure 1.2: NEXRAD network coverage in Alaska, the insular areas of the United
States, Korea, and Japan, from the National Oceanic and Atmospheric Administration
(NOAA) 3.

Today, polarimetric capabilities are essential in weather radar applications. Aside

from the reflectivity (Z), spectrum width (σv) and the Doppler velocity (vr) of the

targets, dual-polarization radars allow polarimetric variables to be measured. Some

of these include differential reflectivity (ZDR), differential phase (ΦDP), and cross-

correlation coefficient (ρHV). In addition to other applications, the use of polarimetric

variables can help to understand the composition of a target storm. For example, a cell

with high ρHV value (close to 1.0) indicates a homogeneous type of hydrometeors, i.e.,

3The previous images were sourced from the NOAA’s website:
http://www.roc.noaa.gov/WSR88D/Maps.aspx
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pure rain or pure snow [2]. Another example, a high value of ZDR indicates the pres-

ence of large drops (compressed in the vertical axis when falling) [8]. Lastly, another

specific example, large values of ZDR (positive and negative) and a low ρHV value can

be representative of the presence of insects or birds [9].

WSR-88D has a number of volume coverage patterns (VCPs) for weather and at-

mosphere surveillance [5]. Three VCP examples are:

• Clear air, where it sweeps five elevation angles from 0.5◦ to 4.5◦ in roughly ten

minutes 4.

• Precipitation, where it sweeps, nine elevation angles, from 0.5◦ to 19.5◦ in six

minutes 5.

• Severe weather, where it sweeps, fourteen elevation angles, from 0.5◦ to 19.5◦ in

five minutes.

Within a VCP, the radar completes an azimuthal scan (360◦ rotation in azimuth) at

a specific elevation angle, and then shifts to the next elevation. This process is repeated

until all prescribed elevation angles are covered. Some VCPs contain two or three

elevations that are scanned with two pulse repetition times (PRT). That is one complete

scan is collected using a PRT, then a second can is collected at the same elevation

using a different PRT. Such collection allows the use of a so-called velocity unfolding

algorithm to improve the maximum observable Doppler velocity while simultaneously

reducing the artifact of range folding [5, 10–13]. WSR-88D can theoretically scan

faster. Its maximum rotational rate is 30◦s−1 6. However, no VCP has been designed

for such speeds [5].

4Source: NWS-NOAA, https://www.weather.gov/iwx/wsr 88d
5Source: NWS-NOAA, https://www.weather.gov/iwx/wsr 88d
6Source: NOAA’s National Weather Service - Radar Operation center,

https://www.roc.noaa.gov/WSR88D/Engineering/NEXRADTechInfo.aspx
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The scan time of a radar is important for severe weather detection and surveillance.

For example, the lifecycles of typical tornadoes are 2-4 minutes on average [14]. Un-

fortunately, the WSR-88D, under the severe weather mode, produces a limited number

of temporal snapshots during such events. Nevertheless, better temporal coverage for

the lower elevations is possible with alternative scanning methods [15, 16]. Phased ar-

ray radars (PAR) have the potential to improve temporal resolution of weather coverage

for such events [17–27].

A PAR antenna transmits and receives using an array of radiating elements. The an-

tenna array is referred to as a phased array antenna. Each element in the array transmits

a phase-shifted version of the same waveform, which causes constructive interference

in the desired direction to form a beam. Based on this design, a PAR can electronically

steer the electromagnetic beam to different positions rapidly (see Section 2.3.3). In ad-

dition, PAR systems are capable of producing various beam shapes, e.g., pencil beams,

spoiled beams, fan beams, or even optimized beam patterns, designed specifically for

the application [4, 27–31]. PAR also has the potential to reduce mechanical movement

of the system and thus, increasing its lifetime and reducing operational costs.

As mentioned before, the Klystron transmitter of WSR-88D is operationally costly.

There are various transmitter technologies that can help reduce the operational costs.

One example is solid-state transmitters, which have high reliability, with a high mean

time between failures, lower maintenance costs, and are smaller in size [6, 32]. There-

fore, a solid-state PAR holds promise to be an alternative for a future weather radar

network. Recently, all-digital PAR are being explored as the natural evolution for solid-

state PAR with the potential for significant performance improvement and flexibility

[26, 33, 34].

This notwithstanding, in the current state, all-digital PARs have some drawbacks

that need to be addressed. Solid-state transmitters have low peak transmit power, on the
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orders of only hundreds of watts [6]. The low peak power reduces the sensitivity of the

radar (see Section 2.1.3), which is why pulse compression is almost always used with

such transmitters (see Section 2.2). With pulse compression, the range resolution is

directly proportional to the effective bandwidth of the waveform [1, 2, 35–39].The long

pulses used with pulse compression does cause an issue with so-called “blind range”

since it is normally not possible to receive echoes while the pulse is being transmitted.

On solid-state radar systems, blind range is a well-documented problem in the literature

[38, 40–45]. In general, the blind range is a portion of the received data that is obscured

due to the transmit leakage (i.e., the coupled transmit waveform to the receiver). The

obscured portion, blind range Rb, can be several kilometers long, and it is directly

proportional to the pulse width, as described by Equation (1.1) from Salazar et al. [39].

Rb =
cτ

2
, (1.1)

where c is the speed of light (ms−1) and τ is the pulse width (s).

The pulse length, in meters Rp is also is directly proportional to the pulse width,

and equal in length to Rb (see Equation (1.2)).

Rp = Rb =
cτ

2
(1.2)

As mentioned, when the radar is transmitting, it is usually not possible to receive

useful data. There are exceptions in which the transmitted signal is intentionally sam-

pled (through a separate channel) to measure peak power and instantaneous phase at

the peak point, so-called “burst pulse.” Transmitter and receiver chains in radars are

usually separated and isolated within the hardware using a switch or a circulator. How-

ever, hardware devices do not provide perfect isolation, and a high-power copy of the

transmitted waveform can leak (couple) into the receiver, causing what is termed a leak-

6



through. This leak-through causes the blind range as the leak-through overpowers the

received signals from the atmosphere. Thus, the radar is overwhelmed by the leaked

energy, effectively saturating the receiver. Therefore, weather signals inside this region

are obscured. As explained before, the blind range is a problem for solid-state radars

because it can span tens of kilometers, limiting the quantity of useful data that the radar

can provide [39]. If a PAR uses a solid-state transmitter and transmits long pulses, it

will inhere the blind region problem.

Various solutions have been suggested to recover the data in the blind range. As

proposed by Bharadwaj and Chandrasekar [43], one such option is by using multiple

frequency bands and pulse lengths in which the pulses are transmitted successively.

Another method uses a second pulse (fill pulse) that is time-frequency multiplexed with

the long pulse, documented in Cheong et al. [44]. Finally, the use of multiple pulses

separated in frequency and time has also been suggested, presented by George et al.

[42].

Although the blind range issue can be mitigated, there are still a few limitations that

must be addressed. One issue is the variable copolar bias and cross-polar contamination

as a function of steering direction [46]. The copolar bias and the cross-polar contam-

ination are intrinsic to all phased array and reflector antennas but they are almost neg-

ligible at broadside. The cross-polar contamination is defined as the leakage from the

intended polarization (transmit and receive) into the other polarization [47]. A detailed

definition will be provided in Section 2.3.5. The cross-polar contamination distorts the

measurements in the intended polarization channel and thus, is undesirable. The copo-

lar biases can be measured and removed digitally in post-processing [48]. However,

the cross-polar contamination is more challenging to eliminate. It is also more severe

in the simultaneous transmission simultaneous reception of H/V polarization (STSR)

mode [49].
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Due to their modular and flexible nature, all-digital PAR systems can be config-

ured to reduce cross-polar contamination. Several implementations have been pro-

posed in the literature, e.g., Dı́az et al. [50] proposed a hardware solution based on

an anti-symmetrical unit cell antenna design, with balance probe feeds for the H and V

excitation. Others have proposed software solutions to mitigate the cross-polar contam-

ination. For example, a set of transmit waveforms can be used to cancel contaminating

signals [51–54].

1.2 Previous Work and Motivation

To mitigate the blind range challenge, several methods have been proposed using a fill

pulse in addition to the long pulse for pulse compression [42–44]. The fill pulse is

typically short, on the orders of a few microseconds, and at a different frequency. The

new multiplexed pulse can include more than one fill pulse to meet the sensitivity re-

quirements of the system. The time-frequency multiplexed waveform (TFM) method,

for example, multiplexes two pulses, one long pulse, and a fill pulse [44]. On the other

hand, George et al. [42], and Bharadwaj and Chandrasekar [43] proposed a method to

multiplex multiple fill pulses to obtain a sensitivity curve with less abrupt discontinu-

ities. Each fill pulse focuses on a different section of the blind range.

The receive signals are divided into sections where each is processed (match fil-

tered) using the transmit waveform that is intended for that range. That is, the range of

which the blind range echoes can be recovered. The differences in frequency between

each multiplexed pulse is what allows the waveforms to be separated. Figure 1.3, shows

a few properties about the TFM waveform proposed by Cheong et al. [44]. The top plot

shows the frequency content of the waveform, the middle plot shows the time samples

of the waveform, and the bottom plot shows the compressed waveform outside and in-
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side the blind range, represented by the ambiguity function between the long and fill

pulses.

Figure 1.3: Frequency function of the TFM waveform, designed by Cheong et al. (top),
and expected baseband IQ samples (middle). Ambiguity function of the long pulse,
called W1, ambiguity function of the fill pulse, W2, cross-correlation of the long pulse
and fill pulse, X (bottom). Extracted from Cheong et al. [44]

Nevertheless, the use of a fill pulse has some drawbacks. One of them is the ad-

ditional bandwidth required to accommodate the fill pulse, assuming it uses a shifted

frequency. Moreover, the fill pulses are shorter, resulting in lower average power and

an abrupt change in radar sensitivity between the blind and visible ranges. This abrupt

change in sensitivity can be observed in Figures 1.4 and 1.5 extracted from Cheong et
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al. [44].

Figure 1.4: Radar sensitivity plot. When TFM is applied, there is observable an abrupt
change in sensitivity for TFM (blue line) between the blind and visible range of PX-
1000 (approximately 10 dB). Lower sensitivity values are better. Figure sourced from
Cheong et al. [44].

Figure 1.4 shows the radar sensitivity of PX-1000 (a solid-state polarimetric X-band

weather radar) when using the TFM. At the transition range, one can see the abrupt

change in sensitivity to be approximately 10 dB. The sensitivity inside the blind range

is sufficient to detect precipitation but not for drizzles.
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Figure 1.5: The abrupt change in sensitivity observed in a plan position indicator (PPI)
plot processed with TFM and collected on 2012-06-03 at 08:20 UTC. The black dashed
lines enclose the blind range. Figure sourced from Cheong et al. [44].

A new pulse compression technique is proposed in this dissertation based on partial

decoding (see Chapter 3). This technique does not use fill pulses in contrast to the
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previous solutions [42–44]. Therefore, no extra bandwidth is required, and there is

no abrupt change in sensitivity between the blind and visible ranges. The proposed

technique would make solid-state radar viable for meteorological applications.

Similar solutions (based on partial decoding) have been explored in the literature

[55, 56]. However, they do not consider the leak-through contamination. Also, they do

not propose solutions for the gain bias caused by partial decoding inside the blind range

(see Chapter 3). In contrast, the technique proposed in this dissertation addresses these

two important issues.

Concerning the cross-polar contamination, Dı́az et al. [50] proposed a hardware

solution for the multi-function phased array radar (MPAR) initiative. This solution

was focused on a system with microstrip patch antennas (MPA). Therefore, hardware

modifications are required to implement a similar solution in other systems. Signal

processing solutions, in contrast, are software-based and can be easily implemented on

various systems.

Several authors have proposed signal processing solutions for the cross-polar con-

tamination problem. Sánchez-Barbetty et al. [51] repurposed a group of antennas (el-

ements) in an array to transmit an amplitude-inverted waveform (multiplied by -1), in

the perpendicular polarization. After spatial integration, the resulting cross-polar com-

ponent in the steering angle (the location where the beam is pointing) will be lower.

Figure 1.6, extracted from [51], illustrates the array with the main elements in black

(AF1) and the repurposed elements in red (AF2).

The number of the necessary repurposed element is estimated as a function of the

antenna cross-polar isolation and is usually not a round number. Thus, it needs to be

rounded to the nearest integer. However, this rounding process limits the performance

of the technique [49].
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Figure 1.6: Array modified to reduce cross-polar contamination. The main elements
are colored black (AF1) and the repurposed elements red (AF2). Repurposed elements
transmit an amplitude-inverted waveform (multiplied by -1), in the perpendicular po-
larization. Figure sourced from Sánchez-Barbetty et al. [51].

Yeary et al. [52] proposed a similar solution but defines the repurposed (auxil-

iary) elements as phase-adjusted elements. Different from Sánchez-Barbetty et al. [51],

Yeary et al. [52] pre-set the number of auxiliary elements. Then, the change in phase

of those elements is calculated accordingly to the required cross-polar isolation value.

The implementations previously discussed significantly reduce cross-polar contam-

ination. Nevertheless, neither of the two techniques expands the derivation to STSR

mode. Two authors have proposed similar techniques for STSR [53, 54]. A common-

ality between the aforementioned techniques is the sparse location of the repurposed

elements. In the author’s opinion, the number of repurposed elements, their transmit-

ting parameters, and their location impact the performance of the techniques.

This dissertation proposes a new technique capable of improving the cross-polar

isolation for STSR mode. It optimizes the number of repurposed elements and their

scaling factor to improve cross-polar isolation on the principal planes and throughout

the scanning region.

In the author’s opinion, the two techniques proposed are crucial for the success of
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all-digital PAR as an important alternative for future weather radar networks.

1.3 Contributions

This dissertation proposes techniques to resolve two crucial inherent problems of solid-

state PAR, the blind range and the cross-polar contamination. The proposed techniques

improve on the limitations of the literature solutions discussed before. Also, the two

techniques are implemented at a software level and are compatible with various systems

using the same technology. The main contributions of this work are:

• A comprehensive analysis of the fundamentals of weather radar. It includes a lit-

erature review on the radar range equation, sensitivity, pulse compression, phased

array antenna pattern calculation, cross-polar contamination, and other funda-

mental topics. This will be a good reference for future research on weather radar

signal processing for all-digital PAR.

• A novel technique to mitigate the blind range without using extra fill pulses has

been investigated. The Progressive Pulse Compression (PPC) technique provides

better sensitivity inside the blind range. In addition, it eliminates the discontinuity

in the sensitivity values between the blind and visible range. This technique

does not require the use of fill pulses, or extra frequencies. In conclusion, less

bandwidth is necessary. Bandwidth is an expensive resource, and reducing the

bandwidth usage positively affects the system’s projected costs. Alternatively, the

extra bandwidth can be used for improving the performance of the long pulse.

• A signal processing technique capable of improving the cross-polar isolation of

an all-digital PAR system has been studied. The Cross-Polar Canceler (XPC)

technique is designed for dual-polarization systems and can be scaled to differ-
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ent all-digital PAR systems and different array geometries. This technique can

reduce cross-polar contamination at the broadside, on the principal planes, and

in the entire scanning region. It is capable to calculate and implement the best

solution to minimize the cross-polar contamination at each scanning location.

• Two innovative techniques that do not require hardware modifications to be im-

plemented are proposed for future PAR systems. These techniques focus on all-

digital PAR systems but can be implemented on various solid-state PAR systems.

One of the proposed techniques, PPC, is already implemented as part of the sig-

nal processing for the PX-1000 radar system, which is built and operated by The

Advanced Radar Research Center (ARRC) at The University of Oklahoma (OU)

[44]. Live data from the PX-1000 can be obtained online 7, and historical data

can be obtained upon request.

1.4 Outline

In this dissertation, Chapter 2 covers the fundamentals of weather radar signal pro-

cessing. It will provide the reader with a detailed definition of the pulse compression

methodology, a review of the radar range equation, and the derivation of radar sensi-

tivity. Also, it will cover the fundamentals of PAR and derive the calculations of the

array factor, array pattern, and array steering. Additionally, this chapter will present a

comprehensive discussion of cross-polar contamination of a PAR system.

Chapter 3 presents the PPC, a novel technique to mitigate the blind range challenge

on radars that use pulse compression. This technique first eliminates the leak-through

that causes the blind range and replaces it with zeroes; this does not eliminate the en-

tirety of the echoes from obscured targets inside the blind range but only a portion of

7Source: ARRC - OU, https://radarhub.arrc.ou.edu
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them. Since the uncompressed pulse is so long, even when the leak-through covers a

part of it, a tail portion extends outside this blind range, and the return is uncontam-

inated. This tail portion is used to estimate the target signals within the blind range.

Of course, because of the partial return, a proper calibration must be applied. PPC can

be divided into three steps. The first step is to discard all the received signals during

the transmit cycle and apply a smooth taper for the continuous transition from zero

to one. The second step is to perform the pulse compression using a matched filter.

Combining these two steps is equivalent to performing pulse compression using a pro-

gressively changing template to partially extract the uncontaminated received signal for

compression. The third step is compensating for the progressively changing template

so proper reflectivity values can be recovered. In Chapter 3, the methodology of PPC

will be described in detail, including the derivation of the equations and simulation and

experimental results based on data gathered from the PX-1000 radar.

Chapter 4 presents the XPC technique - a novel technique to improve cross-polar

isolation for polarimetric PAR used for meteorological observations. It is based on

“canceler” antenna elements transmitting a scaled version of the original waveform in

the polarization where the cross-polar contamination is observed but with the opposite

phase. The technique involves calculating the correct number of canceler elements,

their location in the array, and a scaling factor for the amplitude and phase of the se-

lected canceler elements to allow maximum cross-polar isolation. It is intended for

dual-polarization, all digital, phased array radar systems. It can also be applied to sub-

array architectures if amplitude and phase control is possible at the sub-array level. In

Chapter 4, the methodology of XPC will be described in detail, and the equations to

calculate all variables will be derived. Simulation results will be presented. Real results

are pending since this technique is yet to be implemented as part of the Horus project

currently in development by the ARRC at OU.
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Chapter 5 revisits PPC and XPC by exploring the challenges related to these tech-

niques and proposed solutions. PPC is implemented in the PX-1000 and has been used

to collect data for over a year. In a group of these collected datasets, high sidelobes

surrounding targets inside the blind range are observed. The high sidelobes create

the illusion of a wider target in range, an “elongating” or “shoulder” effect. This is-

sue has been compromising the overall quality of PPC. This dissertation proposes an

improvement for PPC, capable of mitigating this issue. It is based on an amplitude

modulation strategy that independently modifies the shape and taper of the compres-

sion filter at each range gate, mismatched filter, to reduce the sidelobe levels. In the

first half of Chapter 5, the methodology behind this strategy and simulation results will

be presented and discussed. The second half of Chapter 5 will focus on XPC. XPC’s

polarimetric performance is critical for all-digital PAR, especially for weather applica-

tions. A new calibration strategy is proposed as part of the XPC technique to fulfill

the weather performance requirements. The second part of Chapter 5 will describe the

calibration strategy. Additionally, simulation results will be presented and discussed.

Chapter 6 summarizes all findings, contributions, and challenges from the tech-

niques proposed in the previous chapters. It provides recommendations for the readers

and the scientific community interested in these techniques. Finally, it suggests some

future research paths that should be explored.
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Chapter 2

Weather Radar Signal Processing Fundamentals

In Chapter 1, radar systems in general have been described. The most recognizable

component of a radar system is the antenna, capable of transmitting and receiving an

electromagnetic wave. Nonetheless, the radar system has more components that allow

transmission and reception of radio waves and the processing of the received data. In

addition to the hardware components of a radar, signal processing techniques [57, 58]

are an essential part of the radar chain.

The tasks based on signal processing include calculating the received power of a

radar system, the waveform modulation design, and the sensitivity calculation for a

radar. On pulse-Doppler radar systems, radar signal processing is used to calculate the

range and velocity of the target (point target or volume scattering) and the polarimetric

variables. On radars using solid-state transmitters, radar signal processing is used for

the matched filter implementation and pulse compression. On phased array radars,

they are used for digital beamforming and use of various scan strategies. In addition,

radar signal processing is important for the post-processing of radar data, such as noise

reduction, ground clutter filtering, and mitigation of range and velocity ambiguities.[1,

2, 12, 59–64].

This chapter discusses different concepts related to radar signal processing. The

first concept reviewed in this chapter is the radar range equation.
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2.1 Radar Range Equation

The radar range equation is a fundamental equation in radar engineering. This impor-

tant equation relates the received power to the characteristics of the transmitted radar

signal, the observed range, and the parameters of the radar system itself. It includes

the target’s characteristics, attenuation caused by the environment, and other factors for

evaluating the performance of the radar system [1, 2, 64]. The derivation of the radar

range equation is presented in this section for both the point target and from volume

scattering (“weather”) cases [1, 2, 64].

2.1.1 Radar Range Equation - Point Targets

For the radar range equation derivation, it is necessary to understand the complete path

traveled by an electromagnetic wave from the moment the system transmits it to the

moment it is received back at the system. In transmission, the radar generates an elec-

tromagnetic wave with a specific peak power (Pt), in Watts, emitted by the antenna.

This power is radiated isotropically, covering an imaginary sphere centered at the trans-

mit antenna. Assuming the power is not attenuated by the medium, the power density

(St(R)), in Wm−2, at a range R from the radar, in meters, is equal to the Pt divided by

the surface area of a sphere of radius R, in meters, see Equation (2.1)

St(R) =
Pt

4πR2
. (2.1)

In order to increase the directivity of a radar, a radar antenna does not transmit

isotropically. Radar systems use directive antennas or digital beamforming (in phased

array systems) to direct Pt to a specific location. Then, for a radar antenna, the power

density radiated to a particular location is much larger than the power density, at the
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same place, from a omnidirectional antenna. The ratio of these two power densities is

called antenna gain (G), unitless. G is defined in Equation (2.2).

G =
Maximum power density from directive antenna

Isotropic Power density with same Pt

(2.2)

Therefore, the power density, in Wm−2, at a range, R from the radar is presented

in Equation (2.3).

St(R) =
PtG

4πR2
(2.3)

For the next part of the derivation, it is assumed that the transmitted signal illumi-

nates a target R1 meters from the antenna. A portion of the energy radiating the target is

absorbed, and the rest is scattered. The backscattered power is a function of the target’s

radar cross section (σ) in m2. σ has units of area, but it is not the physical area of the

target. σ is proportional to the ratio of the power reflected over the power incident to the

target. The backscattered power is radiated isotropically. Thus, for a receiver antenna

located at a range R2 from the target, the power density backscattered to the receiver

(Sb(R1, R2)) is defined in Equation (2.4).

Sb(R1, R2) =
PtG

4πR2
1

(
σ

4πR2
2

)
(2.4)

On receive, the power received by the antenna (Pr), in Watts, is a function of its

effective area (Ae), in m2, and the backscattered power density. The Ae can be defined

as the multiplication of the physical area of the antenna (A), in m2, by the antenna

aperture efficiency, unitless. Pr is expanded in Equation (2.5).

Pr =
PtG

4πR2
1

(
σ

4πR2
2

)
(Ae), (2.5)
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where Ae can be expressed as a function of G (see Equation (2.6)). For this derivation,

it is assumed the same antenna is used for transmission and reception (“monostatic”).

Ae =
Gλ2

4π
, (2.6)

where λ is the wavelength of the radar in meters. λ = c/f , where c is the speed of light

c ≈ 3 ∗ 108 ms−1 and f is the operating frequency of the radar, in Hz.

A simple form of the radar range equation for a point target is derived after replacing

Equation (2.6) on (2.5) (see Equation (2.7)). Equation (2.7) is derived for a monostatic

radar, so R = R1 = R2.

Pr =
PtG

2σλ2

(4π)3R4
(2.7)

Equation (2.7) is derived for a lossless medium. In the case of losses or attenuation

(one-way l) and assuming a monostatic radar, a new version of the radar equation results

as in Equation (2.8).

Pr =
PtG

2λ2σ

(4π)3R4l2
(2.8)

Thus far, G has been considered a constant. However, the antenna gain is a function

of the angular location (θ, ϕ). The angular location is expressed in spherical coordi-

nates. The antenna gain as a function of (θ, ϕ) is defined as the multiplication of G

with the normalized power gain pattern (f 2
p(θ, ϕ)), unitless. f 2

p(θ, ϕ), which will be

revisited in Section 2.3.

Equation (2.8) is now reformulated to include f 2
p(θ, ϕ) (see Equation (2.8)). The re-

sulting Equation (2.8) is considered the complete radar range equation of point targets.
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Pr =
PtG

2f 4
p(θ, ϕ)λ

2σ

(4π)3R4l2
(2.9)

2.1.2 Radar Range Equation - Volume Scattering

In this section, the radar range equation will be extended from point targets to the case

of volume scattering or “weather” (e.g., weather radar equation). Different from point

targets, the mean power received from a weather signal (Pw), located R meters away

from the radar, is the integral of the received power from each hydrometeor enclosed

within a specific volume (see Equation (2.10)) [2, 6, 65].

Pw =

∫
rv

∫
θ

∫
ϕ

∫
D

PtG
2f 4

p(θ, ϕ)λ
2σ

(4π)3R4l2
dDR2dr sin(θ)dθdϕ, (2.10)

where the first three integrals are related to the dimensions of the scattering volume and

the fourth is the diameter (D) of the hydrometeors (in meters).

Not all scatters have the same contribution to the echo power. The power contri-

bution is a range-dependent weighting function, called the range-weighting function

(|W (r)|), that is included in the calculation of the return power.

Pw =

∫
rv

∫
θ

∫
ϕ

|W (r)|
(∫

D

σdD

)
PtG

2λ2

(4π)3R2l2
f 4
p(θ, ϕ)dr sin(θ)dθdϕ (2.11)

For the weather radar equation, σ is defined as the radar cross section per unit

volume, where σ is expressed as the multiplication of the radar cross-section of each

hydrometeor with diameter D (σd(D)) multiplied by the particle size distribution at
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that diameter (N(D)). This changes Equation (2.11) to the following expression:

Pw =

∫
rv

∫
θ

∫
ϕ

|W (r)|
(∫

D

σd(D)N(D)dD

)
PtG

2λ2

(4π)3R2l2
f 4
p(θ, ϕ)dr sin(θ)dθdϕ. (2.12)

Assuming that all hydrometeors observed within the scattering volume are spherical

droplets in the Rayleigh regime, D is much smaller than the wavelength (λ >> D),

then σd can be expressed as follows [2, 66]:

σd(D) =
π5

λ4
|Kw|2D6, (2.13)

where Kw is the complex dielectric factor, unitless. Kw changes depending on the

presence of water or ice. |Kw|2 of ice is ≈ 0.18, |Kw|2 of water is ≈ 0.92. Thus,

Equation (2.14) is obtained by replacing Equation (2.13) in the integration in the D

domain from Equation (2.12).

∫
D

σd(D)N(D)dD =
π5

λ4
|Kw|2

∫
D

D6N(D)dD (2.14)

Doviak and Zrnic [2] define that the integral
∫
D
D6N(D)dD as equal to the radar

reflectivity factor (Z) in mm6/m3. Z is often expressed in dB normalized to 1 mm6/m3

as 10log10Z, in dBZ. Z values are related to the density, size, and even phase of

water droplets per unit of volume [2]. If Equation (2.14) is rewritten in terms of Z and

combined with Equation (2.12), the following results.

Pw =

∫
rv

∫
θ

∫
ϕ

|W (r)|
(
π5

λ4
|Kw|2Z

)
PtG

2λ2

(4π)3R2l2
f 4
p(θ, ϕ)dr sin(θ)dθdϕ (2.15)
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By extracting assumed constants, Equation (2.15) can be simplified to

Pw ≈ π2PtG
2|Kw|2Z

26R2l2λ2

∫
rv

|W (r)|dr
∫
θ

∫
ϕ

f 4
p(θ, ϕ) sin(θ)dθdϕ, (2.16)

where the solution to
∫
rv
|W (r)|dr is provided below [2, 67]. It should be noted that

this solution includes calibration corrections.

∫
rv

|W (r)|dr = cτgs
2lr

, (2.17)

where τ is the pulse width, in meters, gs is the system power gain, unitless, and lr is a

loss factor due to the finite bandwidth of the receiver.

Doviak and Zrnic [2] derived an approximate solution to the integral∫
θ

∫
ϕ
f 4
p(θ, ϕ) sin(θ)dθdϕ, assuming the antenna radiation pattern is Gaussian-like and

circularly symmetric.

∫
θ

∫
ϕ

f 4
p(θ, ϕ) sin(θ)dθdϕ =

πθ21
8ln(2)

, (2.18)

where θ1 is the 3-dB width of the one-way pattern, in radians. Combining thesze results,

Pw =
π2PtG

2|Kw|2Z
26r2l2λ2

cτgs
2lr

πθ21
8ln(2)

. (2.19)

The final result is known as the weather radar range equation, and is provided below.

Pw =
π3PtG

2gsθ
2
1cτ |Kw|2Z

210ln(2)R2l2lrλ2
(2.20)
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2.1.3 Radar Sensitivity

Radar sensitivity (Zmin) is the minimum radar reflectivity factor at a given range R

that can be detected (usually defined as 0 dB SNR). The lower the value of Zmin, the

better the radar sensitivity. To mathematically explain the radar sensitivity, the Z Equa-

tion (2.21) is derived from Equation (2.20).

Z =
Pw2

10ln(2)R2l2lrλ
2

π3PtG2gsθ21cτ |Kw|2
(2.21)

For the calculation of Zmin, it is assumed that Pw is equal to the power from the

noise floor (Pn) in watts (0 dB SNR), which is different depending on the radar system.

The radar sensitivity equation is presented in Equation (2.22).

Zmin =
Pn2

10ln(2)R2l2lrλ
2

π3PtG2gsθ21cτ |Kw|2
(2.22)

Zmin is inversely proportional to τ , so the larger τ gets, the lower Zmin becomes,

increasing the sensitivity of the radar. In addition, Zmin is directly proportional to R so

Zmin values increase with larger range.

2.2 Pulse Compression

Range resolution (∆R), in meters, is an essential specification on weather radars. The

range resolution is calculated as a function of the Bandwidth of the transmitted pulse

(B) in Hz (see Equation (2.23)).

∆R =
c

2B
(2.23)

Nevertheless, for single-tone, non-modulated pulses, the range resolution is instead
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proportional to the pulse width (τ ) (see Equation (2.24) [64]). Therefore, it is generally

necessary to use a short pulse to obtain good range resolution.

∆R =
cτ

2
(2.24)

On pulsed radars, for the radar sensitivity calculations, Pt in Equation (2.22) may

be replaced by the average power (Pav).

Zmin =
Pn2

10ln(2)R2l2lrλ
2

π3PavTsG2gsθ21c|Kw|2
, (2.25)

with

Pav = Pt
τ

Ts

, (2.26)

where Ts is the PRT, and τ/Ts is defined as the duty cycle (d).

In Equation (2.26), it is observed that Pav is directly proportional to the duty cycle.

The duty cycle is not a significant limitation to fulfill the sensitivity requirements on

systems with high Pt, hundreds of kW. In contrast, the duty cycle is a limitation on

systems where Pt is low, as is the case with solid-state radars. There are two possible

solutions to increase Pav on solid-state systems. One is to reduce Ts, inversely pro-

portional to Pav. Unfortunately, reducing Ts reduces the maximum observable range

increasing the potential for multi-trip echoes (the maximum observable range is di-

rectly proportional to Ts) [64]. The second solution is to increase τ , but this would

adversely affect the range resolution of the system (proportional to τ ) if measures are

not taken to mitigate this negative impact.

Pulse compression (PC) is just such a mitigation strategy capable of solving the

previously described limitation. Conventional PC techniques use a frequency or phase

modulated pulse that is “compressed” using a matched filter. By doing so, the connec-

26



tion of range resolution and pulse length is eliminated. In contrast, the range resolution

is actually inversely proportional to B. PC allows a system to transmit a waveform with

a τ large enough to provide a Pav capable of fulfilling the radar sensitivity requirement

but modulated with a B large enough that the range resolution is still comparable to a

short pulse.

Figure 2.1 is presented as a good visualization tool to understand PC for the case of

a Linear frequency modulated (LFM) waveform. Figure 2.1 was extracted from Skolnik

[1] and modified for visualization purposes.

From Figure 2.1d, the amplitude of the compressed pulse is equal to
√
BT , where

B ≈ τ−1
c , and τc is the compressed pulse width, in meters. BT is called the compres-

sion ratio, defined as the ratio of power from the long pulse (before pulse compression)

over the power from an uncompressed short pulse with τ = τc.

With improvements in range resolution, PC does cause so-called “range sidelobes,”

which are smaller secondary lobes leaked on both sides of the compressed main lobe

[1, 64, 68]. The power difference between the main lobe peak and the first sidelobe

peak is called the sidelobe level. The range sidelobe level of a system is important for

weather applications. A standard solution to reduce these sidelobes is to multiply the

designed waveform by a window in time (“pulse taper”), or frequency domain [6, 38,

68, 69]. The sidelobe issue will be revisited in Chapters 3 and 5.
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Figure 2.1: The principle of pulse compression, from [1].(a) Envelope of the transmitted
waveform, (b) Frequency of the transmitted waveform vs. time, (c) LFM waveform,
and (d) theoretical output of pulse compression.

Yet another limitation of PC is the fact that the use of a long pulse creates a “blind

range,” as explained in Section 1.1. A proper technique to mitigate the blind range is

critical for radar systems based on pulse compression. This topic will be addressed in

Chapters 3 and 5).

In summary, to have the best performance on PC, the design of the long waveform
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is crucial. It is necessary to consider the τ , the B of the modulation, the technique for

frequency or phase modulation, and the waveform tapering.

2.3 Phased Array Radar Fundamentals

As defined in Section 1.1, phased array radar systems are based on phased array anten-

nas. phased array antennas can improve the temporal resolution of a system compared

to reflector antennas (through electronic steering). Other advantages of phased array

antennas include the reduced mechanical complexity of the radar, maintenance costs,

and the improvement in the rotational inertia and pointing precision [70].

A phased array antenna is a collection of elements (antennas) capable of transmit-

ting and receiving electromagnetic waves (see Section 1.1). Digital beamforming is a

pivotal characteristic of phased array antennas, and it is functional even when a sub-

group of elements is inoperative. Still, the performance decreases directly proportional

to the number of inoperable elements. The effect is referred to as graceful degrada-

tion, and it significantly increases the lifetime and reliability of a phased array radar

[70]. This section will discuss the fundamentals of phased array radars, including the

design parameters and implications, the phased array radar scanning, and the equations

involved. It will also explore the problems and downsides of this technology.

2.3.1 Array Analysis

To properly analyze a phased array radar and to derive the array pattern, the definition of

radiating field regions must be revisited [71, 72]. In space, three radiating field regions

are defined as a function of their distances from the radiating source. The nearest region

from the radiation source is called the reactive near-field region. In the reactive near-

field region, the relation between the electric (E) and magnetic (H) fields is difficult to
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predict, and the power calculations are complex. The following region is the radiating

near-field region. There, E and H are more predictable. In that region, the field’s

angular distribution and direction of the power flow change depending on the distance

from the source. The farthest region from the radiating source is called the far-field. In

the far-field region, E and H are perpendicular to each other and the distance vector.

The power is also flowing in the direction of the distance vector.

The antenna measurements and the array pattern calculation are generally per-

formed in the far-field region. The far-field region starts approximately at a distance

Rff from a phased array antenna. Rff is defined in Equation (2.27).

Rff =
2L2

λ
, (2.27)

where L is the largest dimension of a phased array antenna in meters.

For a phased array antenna, the field generated from the ith element, observed at a

distance Ri in meters (far-field), is defined in Equation (2.28) [28, 71].

Ei(r, θ, ϕ) =
fi(θ, ϕ) exp(−jkRi)

Ri

, (2.28)

where fi(θ, ϕ) is the element pattern. fi(θ, ϕ) is a vector that models the field depending

on the angular direction and depends on the element used, i.e., monopoles, dipoles,

patch antennas. k is called the free-space wavenumber, defined as k = 2π/λ. Ri is

defined as

Ri ≈ Ra − ri
∧
r, (2.29)

where Ra is the direction from a location set as the origin to Ri, ri is the position vector

of the i radiating element respect to the defined origin, and
∧
r is the unit vector pointing

to a location.
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Replacing Ri in Equation (2.28) results in the following

Ei(r, θ, ϕ) =
fi(θ, ϕ) exp(−jk(Ra − ri

∧
r))

Ra − ri
∧
r

. (2.30)

In the far-field, Ra >> ri
∧
r, then Ra+ ri

∧
r ≈ Ra. However, the previous assumption

is not applicable in phase exp(−jk(Ra − ri
∧
r)). Then, Equation (2.30) is simplified in

Equation (2.31).

Ei(r, θ, ϕ) =
fi(θ, ϕ) exp(−jk(Ra − ri

∧
r))

Ra

(2.31)

Each element in a phased array antenna is weighted by a factor ai. ai modifies

Equation (2.31) (see (2.32))

Ei(r, θ, ϕ) = ai
fi(θ, ϕ) exp(−jkRa)

Ra

exp(jkri
∧
r). (2.32)

When a phased array radar transmits, each element field integrates with the others

in space. The integrated field is called the array pattern. An approximation of the array

pattern is presented in Equation (2.34).

E(r, θ, ϕ) =
∑
i

ai
fi(θ, ϕ) exp(−jkRa)

Ra

exp(jkri
∧
r) (2.33)

E(r, θ, ϕ) =
exp(−jkRa)

Ra

∑
i

aifi(θ, ϕ) exp(jkri
∧
r) (2.34)

Assuming the same element technology is used throughout the array, Equa-

tion (2.34) is changed to (2.35).

E(r, θ, ϕ) = f(θ, ϕ)
exp(−jkRa)

Ra

∑
i

ai exp(jkri
∧
r) (2.35)
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The calculation of the array factor, is extracted from Equation (2.35) (see Equa-

tion (2.36)).

F (θ, ϕ) =
∑
i

ai exp(jkri
∧
r) (2.36)

Equation (2.35) corresponds to the complete form of the array pattern. It is assumed

that the wave transmitted from an element is only affected by the weight ai for that

element. But, the ai term includes the weight from the ith element and the field reflected

from all elements. When the ith element transmits a wave, part of it is absorbed by

different elements in the array, or even by the same element, and then retransmitted by

those elements. This is called mutual coupling and is included in the calculation.

Mutual coupling is estimated from the scattering-parameters or S-parameters inci-

dent to the element i and generated by the element k (Sik), multiplied by the weighting

factor of the element k. Thus, accounting for the mutual coupling effect, the weighting

factor in (2.35) will be rewritten as the expression in (2.37) [28].

ai = ai +
∑
k

Sikak (2.37)

The array pattern derived in Equation (2.35) corresponds to the antenna point-

ing broadside. Electronically steering the beam will modify this equation (see Sec-

tion 2.3.3).

2.3.2 Array Geometry

The performance of a phased array radar depends on the phased array antenna dimen-

sions and the distribution of its elements. In other words, the larger the antenna, the

narrower the 3-dB beamwidth (θ3) at broadside (see Equation (2.38)) [28].
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θ3(broadside) =
0.886Bbλ

Lq

, (2.38)

where Bb is termed the beam broadening factor, unitless. Bb is a factor of the illumi-

nation function of the antenna, related to the amplitude scaling of the elements within

(|ai|). Lq is the physical size of the antenna, in meters, in the axis q of the antenna

(generally related to the number of elements in that axis).

Assuming a large number of elements in the axis q, Lq can be approximated as

Mdq, where M is the total number of elements in the axis q and dq is the distance

between elements in the axis q.

The elements of a phased array antenna can be distributed as one or two-

dimensional arrays. One-dimensional arrays are called linear arrays. The linear arrays

have N elements on one axis and one element on the other. From (2.38), θ3 is inversely

proportional to Lq. The axis with one element produces a wide θ3 and the perpendicu-

lar axis a good θ3. Thus, a linear array produces an array pattern with a fan-like beam.

Obviously, it is only possible to steer the beam of a linear array along the dimension

with more than one element.

A two-dimensional array is called a planar array where the elements are distributed

in rows and columns, and both the number of rows and columns are higher than one. It

is expected that θ3 in both dimensions is narrow for planar arrays, producing a pencil

beam shape of the array pattern, assuming the same number of elements in both dimen-

sions. In the case of a planar array, it is possible to steer the array in both dimensions.

From (2.38), Bb is directly proportional to θ3 and related to |ai|. |ai|, unitless, is

the illumination of the element i, normalized to unity. The modulation of the Bb in an

array is analogous to the concept of tapering in a waveform. Therefore, progressively

reducing the illumination of the elements as they get closer to the borders positively
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affects the sidelobe levels on the array pattern. For planar arrays, the modulation of the

Bb can be performed independently on each dimension.

Modulating the Bb negatively impacts the gain of the antenna. |ai| bounds the

amount of energy transmitted by the ith element. In addition, reducing the sidelobe

level on each “tapered” dimension widens the main lobe, increasing θ3, as expressed

on (2.38).

2.3.3 Phased Array Radar Scanning

In Section 2.3.1, the author derived the antenna array pattern equation of a phased array

antenna pointing broadside. Still, one advantage of phased array radars is the ability

to be electronically steered in space. In this section, Equation (2.35) is expanded. The

new equations correspond to the array pattern of a linear or planar array steered in any

direction within the scanning region [28]. The equation of a linear array is derived first.

The electronic beam steering of a phased array radar is achieved by phase shifting

each element on the array. Geometry is key in calculating the phase shifting factor. An

illustration of the steering concept is presented in Figure 2.2.

A linear array with N elements is presented in Figure 2.2. Originally, the array

beam points broadside, assuming no modifications are made (black arrow). However,

the radar can steer its beam θ0 degrees off the broadside (blue arrow). Assuming no

physical movement is involved, the beam steering could be performed by transmitting

a time-delayed version of a waveform at each element. The time delay factor is different

from element to element. In space, the time-delayed waveforms would constructively

interfere with each other, changing the beam direction proportional to the time delay

between elements.
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Figure 2.2: Visual representation of steering in a linear array. Array pointing broadside
(black arrow) but electronically steered θ0 degrees off the broadside (blue arrow).

For a positive value of θ0, the first element to transmit must be element n. On the

contrary, for a negative value of θ0, the first element to transmit is element 1. Assuming

element 1 is transmitting last (at time t), element 2 would transmits dd/c seconds before

element 1. In general the time when element i would transmit (ti) is calculated in

terms of the distance between elements dx, in meters, and the steering angle θ0 (see

Equation (2.39)).

ti = t− (i− 1)
dx sin(θ0)

c
(2.39)

There are phased array radars using time-delayed pulses, termed true time-delay

beamsteering. However, the implementation of time-delay beamsteering is impractical.

Another solution for beam steering is to phase-shift the pulses to simulate such time

delay, a commonly applied solution. Nevertheless, beam steering using a phase shifter

has some drawbacks compared to true-time delay beamsteering. E.g., the shift in the
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steering location corresponding to a frequency shift (“beam squint”) and the gain loss

it causes. The beam squint and gain loss increase as the beam is steered away from

the broadside and for narrow beams. Thus, for a system with larger bandwidth, nar-

row beams, or extended scanning regions, it is more appropriate to use true time-delay

steering [73, 74].

For systems using phase shifters, the phase shift is different for each element. The

phase shift of element i (PSi) is calculated based on Equation (2.39).

PSi = exp

(
j2πf

(
−(i− 1)

dx sin(θ0)

c

))
(2.40)

PSi = exp

(
−j2π(i− 1)dx sin(θ0)

λ

)
(2.41)

PSi = exp(−jk(i− 1)dx sin(θ0)) (2.42)

The phase shift affects all elements and is expressed as the phase of ai. The refor-

mulated ai including the phase shift is presented in Equation (2.43).

ai = |ai| exp(−jk(i− 1)dx sin(θ0)) (2.43)

The phase shift changes the equation of the antenna array pattern (see Equa-

tion (2.44)). The new antenna pattern equation is presented on Equation (2.44).

E(r, θ, ϕ) = f(θ, ϕ)
exp(−jkRa)

Ra ∑
i

|ai| exp(jkri
∧
r) exp(−jk(i− 1)dx sin(θ0)) (2.44)

For a linear array, the distance ri
∧
r is equivalent to (i − 1)dx sin(θ) cos(ϕ). Thus,
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The array pattern equation, of a linear array, when steering to θ0 is presented in (2.45).

E(r, θ, ϕ) = f(θ, ϕ)
exp(−jkRa)

Ra∑
i

|ai| exp(jk(i− 1)dx(sin(θ) cos(ϕ)− sin(θ0))) (2.45)

Different from linear arrays, planar arrays can be steered in two dimensions. The

steering angle is defined as (θ0,ϕ0).

Assuming a planar array located on the XY plane, with M column and N rows of

element (M∗N elements), the element in origin (not phase-shifted) is the element in the

first row first column. Assuming the distance between columns of elements is constant

and is defined as dx, and the distance between rows of elements is dy. The time delay

of an element in the mth column and nth row (TDmn) is described in Equation (2.46)

[28].

TDmn = −(m− 1)
dx sin(θ0) cos(ϕ0)

c

∧
x− (n− 1)

dy sin(θ0) sin(ϕ0)

c

∧
y (2.46)

Derived from the previous equation, the phase shift of the element m,n (PSmn) is

presented in (2.47).

PSmn = exp

(
j2πf

(
−(m− 1)

dx sin(θ0) cos(ϕ0)

c

∧
x

−(n− 1)
dy sin(θ0) sin(ϕ0)

c

∧
y

))
(2.47)
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PSmn = exp(−jk((m− 1)dx sin(θ0) cos(ϕ0)
∧
x

+ (n− 1)dy sin(θ0) sin(ϕ0)
∧
y)) (2.48)

Therefore, the new scaling factor am,n changes and it presented in (2.49).

am,n = |am,n| exp(−jk((m− 1)dx sin(θ0) cos(ϕ0)
∧
x

+ (n− 1)dy sin(θ0) sin(ϕ0)
∧
y)) (2.49)

The array pattern equation, of a planar array, when steering to (θ0,ϕ0) is presented

in (2.50).

E(r, θ, ϕ) = f(θ, ϕ)
exp(−jkRa)

Ra

∑
m

∑
n

|am,n| exp(jkrm,n
∧
r)

exp(−jk((m− 1)dx sin(θ0) cos(ϕ0)
∧
x+ (n− 1)dy sin(θ0) sin(ϕ0)

∧
y)), (2.50)

where rm,n is the position vector of the m,n radiating element respect to the defined

origin. The rm,n
∧
r expression can be approximated to the one in (2.51):

rm,n
∧
r = sin(θ) cos(ϕ)

∧
x+ sin(θ) sin(ϕ)

∧
y. (2.51)

Replacing Equation (2.51) in (2.50), produces in the complete form of the array

pattern of a planar array steered in the direction (θ0,ϕ0), presented in Equation (2.52)

[28].
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E(r, θ, ϕ) = f(θ, ϕ)
exp(−jkRa)

Ra

∑
m

∑
n

|am,n|

exp(jk((m− 1)dx(sin(θ) cos(ϕ)− sin(θ0) cos(ϕ0))

+ (n− 1)dy(sin(θ) sin(ϕ)− sin(θ0) sin(ϕ0)))) (2.52)

The array pattern equations presented in Equations (2.52) and (2.45) are related

to two variables described in the radar range equation, those are the antenna gain and

f 2
p(θ, ϕ).

There are drawbacks to digitally steering an array compared to steering a dish me-

chanically. For example, the presence of grating lobes, which appear as secondary

beams contaminating the scan (see Section 2.3.4). In addition, the main beam becomes

wider as the beam is steered off-broadside. Consequently, a phased array radar is gen-

erally steered within a delimited scanning region. For example, in this dissertation, the

scanning region is limited from -45◦ to 45◦ in azimuth and from 0◦ to 20◦ in elevation.

2.3.4 Grating Lobes and other Phased Array Radar Related Down-

sides

Ideally, the array pattern equation produces a single peak at the steering angle. How-

ever, under certain circumstances related to the spacing between the elements, sec-

ondary peaks might appear at periodical distances from the main peak. These secondary

peaks are called grating lobes [28, 75–77]. Grating lobes are adverse to the performance

of the PARs. When grating lobes exist, the transmitted power is distributed between the

main lobe and the grating lobes, impacting the gain of the system. Additionally, the

grating lobes are falsely detected as additional targets in incorrect locations. Finally
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grating lobes produce extra noise [28, 71, 77]. For a linear array, The angular loca-

tion of a grating lobe θp, as a function of the steering angle θ0 is described in (2.53)

(extracted from [28, 77]).

sin(θp) = sin(θ0) +
pλ

dx
, (2.53)

where p is an integer (±1,±2,±3, ...). The location and number of grating lobes is a

function of dx, generally expressed in λs. E.g., if dx = λ,

sin(θp) = sin(θ0) +
pλ

λ
(2.54)

and

sin(θp) = sin(θ0) + p. (2.55)

From Equation (2.55), since | sin(θ0)| and | sin(θ0)| are ≤ 1, p = ±1 fulfills the

condition sin(θ0) + p = sin(θp), same for p = ±2. Nonetheless, higher values of p

would not fulfill that requirement. Then, for a scanning sector from −π/2 to π/2, one

main lobe and two grating lobes can be found pointing at any combination of angles

−π/2, 0 and π/2. Thus, for dx = λ, there are grating lobes every π/2 degrees in the θ

direction.

The larger the distance dx, the more grating lobes will appear, and the closer they

will be to the main beam and one another. On the contrary, the shorter dx is, the fewer

grating lobes will be, and the farther away will be to the main beam and one another.

If dx = λ/2,

sin(θp) = sin(θ0) + 2p. (2.56)

From (2.55), since | sin(θ0)| and | sin(θ0)| are ≤ 1, p = ±1 does fulfill the condition

sin(θ0) + p = sin(θp) if either θ0 = −π/2 (the grating lobe will be at θp = π/2), or if

40



θ0 = π/2, (grating lobe will be located at θp = −π/2). Therefore, a scanning sector

from −π/2 to π/2 will only have a grating lobe if the beam is steered to the most

extreme position. A practical conclusion is that, if dx ≤ λ/2, there are no grating lobes.

The location of the grating lobes on planar arrays is calculated similarly to the ones

on a linear array. Nevertheless, on planar arrays, the steering and pointing angles are in

both (θ) and (ϕ) directions. The angular location of the grating lobes for a planar array

is presented in (2.57) (extracted from [28]).

sin(θpq) cos(ϕpq) = sin(θ0) cos(ϕ0) +
pλ

dx

sin(θpq) sin(ϕpq) = sin(θ0) sin(ϕ0) +
qλ

dy
,

(2.57)

where p and q are integers (0,±1,±2,±3, ...) and the angular location of the grating

lobes (θpq, ϕpq) is expressed as a function of the steering angle, the distance between

elements in both directions of the array and the wavelength. dx and dy are commonly

expressed as a function of λ.

For linear arrays, it has been proven that, if dx = λ/2, there are no grating lobes in

the scanning region from −π/2 to π/2. The same will be tested for a planar array when

dx = dy = λ/2 (see Equation (2.58)).

sin(θpq) cos(ϕpq) = sin(θ0) cos(ϕ0) + 2p

sin(θpq) sin(ϕpq) = sin(θ0) sin(ϕ0) + 2q

(2.58)
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Assuming the steering angle is (0,0), then

sin(θpq) cos(ϕpq) = sin(0) cos(0) + 2p

sin(θpq) sin(ϕpq) = sin(0) sin(0) + 2q

(2.59)

sin(θpq) cos(ϕpq) = 2p

sin(θpq) sin(ϕpq) = 2q.

(2.60)

| sin(θpq)| <= 1, | sin(ϕpq)| <= 1 and | cos(ϕpq)| <= 1, using the multiplicative

property of absolute values, | sin(θpq) cos(ϕpq)| <= 1 and | sin(θpq) sin(ϕpq)| <= 1.

Therefore, p = 0 is the only solution to the equations, and the grating lobe peak is in

the same location as the main peak (there are no grating lobes).

On the contrary, for dx = dy = λ/2, if the steering angle is (π/2, π/2), the beam is

pointing perpendicular to the YZ plane, and

sin(θpq) cos(ϕpq) = sin(π/2) cos(π/2) + 2p

sin(θpq) sin(ϕpq) = sin(π/2) sin(π/2) + 2q

(2.61)

sin(θpq) cos(ϕpq) = 2p

sin(θpq) sin(ϕpq) = 1 + 2q.

(2.62)

For the first equation in (2.62), if p = q = 0, there are grating lobes at the angles

(θpq, ϕpq) that satisfy sin(θpq) cos(ϕpq) = 0 and sin(θpq) sin(ϕpq) = 1. The one angle

satisfying the condition is located at (π/2, π/2), and it is not a grating lobe but the

steering angle. If p = 0, q = −1, there are grating lobes in the angles (θpq, ϕpq) that

satisfy sin(θpq) cos(ϕpq) = 0 and sin(θpq) sin(ϕpq) = −1. The grating lobe is located

at (π/2,−π/2) and is pointing opposite to the main lobe but on the Y axis.

Finally, if dx = dy = λ/2, and the steering angle is (π/2, 0), the beam is pointing

42



perpendicular to the XZ plane, and

sin(θpq) cos(ϕpq) = sin(π/2) cos(0) + 2p

sin(θpq) sin(ϕpq) = sin(π/2) sin(0) + 2q

(2.63)

sin(θpq) cos(ϕpq) = 1 + 2p

sin(θpq) sin(ϕpq) = 2q.

(2.64)

For the first equation in (2.64), if p = q = 0, there are grating lobes in the angle in

the angles (θpq, ϕpq) that satisfy sin(θpq) cos(ϕpq) = 1 and sin(θpq) sin(ϕpq) = 0. The

one angle satisfying the condition is located at (π/2, 0), and it is not a grating lobe but

the steering angle. If p = −1, q = 0, there are grating lobes in the angles (θpq, ϕpq) that

satisfy sin(θpq) cos(ϕpq) = −1 and sin(θpq) sin(ϕpq) = 0. The grating lobe is located

at (π/2, π) and is pointing opposite to the main lobe but on the X axis.

The previous exercise has been replicated for different combinations of steering

angles and separation of elements. From the experiment, the author concluded the

following about the location of the grating lobes. First, there are grating lobes if dx or

dy are larger than λ/2. Second, the dimension where the grating lobes appear is related

to the distance between elements in that dimension. For example, if dx is larger than

λ/2, but dy is not, there will be only grating lobes parallel to the X axis. The same is

true in the perpendicular dimension. If dx and dy are both larger than π/2, there will

be grating lobes in both dimensions. Third, the larger the separation between elements

in one direction, the more grating lobes will be, and the closer they will be to the main

lobe and one another.

Aside from grating lobes, in Section 2.3.1 it was assumed that f(θ, ϕ) is the same

for each element in the array if the same kind of element is used. In reality, the radi-

ation patterns of the elements are affected by diffracted fields observed mainly at the
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edges of the array. Those effects are generated from the radiated electromagnetic fields

interacting with the edges or discontinuities on the phased array antenna. They spread

differently depending on their incident angle and the geometry of the discontinuity.

These effects are known in the antenna community as diffraction or edge effects [75,

78, 79].

Edge effects have a significant impact on the performance of the phased array radars

and its cross-polar performance [78, 80]. It varies for each element pattern, so f(θ, ϕ)

is replaced by fi(θ, ϕ). The edge effects are a function of the kind of element used,

their position in the array, the physical distance from the borders of the array to the

elements, the polarization transmitted, and others. Figure 2.3, extracted from Ortiz

[80], is presented to illustrate the edge effects. In Figure 2.3 the individual fi(θ, ϕ)

from a 3x3 MPA are provided.

Figure 2.3: Diffraction effect observed on a 3x3 MPA. In the left plot, there is presented
a schematic of the array. In the right plot, there are presented each of the fi(θ, ϕ),
illustrating the edge effects. Extracted from [80].

Equations (2.35), (2.45) and (2.52) need to be modified to count for the diffraction

effects. An alternative is to repurpose f(θ, ϕ). Before, this term was related to the ele-

ment pattern of all elements on the array. To maintain an approximately equal f(θ, ϕ)
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for all the elements, f(θ, ϕ) definition will be changed. Thus, f(θ, ϕ) will be defined as

the derived average/embedded element pattern. Nevertheless, the previous alternative

is based on an approximation. A better alternative is to change the f(θ, ϕ) inside the

summations and replace it by fi(θ, ϕ) or fm,n(θ, ϕ). Then, the equations will now be

expressed as Equations (2.65), (2.66) and (2.67) respectively.

E(r, θ, ϕ) =
exp(−jkRa)

Ra

∑
i

aifi(θ, ϕ) exp(jkri
∧
r) (2.65)

E(r, θ, ϕ) =
exp(−jkRa)

Ra∑
i

|ai|fi(θ, ϕ) exp(jk(i− 1)dx(sin(θ) cos(ϕ)− sin(θ0))) (2.66)

E(r, θ, ϕ) =
exp(−jkRa)

Ra

∑
m

∑
n

|am,n|fm,n(θ, ϕ)

exp(jk((m− 1)dx(sin(θ) cos(ϕ)− sin(θ0) cos(ϕ0))

+ (n− 1)dy(sin(θ) sin(ϕ)− sin(θ0) sin(ϕ0)))) (2.67)

2.3.5 Cross-Polar Component and Contamination

Single and dual-polarized antennas transmit in a defined polarization. For linear po-

larization systems, the antenna transmits in either H or V polarization, perpendicular

to each other. Ideally, when an antenna transmits or receives an electromagnetic wave,

it is purely in a particular polarization. However, the isolation between the H and V

ports in the antenna is not perfect, and there is a leak in the perpendicular polarization.

This leak is increased by other factors including edge effects [80]. This leak is called a
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cross-polar component and causes the cross-polar contamination.

The cross-polar contamination is not exclusive to phased array radars. Reflector

antennas also suffer from this effect. However, a dish radar only has one beam to

calibrate. For phased array radars, the cross-polar contamination is more problematic

due to the several number of beams to calibrate.

The cross-polar component is derived from Equation (2.68), extracted from the

work of Bringi and Chandrasekar [81], Zrnić et al. [82], and Ivić [83]. The equa-

tion corresponds to the echo voltage VH(Rs,m) and VV(Rs,m), in volts, received from

the radar resolution volume after the mth pulse is transmitted, at a range Rs, in km, and

from each polarization.

VH(Rs,m)

VV(Rs,m)

 = C

FHH FVH

FHV FVV

TT

sHH 0

0 sVV

T

FHH FHV

FVH FVV


 AH(m)

AV(m) exp(jβ)

 exp(−j2kRs(m)), (2.68)

where F represents the array factor with the antenna patterns from the array, in volts.

If the two sub-indices are equal, i.e., HH or VV, it corresponds to the copolar fields

(FHH or FVV). In contrast, if the two indices are different, i.e., HV or VH, the term

corresponds to the cross-polar fields (FHV or FVH). The terms sHH and sVV represent

the backscattering coefficient for the horizontal and vertical copolarization, unitless.

β is the phase difference between H and V transmitter paths. AH and AV are the

excitation amplitude components, unitless. AH and AV are normalized to unity. C is

described as a factor containing the dependence on the range to the resolution volume,

unitless. T corresponds to the transmission matrix. T represents the effects of the
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weather across the propagation path, and it is defined in Equation (2.69).

T =

exp(−jϕDP/2) 0

0 1

 , (2.69)

where ϕDP correspond to the differential phase in radians.

For STSR mode, where H and V polarization are transmitted at the same time

(AH = AV = 1), Equation (2.71) is derived from Equation (2.68).

VH(Rs,m)

VV(Rs,m)

 = C

FHH exp(−jϕDP/2) FVH

FHV exp(−jϕDP/2) FVV


sHH exp(−jϕDP/2) 0

0 sVV


FHH + FHV exp(jβ)

FVH + FVV exp(jβ)

 exp(−j2kRs(m)) (2.70)

VH(Rs,m)

VV(Rs,m)

 = C

FHHsHH exp(−jϕDP) FVHsVV

FHVsHH exp(−jϕDP) FVVsVV


FHH + FHV exp(jβ)

FVH + FVV exp(jβ)

 exp(−j2kRs(m)) (2.71)

The copolar components of VH(Rs,m) and VV(Rs,m) are presented in Equa-

tion (2.72).

VH(co)(Rs,m)

VV(co)(Rs,m)

 = C exp(−j2kRs(m))

F 2
HHsHH exp(−jϕDP)

F 2
VVsVV exp(jβ)

 (2.72)
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The cross-polar components of VH(Rs,m) and VV(Rs,m) are presented in Equa-

tions (2.73) and (2.74).

VH(cross)(Rs,m) = C exp(−j2kRs(m)){FHHFHVsHH exp(j(β − ϕDP))

+ F 2
VHsVV + FVHFVVsVV exp(jβ)} (2.73)

VV(cross)(Rs,m) = C exp(−j2kRs(m)){FHVFHHsHH exp(−jϕDP)

+ F 2
HVsHH exp(j(β − ϕDP)) + FVHFVVsVV} (2.74)

On the contrary, Equation (2.68) needs to be modified for radars transmitting on

alternate transmission and simultaneous reception of H/V polarization mode (ATSR).

For the case when only H polarization is transmitted, AH = 1 and AV = 0 , then:

VH(Rs,m)

VV(Rs,m)

 = C

FHH FVH

FHV FVV

TT

sHH 0

0 sVV

T

FHH FHV

FVH FVV


1
0

 exp(−j2kRs(m)) (2.75)

VH(Rs,m)

VV(Rs,m)

 = C exp(−j2kRs(m))

 F 2
HHsHH exp(−jϕDP) + F 2

VHsVV

FHVFHHsHH exp(−jϕDP) + FVHFVVsVV

 . (2.76)
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The co- and cross-polar component from (2.76) are presented in Equations (2.77)

and (2.78).

VH(co)(Rs,m)

VV(co)(Rs,m)

 = C exp(−j2kRs(m))

F 2
HHsHH exp(−jϕDP)

0

 (2.77)

VH(cross)(Rs,m)

VV(cross)(Rs,m)

 = C exp(−j2kRs(m))

 F 2
VHsVV

FHVFHHsHH exp(−jϕDP) + FVHFVVsVV

 (2.78)

A similar derivation is performed for the co- and cross-polar components for ATSR

mode when the V component is transmitted. Therefore, AH = 0 and AV = 1.

VH(Rs,m)

VV(Rs,m)

 = C

FHH FVH

FHV FVV

TT

sHH 0

0 sVV

T

FHH FHV

FVH FVV


 0

exp(jβ)

 exp(−j2kRs(m)) (2.79)
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VH(Rs,m)

VV(Rs,m)

 = C exp(−j2kRs(m))

FHHFHVsHH exp(j(β − ϕDP)) + FVHFVVsVV exp(jβ)

F 2
HVsHH exp(j(β − ϕDP)) + F 2

VVsVV exp(jβ)

 (2.80)

The co- and cross-polar component from (2.80) are presented in Equations (2.81)

and (2.82).

VH(co)(Rs,m)

VV(co)(Rs,m)

 = C exp(−j2kRs(m))

 0

F 2
VVsVV exp(jβ)

 (2.81)

VH(cross)(Rs,m)

VV(cross)(Rs,m)

 = C exp(−j2kRs(m))

FHHFHVsHH exp(j(β − ϕDP)) + FVHFVVsVV exp(jβ)

F 2
HVsHH exp(j(β − ϕDP))

 (2.82)

2.4 Summary and the Need for Technical Solutions

Chapter 2 reviewed the fundamental concepts in weather radar signal processing, in-

cluding the radar range equation, pulse compression, and the fundamentals of phased

array radars. Of particular note, the blind range challenge and the need to mitigate

cross-polar contamination was emphasized. Subsequent chapters will specifically ad-

dress these two important challenges to the weather radar community.

In the next chapter, it is presented a signal processing technique (PPC) to mitigate

the blind range in radar using pulse compression.
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Chapter 3

Progressive Pulse Compression

This chapter focuses on the technical aspect of the PPC method [39, 84], which is one

novelty of this dissertation.

As mentioned before, the PPC does not require the use of fill pulses. Therefore, no

additional bandwidth is needed. Compared to other solutions in literature [42–44], the

partial long pulse is generally longer than the fill pulse, which resulted in a sensitivity

improvement inside the blind range. Additionslly, the PPC is generally less expensive

in bandwidth to implement.

3.1 Methodology

3.1.1 Algorithm Description

The PPC technique is intended for blind range mitigation for radars use frequency mod-

ulated pulses for PC. Partial decoding and PC methods are utilized where the data from

different temporal samples is coherently integrated into a single sample. In the scope of

PPC, all data within the transmission cycle is considered lost, the recovery of the blind

range is accomplished by using the remaining data beyond the transmission cycle.
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Figure 3.1: Flow chart of the PPC technique. Key differences from the PPC include
using a window function to zero out the leak-through from the transmission, partial
decoding, and a new calibration factor to estimate the reflectivity inside the blind range.

The algorithm is divided into three steps. First, the leak-through from the transmis-

sion into the receiver is eliminated where all samples with the leak-through contami-

nation are replaced with zeros. Then, the remaining signals are partially decoded and

compressed using a match filter. This is equivalent to performing a moving compres-

sion filter with a progressively changing width to match the usable length of the pulse,

and hence the name Progressive Pulse Compression. Finally, the partially compressed
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pulse is calibrated to correctly estimate the signal power or target reflectivity. The cali-

bration is necessary since only a portion of the received signal is used for compression.

A flow chart of the PPC technique is shown in Figure 3.1.

3.1.2 Leak-Through Elimination and Partial Decoding

Figure 3.2 illustrates the concept of partial decoding. It can be observed that the re-

ceived echoes from point targets have the same width as the transmit signal. If a target

is located inside the blind range (target #1), conventional method, referred to as the

legacy pulse compression (LPC), renders it unusable because the leak-through masks

the desired signal. The composite signal includes the leak-through and the echoes from

the targets (see the yellow line in the conventional method). However, the dynamic

range of the receiver caps the maximum power that a radar can receive (saturation

level), indicated by a dotted line on the composite plot of the conventional method.

Consequently, the leak-through saturates the receiver inside the blind range, and the

contribution from targets there is now obscured.

Nonetheless, the signal received from each target is long. A portion of the received

signal is free from this contamination and not affected by the saturation (see the pink

line in the new method column). If the target is located inside the blind range, the

transmission leak-through only masks a portion of the return echo, leaving a tail portion

free from the leak-through contamination. PPC uses the data from that tail portion to

recover the obscured but desired target.
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Figure 3.2: The principle of partial decoding. The target inside the blind range becomes
obscured by strong leak-through when processed using the conventional method. When
the PPC is applied, the target can be correctly estimated, as shown on the right.

For a target located Rt km away from the radar (Rt ≤ Rb), the return signal of

the target spans the range R ∈ [Rt, Rt + Rp], where Rp is the pulse length (see Equa-

tion (1.2)), and Rp = Rb. A strong leak-through obscures the first Rb meters. However,

the signal usable for uncovering the target starts immediately after Rb and ends at the

tail of the return (Rt +Rp meters). This is illustrated in Figure 3.3.
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Figure 3.3: Illustration of the uncontaminated tail portion of a target inside the blind
range. The tail portion is used for partial decoding in the PPC. Rb is the blind range.
The received signal of a target located at Rt spans the range R ∈ [Rt, Rt + Rp]. Addi-
tionally, Rp = Rb.

A numerical example is examined here. Consider a 10 km pulse (Rp = 10 km).

If a target is located at 3 km, its signal return is observed from 3 to 13 km. The first

10 km are obscured but not the last 3 km of the return from the target. This 3-km tail

portion is used for estimating the target.

Figure 3.4: Depiction of the zeroing-out process. Received samples are replaced with
zeros if they are within the transmit cycle. A taper, which is a gradual transition from
zero to one is applied for reducing sidelobes of the pulse compression.

In addition to replacing the contaminated samples with zeros, a taper is also applied
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to smooth the transition from zero to full amplitude of the receive signals. Figure 3.4

shows an example taper that mimics a raised cosine function. In this study, a width of

67 µs provides a ramp-up time of 4 µs.

The matched filter, shown in Equation (3.1), is used to compress the received signal

[1, 85].

y(n) =
∑
τ

x(τ + n)x∗
t (τ), (3.1)

where y(n) is the compressed signal, x(n) is the received signal, xt(n) is the matched

filter (template), (·)∗ is the complex conjugate operator and n corresponds to the sample

index in range. As explained before, the received signal is multiplied by a window

function w(n) to eliminate leakage from the transmission. The new received signal is

expressed in Equation (3.2).

x′(n) = w(n)x(n) (3.2)

Using the newly introduced zero-out and taper procedures, the PPC compressed

signal y′(n) can be represented in Equation (3.3).

y′(n) =
∑
τ

x′(τ + n)x∗
t (τ) (3.3)

The new compressed received signal is called a progressive compressed signal. The

leak-through is eliminated. Because of using the residual tail of the received signals for

compression, the progressive compressed signal needs to be compensated differently

for reflectivity estimation.
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3.1.3 Calibration

As mentioned earlier, it is necessary to calculate a calibration or compensating factor to

estimate the reflectivity values correctly inside the blind range. Note that the uncontam-

inated tail portion is a function of range (Section 3.1.2). For example, using a 10-km

transmit pulse, with two targets located at 5 km and 8 km, both of which are inside

the blind range, the end of the return signals from each target will be at 15 and 18 km,

respectively. After the windowing process, the remaining uncontaminated portions are

5 km (10-15 km) and 8 km (10-18 km) from these two targets (PPC only has this much

signal from each target). Therefore, after compression, it is necessary to calibrate for

approximately the 50% and 80% signal availability of these two targets (calibration

considers the ramp-up in the window function), respectively, for reflectivity estimation.

The calculation of the calibration factor is described next.

The calculation of the scaling factor is a function of the transmitted waveform, the

window function, and the position in range of the target. The calibration factor is used

to estimate the target reflectivity at each range. From Equation (3.3), the compressed

signal y′(n) contains just a fraction of the received signal, and the required y(n) is the

compressed signal if there is no leak-through and no blind range. It is impossible to

obtain the y(n) wanted, but it can be estimated by multiplying a scaling factor, denoted

as s(n), to y′(n). The estimated compressed signal is named ye(n).

ye(n) = s(n)y′(n) (3.4)

ye(n) = s(n)
∑
τ

x′(τ + n)x∗
t (τ) (3.5)

The scaling factor s(n) is derived from Equations (3.4) and (3.5), and is shown in

Equation (3.6).
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s(n) =

√ ∑
τ |xt(τ)|2∑

τ |w(n+ τ)xt(τ)|2
(3.6)

The new scaled and compressed output estimates the fully compressed received

signal in the blind range, free from leak-through. This new scaled and compressed

signal is used for radar product calculations (e.g., reflectivity factor, radial velocity,

etc.). Calibration is the last step of this PPC algorithm. From here, the radar product

calculation is done using standard implementations.

An in-depth analysis of the performance and advantages of PPC is presented in the

following sections of this chapter. There are drawbacks in PPC. They include a loss

in range resolution, a shift in the main lobe, and a decrease in sensitivity as the range

gates are closer to the radar (discussed in detail in the following sections). Software

improvements are proposed in Chapter 5 to reduce the first two drawbacks.

3.2 Advantages and Limitations of PPC

3.2.1 Sensitivity Analysis

The main advantage of using the PPC over the other blind-range filling methods [42–

44] is the sensitivity (Zmin) gain inside the blind range. The Zmin equation has been

derived in Section 2.1.3 (see Equation (2.22)).

Zmin is inversely proportional to τ . So, the larger τ gets, the lower Zmin becomes,

increasing the sensitivity of the radar. Existing techniques to mitigate the blind range

use a so-called fill pulse with a shorter τ to fill in the blind range [42–44]. The data

collected using the long pulse and short pulse are merged to produce a complete scan.

Consequently, there is a jump in radar sensitivity between the blind range and the visible

range.
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On PPC, inside the blind range, the usable τ (τu) changes as a function of range, and

it is proportional to the portion of the pulse (range) that is free from the contamination.

The expression for τu is derived in (3.8).

τu ≈ 2(Rp +Rt −Rb)

c
(3.7)

τu ≈ 2Rt

c
(3.8)

Then, for PPC, Zmin is approximately equal to the expression on Equation (3.9)).

Zmin ≈ Pn2
10 ln(2)λ2R2l2lr

π3PtG2gsθ2cτu|Kw|2
(3.9)

Zmin(r) is inversely proportional to τu, and it gradually decreases (improves) as the

R increases.

To illustrate this effect, a routine to compute radar sensitivity (according to Equa-

tion (3.9)) for different blind range mitigation techniques has been developed. The

results are shown in Figure 3.5.

Three sensitivity profiles are calculated using the PX-1000 system parameters (Pt =

200W and τ = 67 µs) and they are shown as red solid line, black dashed line, and

yellow solid line. A fourth sensitivity profile is calculated using Pt = 5kW and τ =

0.5 µs and is shown as a green solid line. This can represent a low-cost magnetron-

based system, such as the CASA IP-1 [86].
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Figure 3.5: Radar sensitivity of different systems. PPC provides a smooth transition in
sensitivity between the blind and visible ranges. In addition, PPC provides better sensi-
tivity values inside the blind range compared to the time-frequency multiplexed wave-
form technique and has comparable sensitivity values to radar systems using higher
power transmitters.

The red line indicates sensitivity profile from the PPC technique using an optimized

frequency modulation (OFM) waveform [6, 38], which belongs to the non-linear fre-

quency modulated (NLFM) waveform family. The baseband representation, frequency

function, and ambiguity function of the OFM waveform are shown in Figure 3.6. The

black dashed line indicates a hypothetical radar sensitivity of the 67-µs OFM pulse con-

figuration with no blind range (ideal PC when received signals can be isolated from the

leak-through). The yellow line indicates the radar sensitivity of the TFM with a 67-µs

OFM waveform and a 2-µs fill pulse.
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Figure 3.6: Waveform used for PPC experiments. A non-linear frequency modulated
waveform has been selected, designed and optimized for the PX-1000 [6, 38]. Only the
long pulse is used since the PPC technique requires no fill pulse.

The PPC technique provides comparable sensitivity as the CASA-like radar system.

The sensitivity profile obtained using the PPC technique has a gradual degradation

inside the blind range. It can be noted that the PPC technique has a slightly poorer

sensitivity at close range compared to the 5 kW system.

3.2.2 Limitations of PPC

The limitations of the PPC depend on the transmit waveform. Two different waveforms

are analyzed here. One is the OFM waveform and the other is a linear frequency modu-
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lated (LFM) waveform, which has τ = 67 µs and 2.2 MHz of bandwidth. The baseband

representation, frequency function, and ambiguity function of the LFM waveform are

shown in Figure 3.7. As expected, the range resolution and ambiguity function of the

LFM are slightly different than respective counterparts of the OFM waveform.

Figure 3.7: Similar to Figure 3.6 but for the designed linear frequency modulated wave-
form.

Generally, pulse compression increases range resolution and radar sensitivity. The

range resolution can be attributed to the effective bandwidth of the waveform. In the

partial decoding process (used on PPC), parts of the received signal are zeroed out, us-

ing only the uncontaminated tail portion. The original long pulse has been frequency

modulated with a specific bandwidth to provide a targeted range resolution. However,

62



the uncontaminated tail portion inside the blind range has a fraction of such band-

width, which changes as a range function. Recall from Equation (2.23) that the range

resolution is inversely proportional to bandwidth. The progressive reduction of the re-

maining bandwidth reduces the range resolution of the PPC inside the blind range as R

decreases.

The range resolution of the OFM waveform using the PPC technique in the recov-

ered blind range is shown in Figure 3.8. For the complete pulse (τ = 67 µs), the

bandwidth of the waveform is 2.2 MHz producing a range resolution of approximately

60 meters. The results obtained when the LFM is transmitted are presented in Fig-

ure 3.9.

Figure 3.8: Various waveform behaviors of the PPC technique. The waveform am-
biguity function at various ranges are shown in the top panel, where the loss of range
resolution from closer targets is apparent. In addition, there is a range shift of the peaks.
The middle and bottom panels show the shift of the peak and reduction of range reso-
lution, respectively, as a function of range.
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Figure 3.9: Similar to Figure 3.8 but from a 2.2-MHz LFM waveform.

In the upper plot of Figures 3.8 and 3.9, the impulse response of a few point targets

located inside the blind range is shown. The upper plot illustrates the loss of range

resolution as the range decreases.

The range resolution as a function of the range is numerically quantified in the

middle plot of Figures 3.8 and 3.9. It is observed in these plots that the range resolution

decreases as the range decreases. The change in range resolution as a range function

follows a non-linear behavior (mainly in the first kilometers), especially noticeable

when using an LFM.

It is theorized that the non-linearity of the function is caused by the modulation

of the partially decoded tail portion. The “matched filter” and the tail portion have

different frequency content and center frequency. Moreover, the “matched filter” has

a different length and tapering (the received signal is multiplied by a window). This

difference in frequency and amplitude affects the cross-correlation product between
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them.

The difference in frequency and amplitude content also affects the main lobe posi-

tion (see the lower plot in Figures 3.8 and 3.9). The second drawback of PPC.

Finally, the cross-correlation of the “matched filter” of the tail portion results in

poorer range sidelobe levels for targets inside the blind range. This is illustrated in

Figures 3.10 and 3.11. From Figures 3.10 and 3.11, it can be seen that the sidelobe

levels are not symmetrical (low toward the radar and high away from it), which can

be attributed to the non-symmetrical frequency chirp of the remaining pulse. From

Figures 3.10 and 3.11, one can see the “shoulders” of the main lobe, effectively result

in a pointer to appear elongated.

Figure 3.10: Similar to the top panel of Figure 3.8 but with a larger range of y-axis,
which represents gain. Besides the main lobe, the range sidelobe levels also vary de-
pending on the target range.
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Figure 3.11: Similar to Figure 3.10 but using a 2.2-MHz LFM waveform.

In Figures 3.10 and 3.11 the ambiguity function from simulated targets located

at different ranges is shown. Figures 3.10 and 3.11 are similar to the upper plot in

Figures 3.8 and 3.11, but showing the sidelobe levels.

In Chapter 5, the author will revisit these three drawbacks and discuss a mitigation

strategy.

3.3 Results

In this section, PPC performance will be evaluated using both simulation and experi-

mental results. The simulation results compare the performance of PPC against LPC.

In the experimental results, PPC was tested using real data from PX-1000, and its per-

formance was compared against TFM (also implemented in PX-1000).
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3.3.1 Simulation Results

A realistic simulation was undertaken to study the potential performance of two wave-

forms, i.e., OFM and LFM. They are shown in Figures 3.6 (OFM) and 3.7 (LFM).

Four point targets are simulated. Two are located inside the blind range (approxi-

mately 10 km with τ = 67 µs) and the others are outside the blind range. The leak-

through is simply a power-altered and phased-shifted copy of the transmitted waveform,

similar to the leakage in the PX-1000. A realistic noise level was added.

Figure 3.12: Simulation setup and results, transmitting the OFM waveform. In the
middle plot are presented the simulation results from the LPC. Similar results are shown
on the lower plot but from the PPC. The simulation demonstrates that when processed
using the LPC, the targets inside the blind range are obscured by the leak-through. In
contrast, the targets are visible when using the PPC.

In Figures 3.12 and 3.13 there is shown in both the simulation setup and return-

power profile from the LPC and the PPC techniques but transmit different waveforms.

The top panel shows the target locations. When the received signal is processed using

the LPC, as shown in the middle plot, two of the four targets are fully obscured (the

targets inside the blind range). The bottom panel shows results processed using the

67



PPC, and the two previously covered targets are now visible.

The subplots on Figures 3.12 and 3.13 are divided (in range) into two regions, the

visible range and the blind range. In the visible range, the results from both LPC and

PPC are alike. Targets show the same peak power and resolution, and the noise levels

of both plots are identical.

In Section 3.1 it was explained that the PPC technique eliminates the uncontami-

nated signal using a window function. Nevertheless, the window does not modify the

received signal from targets located over 10 km (end of the blind range).

Consequently, outside the blind range, the PPC algorithm performs the same as

LPC. Additionally, techniques using fill pulse for blind range mitigation also use the

long pulse as a “matched filter” in the visible range [42–44], performing similarly to

LPC and PPC.

Figure 3.13: Similar to Figure 3.12 but for the designed LFM waveform.

Inside the blind range, LPC suffers from the strong leak-through, which obscures

the targets. In contrast, the PPC can correctly estimate the two targets. However, the
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loss in range resolution is noticeable, especially on the target closer to the radar.

As explained in Section 3.2.2, the range resolution is lower closer to the radar,

as the leftover tail portion is shorter. This effect is manifested as wider targets being

produced closer to the radar. In addition, the main lobe peak is slightly shifted, and the

sidelobes structure is modified (“shoulder” effect). With respect to the target gain, it

can be estimated as expected with the calculated PPC calibration.

3.3.2 Experimental Results

PPC vs TFM

In this section, the blind range mitigation capabilities of PPC are tested using real data.

The PPC technique has been implemented on the PX-1000 radar system and is cur-

rently in use on that system (The real data imagery is available through a web portal at

https://radarhub.arrc.ou.edu). Results in this section are processed using raw data from

this system. The radar is transmitting a 67 µs similar to the OFM.

The PPC technique is compared to another blind range mitigation technique referred

to as the TFM (using a 2 µs fill pulse) [44]. The advantages of PPC over TFM are

described in this section.

The dataset was collected on September 14, 2014, 22:33:13 UTC at an elevation

angle of 3◦ . The dataset has a moderate precipitation spanning approximately 15-km

of the north half of the radar coverage. The weather signals span both the visible range

and the blind range.

A subset of radar products are calculated from the selected dataset. They include the

SNR, reflectivity factor (Z), and radial velocity (vr), which are presented in Figure 3.14,

and differential reflectivity (ZDR), differential phase (ΦDP), and correlation coefficient

(ρHV), which are presented in Figure 3.15.
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Figure 3.14: Products processed using TFM: a) SNR, c) Z, e) vr. Products processed
using PPC: b) SNR, d) Z, f) vr. In these plots it is shown that radar sensitivity is
higher inside the blind range on PPC and that the discontinuity in sensitivity has been
eliminated.
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Figure 3.15: Products processed using TFM: g) ZDR, i) ΦDP, k) ρHV. Products pro-
cessed using PPC: h) ZDR, j) ΦDP, l) ρHV. The spatial continuity is carried through the
polarimetric variables as well.

From Figure 3.14, in the Z subplot processed with TFM (see Figure 3.14), there
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is a jump in sensitivity at the transition between the blind range and the visible range

(black dashed circle), which was previously described in Section 3.2.1. On TFM, radar

sensitivity is considerably improved (lower) inside the blind range. This increase in

sensitivity extends the radar coverage of all radar products.

The main advantage of the PPC compared to the TFM and other fill-pulse mitiga-

tion techniques [42–44] is the sensitivity improvement inside the blind range. The PPC

has a continuous sensitivity across all ranges. However, there is a loss in range reso-

lution of weather signals closer to the radar. Because of the sensitivity improvement,

more weather signals can be observed inside the blind range, especially at the northern

portion of the PPI plot, approximately 8 km away from the radar.

Besides the improvements in Z, all other radar products, i.e., (ZDR, ΦDP and ρHV,

also exhibit similar sensitivity improvement and spatial continuity on PPC when com-

pared to TFM.

In Figure 3.16, it is shown the minimum detectable reflectivity factor (Zmin) values

from the TFM and PPC techniques as a function of range (using the same dataset). The

(Zmin) value corresponds to the minimum (Z) from all radials. This calculation is a

proxy to estimate the radar sensitivity.

Experimental results from the estimated radar sensitivity values are in agreement

with the sensitivity values obtained from the simulation. The improved sensitivity in-

side the blind range using the PPC technique compared to the TFM technique is ap-

proximately 15 dB. This can be attributed to the increase in the usable pulse width τu

as R increases, indicated by Equation (3.9).

Compared to the TFM technique (which uses a fill pulse with a τ of 2 µs), the

radar sensitivity of the PPC technique is higher as long as τu ⪆ 2 µs, or equivalently,

R ⪆ 300 m.
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Figure 3.16: Estimated radar sensitivity using the TFM (top) and PPC (bottom) tech-
niques from the dataset collected on September 14, 2014, 22:33:13 UTC. They are
obtained by finding the minimum detectable reflectivity factor values from a collection
of radials.

3.4 Summary

In Chapter 3, a novel technique to mitigate the so-called blind range was proposed. It

is called PPC and is intended for radars using pulse compression. The radars can be

based on reflector or phased array antennas.

The PPC technique uses a portion of the uncontaminated received signal in con-

junction with pulse compression to estimate the echoes inside the blind range. The

technique does not require a fill pulse or hardware modifications.

This technique has been tested and validated using the PX-1000 radar. Also, it will

be implemented on most ARRC radars that use pulse compression, which include the

Horus radar system [26, 33, 34].

All experimental results presented in Chapter 3 are obtained using data collected by
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the PX-1000 radar system.

In the next chapter, it is presented a signal processing technique (XPC) to mitigate

the cross-polar contamination problem on polarimetric phased array radars.
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Chapter 4

Cross-Polar Canceler Technique

As explained in Section 2.3.5, cross-polar contamination is a leakage from the intended

polarization into the other polarization. This leakage distorts the information received

in the intended copolarization channel and is therefore undesirable.

The technique presented in this chapter, called Cross-Polar Canceler (XPC), is a

signal-processing approach to mitigate cross-polar contamination [47, 49]. It is tar-

geted for all-digital phased array radars under STSR mode. Therefore, it is adequate

for polarimetric weather measurements as this mode is most traditionally adopted for

weather observations worldwide.

The XPC technique will be implemented on the Horus radar system [26, 33, 34].

The S-Band mobile polarimetric all-digital Horus radar system is being developed by

the ARRC, at OU, with funding from NOAA.

4.1 Methodology

The XPC technique takes advantage of the element-level control of the signals trans-

mitted by an all-digital phased array antenna. XPC pre-configures a small group of

elements (canceler elements) to transmit signals in the cross-polarization to reduce con-

tamination. The canceler elements transmit the inverse (i.e., the mathematical negative)
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of the original waveform scaled by a complex weight. After integrating the fields radi-

ated by all elements, this inverse waveform will suppress the contamination. Depending

on the characteristics and power of the cross-polar contamination, XPC tunes the num-

ber of canceler elements and their magnitude and phase to cancel the contamination

properly. The concept is illustrated in Figure 4.1

Figure 4.1: Illustration of the XPC concept in a 2×2 array transmitting in H and V po-
larizations. The copolar patterns are shown as red and blue solid lines. The cross-polar
pattern of each element is illustrated as red and blue dashed lines. One canceler element
is necessary to mitigate cross-polar contamination on that particular array. In the per-
pendicular polarization, the canceler element transmits an amplitude and phase scaled
version of the original waveform (the complex scaling factors are defined as a and b).
The canceler waveform is transmitted opposite the cross-polar pattern (cyan and ma-
genta solid lines). In addition, the canceler element produces some cross-polarization
in the intended polarization(dashed cyan and magenta lines).

In Figure 4.1, it is observed a 2×2 dual-polarimetric phased array antenna (STSR

mode). Each element on the array transmits a waveform in the H and V channels,

WH and WV (blue and red solid lines). Additionally, on the perpendicular channels,

the cross-polar contamination is leaked (XH and XV, represented as the blue and red

dashed lines). To mitigate the cross-polar contamination, a percentage of the elements

(one element in this example) is set as a canceler. The waveforms transmitted by the

cancelers are represented as Cyan and Magenta solid lines. These waveforms are scaled
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by the complex scaling factor a and b. The waveforms transmitted in the canceler

elements also produced a cross-polar contamination component (see dashed cyan and

magenta lines).

XPC is an iterative process, calculating the number of canceler elements, amplitude,

and phase that mitigate the cross-polar contamination at each steering angle within a

scanning region. In each steering angle, the calculation of the number of canceler

elements and scaling factor are performed using the echo voltage equation for STSR

mode (see (2.68) and (2.69)). The calculations of XPC are based on the assumption that

the waveform transmitted on the H and V channels are equal, WH = WV. However,

the array factors F are different due to diffraction and fabrication.

It is assumed that perfectly spherical raindrops are observed in the resolution vol-

ume. Then sHH = sVV = 1. Further, without loss of generality it is assumed that

ϕDP = 0, β = 0 and C is normalized to unity.

After implementing the previous assumptions, Equations (2.72), (2.73) and (2.74)

are rewritten as,

VH(co)(Rs,m)

VV(co)(Rs,m)

 = exp(−j2kRs(m))

F 2
HH

F 2
VV

 , (4.1)

VH(cross)(Rs,m) = exp(−j2kRs(m)){FHHFHV + F 2
VH + FVHFVV} (4.2)

and

VV(cross)(Rs,m) = exp(−j2kRs(m)){FHVFHH + F 2
HV + FVHFVV}. (4.3)

The array factor (FHV, FHV, FVH, FVV) and in consequence the echo voltage com-

ponents (VH(co)(Rs,m), VH(cross)(Rs,m), VV(co)(Rs,m), VV(cross)(Rs,m)) are evaluated
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at the steering angle.

XPC divides the array into main sub-array and canceler elements sub-array. Then,

for an array that transmits/receives a waveform in H (FHH), its cross-polar component

is observed in V (FVH). The canceler sub-array transmits/receives in V the original

waveform scaled by b (−bFVV2) and in the opposite direction. The rest of the elements

transmit in the same intended polarization (main elements sub-array) but produce a

different array factor (FHH1 and FVH1). Moreover, the canceler sub-array produces a

cross-polar component in H (−bFHV2). Thus, implementing XPC modifies the array

factors to

FHH = FHH1 − bFHV2

FVH = FVH1 − bFVV2.

(4.4)

Similarly, the co- and cross-polar factors for the array transmitting in the V polar-

ization are presented in (4.5).

FHV = FHV1 − aFHH2

FVV = FVV1 − aFVH2,

(4.5)

where a is the scaling factor use to mitigate the cross-polar component observed in the

H polarization. Equations (4.4) and (4.5) are replaced in (4.1), (4.2) and (4.3).

VH(co)(Rs,m)

VV(co)(Rs,m)

 = exp(−j2kRs(m))

(FHH1 − bFHV2)
2

(FVV1 − aFVH2)
2

 (4.6)
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VH(cross)(Rs,m) = exp(−j2kRs(m)){(FHH1 − bFHV2)(FHV1 − aFHH2)

+ (FVH1 − bFVV2)
2 + (FVH1 − bFVV2)(FVV1 − aFVH2)} (4.7)

VV(cross)(Rs,m) = exp(−j2kRs(m)){(FHV1 − aFHH2)(FHH1 − bFHV2)

+ (FHV1 − aFHH2)
2 + (FVH1 − bFVV2)(FVV1 − aFVH2)} (4.8)

It is expected that, if the number of canceler elements and the scaling factors are

correctly calculated, VH(cross)(Rs,m) and VV(cross)(Rs,m) will be mitigated. The calcu-

lation of the number of canceler elements and the scaling factor is derived in the next

section.

4.1.1 Number and Location of Canceler Elements

The first step of the XPC technique is calculating the number of canceler elements. Cor-

rectly estimating the number of canceler elements is a first approximation to mitigate

the cross-polar contamination.

Some assumptions are made to calculate the number of canceler elements. The first

assumption is that the scaling factors (a and b) are simplified as a real value (1). A

second assumption is that the element patterns are equal in all elements. Finally, a third

assumption is that perfect isolation of the cross-polar components is achieved. Thus,

VH(cross)(Rs,m) = VV(cross)(Rs,m) = 0. Then,

0 = exp(−j2kRs(m)){(FHH1 − FHV2)(FHV1 − FHH2)

+ (FVH1 − FVV2)
2 + (FVH1 − FVV2)(FVV1 − FVH2)} (4.9)
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and

0 = exp(−j2kRs(m)){(FHV1 − FHH2)(FHH1 − FHV2)

+ (FHV1 − FHH2)
2 + (FVH1 − FVV2)(FVV1 − FVH2)}. (4.10)

The phase term (exp(−j2kRs(m))) is different than zero, thus

0 = (FHH1 − FHV2)(FHV1 − FHH2)

+ (FVH1 − FVV2)
2 + (FVH1 − FVV2)(FVV1 − FVH2) (4.11)

and

0 = (FHV1 − FHH2)(FHH1 − FHV2)

+ (FHV1 − FHH2)
2 + (FVH1 − FVV2)(FVV1 − FVH2). (4.12)

The quadratic term in Equations (4.11) and (4.12) ((FVH1 − FVV2)
2 and (FHV1 −

FHH2)
2) are considerably smaller with respect to the other terms, therefore they are

approximated as zero and removed from the equations. After this simplification, Equa-

tions (4.11) and (4.12) are equal (see Equation (4.13)).

0 = (FHV1 − FHH2)(FHH1 − FHV2) + (FVH1 − FVV2)(FVV1 − FVH2) (4.13)

The main and canceler co- and cross-patterns can be expressed as a function of

the co- and cross-patterns of the entire array, from the second assumption (see Equa-

tions (4.14) and (4.15)).
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FHH1 =
eFHH

w

FHV1 =
eFHV

w

FVH1 =
eFVH

w

FVV1 =
eFVV

w

(4.14)

FHH2 =
hFHH

w

FHV2 =
hFHV

w

FVH2 =
hFVH

w

FVV2 =
hFVV

w
,

(4.15)

where w is the total number of elements in the array. Out of the w elements, e are main

elements and h are canceler elements.

0 = (
eFHV

w
− hFHH

w
)(
eFHH

w
− hFHV

w
)

+ (
eFVH

w
− hFVV

w
)(
eFVV

w
− hFVH

w
) (4.16)

0 =
e2FHVFHH

w2
− ehF 2

HV

w2
− ehF 2

HH

w2
+

h2FHVFHH

w2

+
e2FVHFVV

w2
− ehF 2

VH

w2
− ehF 2

VV

w2
+

h2FVVFVH

w2
(4.17)

The w value is greater than 0. Therefore, it can be simplified from the equation.
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Thus,

0 = e2FHVFHH − ehF 2
HV − ehF 2

HH + h2FHVFHH

+ e2FVHFVV − ehF 2
VH − ehF 2

VV + h2FVVFVH. (4.18)

Equation (4.18) is rewritten to replace e in terms of h (e = w − h)

0 = (w − h)2FHVFHH − (w − h)h(F 2
HV + F 2

HH) + h2FHVFHH

+ (w − h)2FVHFVV − (w − h)h(F 2
VH + F 2

VV) + h2FVVFVH (4.19)

0 = (w2 − 2wh+ h2)FHVFHH − (wh− h2)(F 2
HV + F 2

HH) + h2FHVFHH

+ (w2 − 2wh+ h2)FVHFVV − (wh− h2)(F 2
VH + F 2

VV) + h2FVVFVH (4.20)

0 = w2(FHVFHH + FVHFVV)

+ wh(−2FHVFHH − F 2
HV − F 2

HH − 2FVHFVV − F 2
VH − F 2

VV)

+ h2(2FHVFHH + F 2
HV + F 2

HH + 2FVHFVV + F 2
VH + F 2

VV) (4.21)

0 = w2(FHVFHH + FVHFVV)

+ wh(−(FHV + FHH)
2 − (FVH + FVV)

2)

+ h2((FHV + FHH)
2 + (FVH + FVV)

2). (4.22)
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Equation (4.22) is rewritten as follows,

0 = h2α2 + h(−wα2) + w2α1, (4.23)

where

α1 = FHVFHH + FVHFVV

α2 = (FHV + FHH)
2 + (FVH + FVV)

2.

(4.24)

Equation (4.23) is solved using the quadratic formula. Then,

h =
wα2 ±

√
(−wα2)2 − 4α2w2α1

2α2

(4.25)

h =
wα2 ±

√
w2(α2

2 − 4α2α1)

2α2

(4.26)

h =

w ±

√√√√
w2

α2
2 − 4α2α1

α2
2

2
(4.27)

h =

w

1±

√√√√α2 − 4α1

α2


2

. (4.28)

Replacing α1 and α2 inside the square root term,

α2 − 4α1

α2

=
F 2
HH + F 2

VV + F 2
HV + F 2

VH − 2(FHVFHH + FVHFVV)

F 2
HH + F 2

VV + F 2
HV + F 2

VH + 2(FHVFHH + FVHFVV)
(4.29)

α2 − 4α1

α2

=
(FHV − FHH)

2 + (FVH − FVV)
2

(FHV + FHH)2 + (FVH + FVV)2
. (4.30)
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Combining (4.28) and (4.30),

h =

w

1±

√√√√(FHV − FHH)
2 + (FVH − FVV)

2

(FHV + FHH)2 + (FVH + FVV)2


2

. (4.31)

The h expression derived in the previous equation is a complex term. Nevertheless,

h corresponds to the number of canceler elements. Therefore, |h| is used to estimate

the number of canceler elements (h = |h|). The new h expression has two possible

solutions. One solution produces an h larger than half the total number of elements in

the array (h ≥ w/2). Having that many canceler elements will negatively impact the

gain of the system. Therefore, the best estimation of the number of canceler elements

is

h =

∣∣∣∣∣∣∣∣w/2
1−

√√√√(FHV − FHH)
2 + (FVH − FVV)

2

(FHV + FHH)2 + (FVH + FVV)2


∣∣∣∣∣∣∣∣ . (4.32)

Concerning the number of canceler elements, the expression in (4.32) is not nec-

essarily an integer value, but it can be a decimal. Thus, if h is not an integer, it is

necessary to round it.

If h is rounded to the largest integer, it would over estimate the number of canceler

elements. Then, to compensate for the rounding effect, the calculated scaling factor

will be lower or equal to one, reducing the copolar gain. In contrast, rounding to the

lower integer will under estimate the number of cancelers. Thus, the scaling factor will

have a value higher or equal to one to compensate for this. A scaling factor higher than

one is equivalent to having a transmitter gain, which is not possible. As a result, XPC

will always round the calculated number of canceler elements to the largest integer.

The distribution of the canceler elements in the array significantly impacts the per-
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formance of XPC. Different locations have been tested to find the best one. The best al-

location of canceler is selected by comparing the cross-polar mitigation, sidelobe level

performance, and overall performance of XPC in each configuration (optimization al-

gorithm). The experiment concluded that the best location of the canceler elements is

often at the edges of the array, especially in the corners. The location of the canceler

elements is chosen since they would have a less adverse impact on sidelobes.

4.1.2 Calculation of the Scaling Factors

After estimating and distributing the number of canceler elements, they are scaled to

optimize the cross-polar mitigation impact. The scaling factor is a complex number, so

it changes the amplitude and phase of the canceler elements. A different scaling factor

is designed for each polarization (a and b).

The calculation of the scaling factor are based on Equations (4.7) and (4.8).

In (4.7) and (4.8), if the scaling factors are correctly tuned, VV(cross)(Rs,m) =

VV(cross)(Rs,m) = 0. Thus,

0 = exp(−j2kRs(m)){(FHH1 − bFHV2)(FHV1 − aFHH2)

+ (FVH1 − bFVV2)
2 + (FVH1 − bFVV2)(FVV1 − aFVH2)} (4.33)

and

0 = exp(−j2kRs(m)){(FHV1 − aFHH2)(FHH1 − bFHV2)

+ (FHV1 − aFHH2)
2 + (FVH1 − bFVV2)(FVV1 − aFVH2)}. (4.34)

As explained in Section 4.1.1 the phase term exp(−j2kRs(m)) is different than
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zero. Therefore,

0 = (FHH1 − bFHV2)(FHV1 − aFHH2)

+ (FVH1 − bFVV2)
2 + (FVH1 − bFVV2)(FVV1 − aFVH2) (4.35)

and

0 = (FHV1 − aFHH2)(FHH1 − bFHV2)

+ (FHV1 − aFHH2)
2 + (FVH1 − bFVV2)(FVV1 − aFVH2). (4.36)

Both equations are the summation of three terms. Thus, if the result of that summa-

tion is zero, a simple solution is that every term in it is also zero. Then,

0 = (FHH1 − bFHV2)(FHV1 − aFHH2), (4.37)

0 = (FVH1 − bFVV2)(FVV1 − aFVH2), (4.38)

0 = (FVH1 − bFVV2)
2 (4.39)

and

0 = (FHV1 − aFHH2)
2. (4.40)

One pair of expressions for a and b that solves the four equations (4.37, 4.38, 4.39

and 4.40) simultaneously are presented in Equations (4.41) and (4.42).

a =
FHV1

FHH2

(4.41)

b =
FVH1

FVV2

(4.42)
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In some cases, the derived solution for the scaling factor might produce an a or

b with a magnitude slightly larger than one. If that is the case, XPC normalizes the

magnitude of the scaling factor.

The previous solutions hold not only for STSR, but also for ATSR.

4.2 Advantages and Limitations of XPC

4.2.1 XPC Performance with Respect to the Steering Angle

From Section 4.1, it has been established that the equations to calculate the number of

canceler elements and scaling factor are a function of the co- and cross-components of

the array pattern in a particular steering location. In a phased array system, the cross-

polar contamination increases, and the copolar gain decreases as the beam is steered

away from the principal planes. Thus, XPC recalculates the number of canceler ele-

ments and the scaling factor to maximize the cross-polar isolation per steering angle.

This iterative process is an advantage of this technique compared to other hardware

implementations [50].

Concerning the number of canceler elements, it is directly proportional to the

co- and cross-polar components of the array pattern in both polarizations (see Equa-

tion (4.32)). In the ideal best-case scenario (the cross-polar component is negligible),

the expression inside the square root is approximately equal to unity. Thus the number

of canceler elements is zero. The number of canceler elements increases as the cross-

polar components get larger. Suppose the co- and cross-polar components in each po-

larization are equal (the expression inside the square root is equal to zero). In that case,

the number of canceler elements is half the total number of elements. Nevertheless,

this is uncommon. Therefore, as the beam steers away from the principal planes, more

canceler elements are necessary to minimize the cross-polar contamination.
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Similarly, the scaling factors in both polarizations are directly proportional to the

ratio between the cross-polar component on the array pattern of main elements sub-

array divided by the copolar component of the one with canceler elements. The higher

the fraction, the closer to one they will be.

Different steering locations may have similar co- and cross-polar patterns. There-

fore, the same number of canceler elements might be estimated for both (due to round-

ing). Nevertheless, the scaling factor between them will be different to compensate for

rounding. The one with a more significant difference between the co- and cross-polar

component will produce a scaling factor closer to one (higher).

4.2.2 Limitations of XPC

In a phased array radar, The H and V element patterns can differ significantly. Then,

as the array is steered off the broadside, the beam on the H and V array patterns could

point in slightly different directions (from each other and the steering angle). This effect

will be termed angular mismatch. Additionally, as explained in Chapter 2, phased

array radars using phase shifters may suffer from beam squint, producing a similar

angular mismatch. In XPC, the number of canceler elements and the scaling factors are

calculated based on the co- and cross-polar components or the H and V array patterns

in the steering position. Therefore, the performance of XPC might suffer due to the

angular mismatch effect. Figure 4.2 illustrates this effect.

The array pattern for a simulated 8×8 array populated with crossed-dipole elements

is provided in Figure 4.2. In the simulation, it was assumed that all elements have the

same pattern. The element pattern has been estimated from an infinite-array approach

(edge effects not considered). The array is steered -38◦ in azimuth and 18◦ in elevation.

Nevertheless, there is an angular mismatch in both the H and V patterns. The H
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pattern points -40◦ in azimuth and 18◦ in elevation, and V to -38◦ in azimuth and 18◦

in elevation.

Figure 4.2: Angular mismatch effect of a simulated 8×8 array populated with crossed-
dipole elements. The array is steered -38◦ in azimuth and 18◦ in elevation. Neverthe-
less, the H pattern points -40◦ in azimuth and 18◦ in elevation, and V -38◦ in azimuth
and 18◦ in elevation. This change in the beam position is termed angular mismatch.

Nonetheless, the angular mismatch is not noticeable when steering close to the

broadside (depending on the angular resolution of the pattern samples). The simulated

array shown in Figure 4.2 has an angular resolution of 2◦ in azimuth and elevation. For

example, when the same array is steered 12◦ in azimuth and 8◦ in elevation, the angu-

lar mismatch effect is unnoticeable (H and V patterns point 12◦ in azimuth and 8◦ in

elevation), as shown in Figure 4.3.
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Figure 4.3: Similar to Figure 4.2 but the array is steered to a different position (12◦

in azimuth and 8◦ in elevation). The angular mismatch effect is unnoticeable for an
angular resolution of 2◦ in azimuth and elevation.

XPC has been implemented for the two cases presented before. Results are pre-

sented in Figures 4.4 and 4.5. In the case where the angular mismatch is not significant

(array steered 12◦ in azimuth and 8◦ in elevation), the cross-polar isolation (difference

between the co- and cross-polar components) was improved from 30.37 dB in H and

30.3 dB in V to 320 dB in H and V . The improvement is high enough to reduce the

cross-polar component to numerical precision (16 bits). In contrast, when the patterns

suffer from the angular mismatch (array steered -38◦ in azimuth and 18◦ in elevation),

the cross-polar isolation is improved but less significantly. For that case, the cross-polar

isolation was improved from 14.24 dB in H and 11.41 dB in V to 48.42 dB in H and

31.49 dB in V .
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Figure 4.4: XPC was applied on a simulated 8×8 array populated with crossed-dipole
elements. The array is steered -38◦ in azimuth and 18◦ in elevation. Seven elements
have been repurposed as canceler elements. The scaling factors on those elements are
a = 0.92 + j0.40 and b = 0.67 − j0.29. The cross-polar isolation is improved from
14.24 dB in H and 11.41 dB in V to 48.42 dB in H and 31.49 dB in V .

Figure 4.5: XPC was applied on a simulated 8×8 array populated with crossed-dipole
elements. The array is steered 12◦ in azimuth and 8◦ in elevation. One element have
been repurposed as canceler elements. The scaling factors on this element are a =
0.92+j0.06 and b = 0.98+j0.01. The cross-polar isolation is improved from 30.37 dB
in H and 30.3 dB in V to 320 dB in H and V .

Additionally, XPC modifies the direction and severity of the angular mismatch as a

function of the number of elements repurposed as cancelers and the scaling factor. A

calibration algorithm to mitigate the effects of the angular mismatch in the calculation

91



and implementation of XPC will be developed and discussed in Chapter 5.

Another limitation of XPC is observed in Equation (4.6). Two factors reduce the

copolar component (copolar gain) after XPC is implemented. The largest contributor

is the reduced number of main elements (changed to canceler elements). The lower the

number of elements transmitting in the main polarization, the lower the copolar gain.

The second factor is the cross-polar component generated by the canceler elements,

slightly reducing the copolar gain. Therefore, The larger the cross-polar contamination,

the higher the loss in the copolar gain.

From the examples in Figure 4.4, originally, the cross-polar isolation was 14.24 dB

in H and 11.41 dB in V . To obtain better cross-polar isolation, seven elements were set

as cancelers (the scaling factors are a = 0.81 + j0.55 and b = 0.59− j0.45). Thus, the

copolar gain is reduced by roughly 2.21 dB in H and 2.01 dB in V . On the contrary,

for the examples in Figure 4.4 originally, the cross-polar isolation was 30.37 dB in H

and 30.3 dB in V . To obtain the better cross-polar isolation, one element was set as

canceler (the scaling factors are a = 0.92 + j0.06 and b = 0.98 − j0.01). Therefore,

the copolar gain is reduced by roughly 0.28 dB in H and V .

4.3 Results

The XPC technique will be implemented as part of the Horus all-digital phased array

radar, currently being assembled by the team of engineers at the ARRC at OU. In the

meantime, XPC has been tested using simulations from an 8×8 array populated with

cross-dipole elements.

Concerning the element patterns, The co- and cross-polar patterns for the elements

have been simulated using ANSYS High-Frequency Structure Simulations (HFSS).

Two different procedures have been established to generate the element patterns:
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• The element patterns are obtained from an infinite-array approach. This approach

is ideal and ignores the edge effects. Throughout, the element patterns simulated

using this procedure are called infinite-array element patterns. This procedure is

less precise, but it is simpler to generate. This procedure is generally used on

larger arrays in the phased array radar community.

• The element patterns are derived as embedded element patterns, obtained from

the finite 8×8 array (edge effects considered). Throughout, the element pat-

terns generated using this procedure are termed finite-array embedded element

patterns. The embedded element patterns are more precise but computationally

expensive and time-consuming to simulate. The complexity of the simulation is

directly proportional to the size of the array.

The resolution of the element patterns is 2◦ in both azimuth and elevation. The sim-

ulated element patterns, combined in the array described before, are used to calculate

the array pattern. The simulated array has been steered within a scanning region be-

tween -45◦ to 45◦ in azimuth and 0◦ to 20◦ in elevation. There is a 2◦ separation in the

steering angles in azimuth and elevation. On each steering location, XPC calculates the

number of canceler elements and scaling factors that improve the cross-polar isolation.

The simulation results are designed to test XPC under different conditions and to

represent its performance when implemented on an operational phased array system.

Therefore, two approaches are proposed to evaluate XPC:

• Approach 1: The simulated element patterns of a system, used as inputs on XPC,

are a subpar estimation of the system. In approach 1, the number of canceler

elements and scaling factors are calculated from the array with infinite-array ele-

ment patterns. Then, the calculated values are tested in the array with finite-array

embedded element patterns. Amplitude and phase errors have been added dur-

93



ing evaluation to simulate the performance of an operational array. The errors

follow a zero mean-gaussian distribution with a standard distribution of -6 dB in

amplitude and ±6◦ in phase.

• Approach 2: The simulated element patterns of a system are a reasonable esti-

mation of the system. This approach is similar to approach 1, but with one dif-

ference. The number of canceler elements and the scaling factors are calculated

from the array with finite-array embedded element patterns.

It is expected that XPC performs better on approach 2 compared to one. Both

approaches have been tested with the simulated array pointing broadside. Results are

presented in Figures 4.6 and 4.7.

Figure 4.6: Evaluation of XPC under approach 1. The Array is pointing broadside.
One element is repurposed as a canceler. The scaling factors on this element are a =
0.01 + j0 and b = 0.01− j0. The cross-polar isolation is improved from 50.1 dB in H
and 50.11 dB in V to 50.83 dB in H and 50.84 dB V .
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Figure 4.7: Evaluation of XPC under approach 2. The Array is pointing broadside.
One element is repurposed as a canceler. The scaling factors on this element are a =
0.11+ j0.01 and b = 0.09− j0.01. The cross-polar isolation is improved from 50.1 dB
in H and 50.11 dB in V to 75.88 dB in H and V .

From Figures 4.6 and 4.7, at broadside, there is minimal improvement over Ap-

proach 1. This effect has been hinted at previously. Nevertheless, this lack of im-

provement is mainly caused by the measurements provided by the XPC calculations.

In addition, on the broadside, the cross-polar contamination is already fairly low and

difficult to improve in both approaches. Moreover, the added errors also limit the XPC

performance. Finally, the best solution in both approaches is to use one canceler ele-

ment. Therefore, there is a loss in the copolar gain in both approaches. Specifically,

0.3 dB in H and V in approach 1 and 0.27 dB in H and V in approach 2.

A second test was performed with the array steered -20◦ in azimuth and 4◦ in ele-

vation. Results are presented in Figures 4.8 and 4.9. Unlike the previous case, when

steered off the broadside, the cross-polar contamination is improved in both approaches.

However, The loss in the copolar gain is similar to the previous case (same number of

canceler elements).

Due to the randomness of the added errors, the XPC performance will be different

each time the experiment is repeated. Nevertheless, it will not change the overall result
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(XPC mitigates the cross-polar contamination).

Figure 4.8: Similar to Figure 4.6, but for the array steered -20◦ in azimuth and 4◦ in
elevation. One element is used as canceler. The scaling factors on this element are
a = 0.75 + j11 and b = 0.78 − j0.12. The cross-polar isolation is improved from
31.57 dB in H and 31.36 dB in V to 48.52 dB in H and 48.31 dB in V

Figure 4.9: Similar to Figure 4.7, but for the array steered -20◦ in azimuth and 4◦ in
elevation. One element is used as canceler. The scaling factors on this element are
a = 0.90 + j0.14 and b = 0.75 − j0.12. The cross-polar isolation is improved from
31.57 dB in H and 31.36 dB in V to 57.53 dB in H and 57.25 dB in V

The previous results are expressed in terms of the co- and cross-polar components

of the array pattern. Nevertheless, in STSR, those components are not separable and

are observed as one array pattern. Thus, another metric to measure the performance of
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XPC is the array pattern purity (percentage). If there is no cross-polar contamination,

in each polarization, the array pattern will equal its copolar component (100% array

pattern purity). Nevertheless, the cross-polar contamination adds some distortion over

this pure array pattern reducing the array purity. The pattern purity for each polarization

(P%H and P%V) are defined in (4.43) and (4.44).

P%H =
VH(co)(Rs,m)

VH(Rs,m)
(4.43)

P%V =
VV(co)(Rs,m)

VV(Rs,m)
(4.44)

Figures 4.10 and 4.11 reprocess the previous results in terms of the array pattern

purity.

As expected, from Figures 4.10 and 4.11, the array pattern purity is significantly

increased when XPC is implemented.

Figure 4.10: Similar to Figure 4.8, but plotting the array pattern purity. The array
pattern purity increases from 97.46% in H and 97.4% in V to 99.65% in H and 99.7%
in V .
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Figure 4.11: Similar to Figure 4.9, but plotting the array pattern purity. The array
pattern purity increases from 97.46% in H and 97.4% in V to 99.94% in H and 99.91%
in V .

In the previous examples, the performance of XPC at two angular locations has

been evaluated. Nevertheless, the performance of XPC changes as the array is steered.

The following sections evaluate XPC performance based on the derived array patterns

for the entire scanning region. The parameters used for evaluation are the co-and cross-

polar component of the array pattern, the loss in the copolar gain, and the array pattern

purity.

4.3.1 Approach 1 Results

The calculations of the number of canceler elements and scaling factors as a function

of steering angle are presented in Figure 4.12.

From Figure 4.12, the number of canceler elements increases as the array is steered

(maximum of 10). The same is true for the magnitude of the scaling factor, but only in

the regions where the number of canceler elements has not changed. Finally, the phase

is close to zero radians. Nevertheless, it drastically changes at some particular steering

positions. These positions are where the angular mismatch is noticeable.
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Figure 4.12: The calculated number of canceler elements and scaling factor on each
steering position (approach 1). The number of elements (top) varies between 1 and 10.
The magnitude of the scaling factor (middle) oscillates between zero and one. Finally,
the phase of the scaling factor (bottom) is approximately zero radians except for the
angles where the angular mismatch is noticeable in the patterns.

The canceler elements, and the corresponding scaling factors are used for testing

XPC. The XPC performance as a function of steering angle is presented in Figures 4.13

and 4.14.

From Figure 4.13, implementing XPC improves the cross-polar isolation, regardless

of the limited quality of the patterns used for its calculation. Numerically, in average, it

is improved from 34.99 dB to 52.48 dB in H and 34.54 dB to 52.16 dB in V . Therefore,

the extra improvement is approximately 14.55 dB in H and 14.16 dB in V . From

Figure 4.14, implementing XPC increases the array pattern purity. In average, it is

improved from 93.85% to 99.40% in H (5.56% improvement) and 92.48% to 99.38 dB

in V (6.90% improvement).
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Figure 4.13: XPC performance from approach 1, based on the cross-polar isolation.
The top two panels correspond to the original cross-polar isolation (in dB). In the mid-
dle panels, the improved cross-polar isolation, after implementing XPC, is presented (in
dB). Finally, in the bottom two panels, the extra cross-polar isolation from XPC com-
pared to the original one, is presented (in dB). The figure is divided into two columns.
The left column corresponds to the results for the H polarization and the right for the
V polarization.

Figure 4.14: Similar to Figure 4.13, but for the array pattern purity (in %).

However, such improvement is not visible on the principal planes due to the differ-

ence in the array pattern for calculation and evaluation and the added errors. Addition-

ally, there is observed that the improvement is lower as the beam is steered far from
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the principal planes (farther than -25◦ and 25◦ in azimuth). The edge effects (not con-

sidered in the calculations of approach 1) and the angular mismatch at these locations

limit the performance of XPC.

In section 4.2.2, it has been explained that XPC impacts the copolar gain. This loss,

as a function of steering angle, is presented in Figure 4.15.

Figure 4.15: Loss in the copolar gain, as a function of steering angle, when XPC is
implemented. The left panel corresponds to the loss in H and the right to the one in V .
It is approximately proportional to the number of canceler elements.

From Figure 4.15, it is observed that the loss in copolar gain increases as the array is

steered off-broadside. In a gross approximation, the loss can be assumed proportional

to the number of canceler elements. Nonetheless, it also increases as the cross-polar

contamination gets larger.

4.3.2 Approach 2 Results

The calculations of the number of canceler elements and scaling factors as a function

of steering angle are presented in Figure 4.16. The calculations are similar to the ones

from approach 1, except for the areas where the angular mismatch effect is visible

(abrupt change in phase).
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Figure 4.16: Similar to Figure 4.12, but calculated under the approach 2.

The canceler elements and the corresponding scaling factors are used for testing

XPC. The XPC performance as a function of steering angle is presented in Figures 4.17

and 4.18. From Figures 4.17 and 4.18. The isolation and purity improvements are

greater under approach 2, as expected. Numerically, in average, the isolation it is im-

proved from 34.99 dB to 61.43 dB in H and 34.54 dB to 60.66 dB in V . Therefore, the

extra improvement is approximately 25.55 dB in H and 23.27 dB in V . Concerning the

array pattern purity, on average, it is improved from 93.85% to 99.78% in H (5.94%

improvement) and 92.48% to 99.61 dB in V (7.12% improvement).

Compared to the previous results, XPC performs better under approach 2, especially

in the principal planes. Nevertheless, the cross-polar mitigation is still not perfect. The

angular mismatch and the added noise limit the performance of XPC.
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Figure 4.17: Similar to Figure 4.13, but evaluated under the approach 2.

Figure 4.18: Similar to Figure 4.14, but evaluated under the approach 2.

The loss in the copolar gain is very similar to the one from approach 1 (see Fig-

ure 4.19). Therefore, concerning this, the same conclusions hold when compared to

approach 1.
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Figure 4.19: Loss in the copolar gain, as a function of steering angle, when XPC is
implemented (approach 2). The left panel corresponds to the loss in H and the right to
the one in V . It is approximately proportional to the number of canceler elements.

From the previous results, it has been shown that the XPC technique is a viable

solution to mitigate cross-polar contamination. Its performance holds even when the

patterns provided in the design are not realistic enough.

Based on the simulated array, and for both approaches, on average, XPC improves

the cross-polar isolation in 15 dB at the expense of 0.85 dB in the copolar loss. More-

over, after implementing XPC, the average cross-polar isolation for the array is roughly

55 dB.

4.4 Summary

In Chapter 4, a novel technique to mitigate cross-polar contamination in polarimetric

phased array radars has been proposed. The technique is called XPC. It is a signal

processing technique targeted to all-digital phased array radars.

For a specific array, XPC pre-configures a small group of canceler elements to trans-

mit the inverse (i.e., the mathematical negative) of the original waveform in the cross-

polarization direction. The canceler elements patterns are scaled in magnitude and

phase. XPC calculates the number of canceler elements and the scaling factors nec-

essary to better cancel the cross-polar contamination in each polarization (H and V ).

XPC has been tested using simulations. Nevertheless, in the future, it will be necessary

to validate these results in an operational all-digital phased array radar (Horus).

104



Even though XPC has been proposed to mitigate the cross-polar contamination on

PARs, it is possible to implement this technique on more traditional radars based on re-

flector antennas. On those systems, auxiliary radiators could be mounted at the edge of

the reflector antenna and programmed as canceler elements. Nevertheless, this concept

has yet to be tested.

In the next chapter, there will be proposed improved versions of XPC and the PPC

(see Chapter 3). These enhanced versions are developed to mitigate the limitations

discussed in Chapters 3 and 4. The improved techniques are mainly focused on the

“shoulder” effect (PPC) and the angular mismatch (XPC).
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Chapter 5

Further Challenges and Proposed Solutions for the PPC and XPC

Techniques

This chapter explores improvements to PPC and XPC for the limitations described in

Chapters 3 and 4. The first section of Chapter 5 describes PPC+, an improved version

of PPC. The second part discussed a new calibration strategy to mitigate the beam

mismatch between the H and V array patterns.

5.1 Mismatched Filter to Improve PPC - From PPC to PPC+

PPC has been implemented on PX-1000 and has been operational in that radar sys-

tem since 2020. PPC has been used in different weather campaigns to collect various

weather datasets (e.g., thunderstorms, storms, and snow). After implementing PPC,

PX-1000 data inside the old “blind” range is indistinguishable from the visible range.

Additionally, the sensitivity values in the blind range are higher when compared to

the previous solution implemented for the system (TFM). In Figure 5.1 PPI plots are

shown corresponding to different radar variables processed using PPC. The radar vari-

ables correspond to a dataset gathered from a snow event in the metropolitan area of

Oklahoma City on February 03, 2022, 01:57:28 UTC at an elevation angle of 4◦ .
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Figure 5.1: PPI plots of different radar variables processed using PPC: a) Z (top plot),
b) ZDR, c) ϕDP, and d) ρHV, from a snow event observed in the metropolitan area of
Oklahoma City on February 03, 2022, 01:57:28 UTC at an elevation angle of 4◦ .

Results presented in Figure 5.1 look similar to the ones presented in Section 3.3.2.

Nevertheless, the waveform used in PX-1000 has been updated. One difference is the

pulse width. The new waveform is significantly longer τ = 95 µs (based on a similar

NLFM). Therefore, when using the new waveform, the theoretical blind range is larger

(i.e., 14.2 km in this case).

Additionally, different transmission modes have been implemented on PX-1000.

One example is the ATSR mode, and PPC has been proven applicable within this mode.

In Figure 5.2 there are presented the range height indicator (RHI) plots corresponding
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to different radar variables processed using PPC. The radar variables are Z (top panel),

SNR (middle panel), and the linear depolarisation ratio (LDR) (bottom panel). They

correspond to a dataset gathered (in ATSR mode) from a storm event on May 23, 2022,

16:33:42 UTC, and processed using PPC.

Figure 5.2: RHI plots of different radar variables processed using PPC: Z (top plot),
SNR (middle plot), and LDR (bottom plot), from a storm event observed with the ATSR
mode on May 23, 2022, 16:33:42 UTC.

From Figures 5.1 and 5.2, it can be seen that there is virtually no observable differ-

ence between the “blind” range and the visible range. Therefore, the term blind range

is not applicable when using PPC. Then, from now on, the blind range will be termed

the transmission range.

This seamless transition in the transmission range has also proven helpful in gen-

erating quasi-vertical profiles (QVP) [87]. Using QVP is an inventive way to emulate
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the results from vertical profilers from PPI scans collected at high elevations [87]. Fig-

ure 5.3 illustrates the QVP of Z (left plot), ZDR (center plot), and ρHV (right plot)

generated from a PPI gathered from a snow event in the metropolitan area of Okla-

homa City on February 03, 2022, 02:37:39 UTC (12◦ in elevation). The PPI has been

collected from PX-1000 and processed using PPC.

Figure 5.3: QVP of Z (left plot), ZDR (center plot), and ρHV (right plot) generated
from a PPI gathered from a snow event in the metropolitan area of Oklahoma City on
February 03, 2022, 02:37:39 UTC (12◦ in elevation).

From Figure 5.3 it can be observed that the first 3 km in elevation of the QVP

corresponds to the transmission range. Additionally, when using PPC, there are no

drastic changes in the values of Z, ZDR, and ρHV before and after the transmission

range.

Nonetheless, PPC has some downsides discussed in Chapter 3, mainly the “shoul-

der” effect. This shoulder effect is present in certain datasets processed with PPC and

has been pointed out by the scientific community. This limitation is observable in the

PPI plots presented in Figure 5.4. The PPI plots correspond to a dataset gathered from

a convective storm event on March 18, 2022, 00:33:44 UTC at an elevation angle of 2◦
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, and have been processed using PPC.

Figure 5.4: PPI plots of different products processed using PPC: a) Z (top plot), b)
ZDR, c) ϕDP, and d) ρHV, from a convective storm event observed on March 18, 2022,
00:33:44 UTC at an elevation angle of 2◦ .

In Figure 5.4, contamination from the shoulders of the PPC waveform can be ob-

served in the northeast, southeast, and west regions of the transmission range (espe-

cially in the Z plot). The shoulders can obscure weaker echoes located in the same

azimuth direction. They shadow the returns along the range. The shoulders contami-

nate both sides of the scatterers in the range direction. Moreover, this shadow becomes

longer as the weather gets closer to the radar.

An improved version of PPC, termed PPC+, is proposed as an alternative to mitigate
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the undesirable shoulder effect. The improved PPC+ methodology is explained in the

following section.

5.1.1 Methodology

The received signal is modified to eliminate the contamination from the transmission

when using PPC. The modified received signal corresponding to a specific range is

then pulse-compressed with a matched filter. However, inside the transmission range,

the return signal used for compression differs depending on the range gate. Thus, the

frequency content, length, and design of the matched filter are different than the one

from the modified signal (see Section 3.2.2), producing the shoulder effect. Therefore,

a fixed matched filter is inadequate for compressing the incomplete return signal. A

solution to this issue is to implement a changing filter inside the transmission range.

This new changing filter is termed a range-dependent mismatched filter. PPC+ is then

similar to PPC but uses a mismatched filter.

The design of the mismatched filter and the practical implications in PPC+ are dis-

cussed in the next section.

Mismatched Filter Design and Partial Decoding

The mismatched filter is a modulated version of the original matched filter. The mis-

matched filter replaces the matched filter in the compression inside the transmission

range. There are two alternatives for the design of the mismatched filter, i.e., using

frequency modulation [88] or using amplitude modulation (tapering). A solution based

on amplitude modulation is investigated here.

The design of the mismatched filter is a two-step process. The first step is to zero

out part of the original matched filter. This modification will reduce the shift in the
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main lobe observed with PPC. The zero-out process changes some samples in the filter

to zero to match the number of zeroes in the corresponding modified received signal.

Therefore, each modified filter will have a different number of zeroes as a range func-

tion.

The number of zeroes in the mismatched filter can be estimated based on Figure 3.3.

From Figure 3.3, the received signal has an echo located Rt km (tt µs), that extends

Rp km (τ µs), and ends at Rt + Rp km (tt + τ µs). Additionally, the first Rp km

(τ µs) samples of the received signal are zeroed out due to contamination from the

transmission. Therefore, the samples corresponding to the first Rp −Rt km (τ − tt µs)

of the echo are zeroed out. Then, the mismatched filter to compress the signal should

have the same number of samples zeroed out at the beginning.

The second step in the mismatched filter design is to apply a taper in amplitude to

the remaining non-zero samples in the mismatched filter using a window function. This

step is designed to reduce the sidelobe levels, causing the shoulder effect.

The window function must be carefully tuned to reduce the sidelobe contamination

and minimize the power loss in the compressed signal. An aggressive taper is more

effective in mitigating the shoulders. However, it negatively impacts the sensitivity of

the system.

The aggressiveness of the taper can be changed based on the window function se-

lected and its design parameters. In this work, a tapered cosine (Tukey) window func-

tion [89] is used. The roll-off factor used in the Tukey function (expressed as a normal-

ized weight) is related to the number of samples modulated by the cosine. For example,

if the roll-off factor is one, 100% of the elements are modulated (the most aggressive

option for the Tukey window). On the contrary, if the roll-off factor is zero, the taper is

equivalent to using a boxcar or rectangular window [89, 90].

An illustration of the window used to produce the mismatched filter is presented in
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Figure 5.5, at the range Rt km (tt µs).

Figure 5.5: Depiction of the window used to generate the mismatched filter, at the range
Rt km (tt µs).

The use of a mismatched filter changes the pulse-compressed signal (Equa-

tion (3.3)). The new equation to calculate the compressed signal in PPC+ is

y′(n) =
∑
τ

x′(τ + n)x∗
n(τ), (5.1)

where xn(τ) is the mismatched filter at the sample index n, and xn(τ) is

xn(τ) = wn(τ)xt(τ), (5.2)

where wn(τ) is the window function to derive the mismatch filter at the range index

n. If n is located outside the transmission range, the matched filter is used, and then

xn(τ) = xt(τ).

In Equation (5.1), the complex conjugate of xn(τ) is used,

x∗
n(τ) = w∗

n(τ)x
∗
t (τ). (5.3)

Since the values in the wn(τ) expression are not complex, then,
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x∗
n(τ) = wn(τ)x

∗
t (τ). (5.4)

It is necessary to recalculate the calibration factor used in PPC to compensate for

the taper in PPC+. The calculation is presented in the following section.

Calibration Factor

From Equation (3.4), the estimated compressed signal at the sample gate n (ye(n)) is

a function of y′(n). A new expression for y′(n) is derived here for PPC+. The new

equation for ye(n) is derived combining (3.4) and (5.1),

ye(n) = s(n)
∑
τ

x′(τ + n)x∗
n(τ). (5.5)

The scaling factor s(n) is derived from Equations (3.4) and (5.5), and it is approxi-

mately equal to

s(n) =

√ ∑
τ |xt(τ)|2∑

τ w(n+ τ)wn(τ)|xt(τ)|2
. (5.6)

The new calibration factor correctly estimates the fully compressed received signal

inside the transmission range, including the effects of the mismatched filter. Addition-

ally, using a mismatched filter affects the sensitivity of the radar inside the transmission

range.

5.1.2 Sensitivity Analysis

The sensitivity function is calculated using Equation (3.9). Nevertheless, in PPC+, the

mismatched filter affects the sensitivity of the radar system, generating an additional

loss. The sensitivity loss can be quantified using the taper efficiency equation [38].
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Lw(n) =

(∑
τ w(n+ τ)wn(τ)

)2

Nw

[∑
τ (w(n+ τ)wn(τ))2

] , (5.7)

where Nw represents the number of range-time samples over the pulse (pulse width τ ).

Then, for PPC+, the sensitivity (Zmin) is approximately equal to

Zmin(n) ≈
Pn2

10 ln(2)λ2R2l2lr
π3PtLw(n)G2gsθ2cτ |Kw|2

. (5.8)

A sensitivity plot for PPC+ compared to PPC and TFM is presented in Figure 5.6.

The different sensitivity profiles in Figure 5.6 have been calculated using the OFM

waveform described in Chapter 3. Additionally, the pulse compression filter used for

PPC+ is designed using a Tukey window with a roll-off factor of one.

As seen in Figure 5.6, implementing PPC+ reduces the sensitivity of the system

when compared to the legacy PPC. Inside the transmission range, the sensitivity profile

of PPC+ (green line) is approximately 2 to 3 dB higher than PPC (red line). This loss is

observed throughout the transmission range and causes a discontinuity in PPC+ inside

the transmission range. Nevertheless, even with the extra sensitivity loss inside the

transmission range, PPC+ provides better sensitivity than TFM (yellow line).
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Figure 5.6: sensitivity profiles for different blind mitigation techniques implemented
on PX-1000. Similar to Figure 3.5, the hypothetical sensitivity profile of the OFM
waveform is included in the plot (black dashed line). Using a mismatched filter reduces
the sensitivity of PPC+ compared to PPC inside the transmission range. Nonetheless,
using PPC+ still provides significantly better sensitivity than TFM.

The use of PPC+ has advantages over PPC. The main advantage is the mitigation of

the shoulder effect. Nevertheless, the technique has some limitations to be discussed.

One of the limitations is the decrease in the sensitivity inside the transmission range

compared to PPC. An in-depth review of the advantages and limitations of PPC+ com-

pared to PPC is presented in the following section.

5.1.3 Advantages and Limitations of PPC+

Ambiguity Function of Targets Inside the Transmission Range

As explained in previous sections, the main improvements of PPC+ over PPC are the

reduction in the main lobe peak shift and the mitigation of the shoulder effect. The im-
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provements can be illustrated by calculating the ambiguity function using PPC+ (Tukey

window and roll-off factor of one) and based on the OFM waveform (compare with

similar results in Chapter 3), as shown in Figure 5.7.

Figure 5.7: Ambiguity function using PPC+ and based on the OFM waveform at dif-
ferent range gates. Comparing the results from PPC+ to the ones from PPC (see Fig-
ure 3.10), it can be seen that the main lobe peak migration is lower in PPC+, and the
shoulder effect is less prominent. The shoulder reduction is more pronounced at closer
ranges.

The ambiguity functions in Figure 5.7 have been calculated for the same range

gates as those in Figure 3.10. In Figure 5.7, the shoulders observed when using PPC+

are less pronounced (narrower main lobe) compared to the ones in PPC, especially in

the range gates closer to the radar. Additionally, a significant reduction in the main

lobe peak migration is observed on PPC+ compared to PPC. Nevertheless, to better

illustrate these improvements, the ambiguity functions at two range gates (1 and 8 km)

are calculated with both PPC and PPC+ (see Figure 5.8).
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Figure 5.8: Ambiguity functions for two range gates located 1 and 8 km from the radar
(blue and red lines), using PPC (dashed lines) and PPC+ (solid lines). A noticeable
reduction in the shoulder effect is observed in the PPC+ ambiguity functions.

From Figure 5.8, the shoulders in both ambiguity functions are lower when pro-

cessed with PPC+. For the range gate at 1 km, sidelobes are at least 60 dB below the

main lobe, and no shoulders are visible on the plot. Concerning the main lobe peak

offset, a reduction is expected when using PPC+. Nevertheless, to better observe this

improvement, a zoomed-in version is shown in Figure 5.9. From Figure 5.9, the main

lobe peak offset is visible on the ambiguity function from the range gate at 1 km. After

implementing PPC+, that offset is still present but has been significantly reduced, from

30 m (when using PPC) to roughly 13 m.
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Figure 5.9: Similar to Figure 5.8, but zoomed in to observe the main lobe peak loca-
tions.

Applying a mismatched filter on receive provides a simple and effective solution

for the limitations observed in PPC. However, PPC+ also has some limitations, caused

mainly by the amplitude taper used in the mismatched filter. These limitations will be

discussed in the following section.

Limitations of PPC+

One of the limitations of PPC+ is that radar sensitivity inside the transmission range

is lower than that of PPC. The reduction is proportional to the difference in power be-

tween the mismatched and matched filters. Additionally, when using PPC+, there is a

discontinuity at the end of the transmission range. This discontinuity is also propor-

tional to the difference in power described before, but generally, it is less significant

than the one observed when using TFM.
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Additionally, using a window function also widens the main lobe width, affecting

the range resolution of the compressed return. The reduction in the range resolution

varies as a function of range. The wider main lobe is the second limitation of modulat-

ing the mismatched filter using a window function. This is illustrated in Figure 5.10.

In the top panel of Figure 5.10, the range resolution resulting from PPC+ (Tukey

window and roll-off factor of one) is estimated as a function of range (based on the

OFM waveform). The estimated range resolution is compared with the corresponding

one using PPC (presented in the middle plot in Figure 3.8). Also, a similar comparison

is performed based on the estimated main lobe peak offset as a function of range (see

bottom panel in Figure 5.10).

Figure 5.10: The top and bottom panels show the range resolution and main lobe peak
offset as a range function. Results from PPC+ are compared with similar ones pro-
cessed using PPC (extracted from Figure 3.8)

From the top panel in Figure 5.10, it is observed that using a mismatched filter

in PPC+ negatively impacts the range resolution (lower than the one from PPC). The

lower range resolution is observed in most range gates except those closest to the radar.

In the closer range gates, the shoulders observed when using PPC are more prominent

(broader and higher in magnitude), affecting the range resolution, as observed in Fig-

ure 3.10. PPC+ mitigates the shoulders, improving the range resolution at these range

120



gates. It could be argued that the shoulder mitigation from PPC+ overcomes the loss in

range resolution from the taper.

Finally, in the lower panel of Figure 5.10, it is observed that the main lobe peak

offset is significantly reduced when using PPC+. Nevertheless, offset mitigation is

not perfect, which is another limitation of using a window function to modulate the

mismatched filter.

The limitations above are not related to using a mismatched filter but to using ampli-

tude modulation in its design. It is theorized that using a mismatched filter modulated

in phase (rather than amplitude) might produce a comparable shoulder mitigation and

none of the limitations described before. Nevertheless, implementing a mismatched fil-

ter using phase modulation is out of the scope of this dissertation. Its design, analyses,

and testing are proposed as a future research path to improve PPC+ further.

5.1.4 Results

In this section, PPC+ (Tukey window and roll-off factor of one) will be evaluated using

both simulated and real data. The real data were collected with PX-1000, a radar system

currently using PPC. Thus, PPC and PPC+ can be easily compared using data from PX-

1000.

Simulation Results

A realistic simulation was performed to evaluate the performance of PPC+ and compare

it to legacy PPC.

Four targets are simulated. Two are located inside the transmission range and two

outside. The simulation is based on the OFM waveform and is designed similarly to

the one in Section 3.3.1. Nevertheless, different from Section 3.3.1, both PPC and
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PPC+ are implemented and compared here. The simulation results are presented in

Figure 5.11.

Figure 5.11: Simulation results when transmitting the OFM waveform. The top plot
illustrates the ideal location and power of the simulated targets. In the middle panel,
the simulation results from the PPC are presented. Similar results are shown on the
lower plot but from the PPC+. The simulation demonstrates that when processed using
PPC+, the shoulder contamination is significantly reduced compared to PPC.

In Figure 5.11 it is shown the simulation setup and power profile from the PPC and

the PPC+ techniques. The top panel shows the target locations, while the middle and

bottom panels correspond to the results processed with PPC and PPC+. As expected,

PPC+ has less shoulder contamination than PPC. Moreover, the shoulder contamination

is fully mitigated for the target closer to the end of the transmission range. Nevertheless,

the mitigation is still not perfect, as the target located closer to the radar is still affected

by it when using PPC+. In addition, the increase in the main lobe width of the target can

also be observed in Figure 5.11. A trade-off that must be considered when designing

the mismatched filter.
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Experimental Results

Figure 5.12: Products processed using PPC: a) Z, c) ZDR, e) ΦDP, g) ρHV . Products
processed using PPC+: a) Z, c) ZDR, e) ΦDP, g) ρHV. In the PPC+ plots, it is shown that
the shoulder effect, observed in the PPC plots (before 5 km), has been greatly reduced.

123



In this section, legacy PPC and PPC+ are compared using raw uncompressed polarimet-

ric data collected with PX-1000. The dataset analyzed is from an RHI scan collected

on July 25, 2022, 20:49:23 UTC. The dataset has precipitation observed approximately

between 5 and 15 km. The waveform used on PX-1000 was the improved 95 µs pulse.

Therefore, the transmission range is approximately 15 km.

A subset of polarimetric radar measurements are calculated from the selected

dataset and presented in Figure 5.12. These include the reflectivity factor (Z), dif-

ferential reflectivity (ZDR) differential phase (ΦDP), and correlation coefficient (ρHV).

From Figure 5.12, the echoes observed in the first 5 km of the panels corresponding

to PPC (left column) are caused by the shoulder effects. The shoulders are manifested in

all estimates and resemble smeared targets. The shoulder effect is especially noticeable

on the ZDR plot, where rays of high ZDR extend in the first 5 km at different elevations.

In contrast, PPC+ fully mitigates these shoulders. Therefore, the previously obscured

echoes are recovered and observed in the panels corresponding to PPC+ (right column).

For example, when using PPC, in the Z plot (panel a)), contamination is observed

near the edge of the storm located roughly 5 km away from the radar. Moreover, the

values create an artifact that aligns with the similar values along range. None of that

contamination is visible after using PPC+ (panel b)).

A significant improvement is observed in the polarimetric estimates (ZDR, ΦDP,

and ρHV) obtained when using PPC+. One example is observed in the area located at

low elevation (meridional distance ≤ 3 km) and roughly 5 km from the radar. Using

PPC+ that area has ZDR values ranging between 0 and 2 dB and ρHV between 0.9 to 1.

However, PPC incorrectly processed it as shoulders of a region (apparently smeared)

right next to it (roughly at 7 km) with higher Z. Therefore, producing rays of constant

ZDR, and ρHV (changing in elevation) that do not match the recovered ones.
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5.2 Improvement on the XPC Technique Based on a Calibration

Strategy

One of the limitations related to the XPC technique is the bias introduced in the steering

location of the H and V polarization patterns, termed angular mismatch. This bias is

mainly observed when steering the array, and is detrimental to the performance of XPC.

In this section, an improved version of the XPC technique is discussed. The improved

XPC implements a calibration strategy to mitigate the angular mismatch effect.

The calibration strategy involves multiple calibration steps, which will be discussed

in the next section. It does not propose a new calibration technique, but uses the

ones discussed in the literature [91–94]. Generally, the calibration techniques pro-

posed in the literature are based on correcting the amplitude and phase excitation on a

per-element basis. Therefore, they can be jointly used with XPC as part of the same

algorithm.

5.2.1 Methodology

The calibration strategy is herein considered part of the improved XPC technique. Cal-

ibration is performed in the following stages of the improved XPC algorithm.

• Stage 1: In this stage, the array patterns are measured in H and V . If there is an

angular mismatch in any polarization, it will be corrected using calibration. Once

the angular mismatch is mitigated, the number of canceler elements is calculated.
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Figure 5.13: Flowchart corresponding to the improved XPC technique.
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• Stage 2: In this stage, the canceler elements (no scaling factor) are implemented

in the array, and the array patterns are measured. The use of canceler elements

might induce an angular mismatch. Then, similar to stage 1, calibration is applied

if there is an angular mismatch in the H or V patterns. After mitigating the

angular mismatch, the scaling factors are calculated as explained in Chapter 3.

The improved XPC algorithm including the calibration strategy is illustrated in the

flowchart presented in Figure 5.13.

Similarly, calibration is performed when implementing the calculated canceler el-

ements and scaling factors in an operational PAR system. The system is considered

calibrated if there are no observed angular mismatches. Calibration is performed be-

fore and after the calculations from XPC are implemented. The phased array radar

system is calibrated before to mitigate the angular mismatch intrinsic to it and after to

mitigate the mismatch caused by using XPC.

In the following section, The improved XPC technique using the proposed calibra-

tion strategies is evaluated using simulations. Additionally, the results from XPC with

and without calibration are compared.

5.2.2 Results

The improved XPC technique will be implemented in the Horus all-digital phased ar-

ray radar. In this section, the improved XPC was tested using simulation, designed

identically to approach 2 in Section 4.3 and evaluated using the same parameters.
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Figure 5.14: Evaluation of the improved XPC. The Array is steered -38◦ in azimuth
and 18◦ in elevation. Eleven elements are repurposed as cancelers. The scaling factors
on these element are a = 0.41+ j52 and b = 0.19− j0.27. The cross-polar isolation is
improved from 14.13 dB in H and 10.91 dB in V , to 45.32 dB in H and 43.44 dB V .

The improved XPC is first tested with the array pointing at -38◦ in azimuth and 18◦

in elevation. Results are presented in Figure 5.14. It can be observed that the copolar

peaks coincide with the steering angle. Additionally, the null in the cross-polar pattern

produced by the improved XPC coincides with the angular location of the copolar peaks

and the steering angle, producing better isolation.

Results in Figure 5.14 are compared to similar ones but processed with XPC as

shown in Figure 5.15. It is observed that the improved XPC provides an extra 11.17 dB

in isolation in V and 0.51 dB in H . The difference in the isolation improvement on

H and V is related to the angular mismatch in each polarization. Concerning the main

lobe peaks, it is observed that the improved XPC has a higher copolar loss. The differ-

ent copolar losses are related to the number of canceler elements estimated with each

method (eight in XPC and eleven in the improved XPC).
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Figure 5.15: XPC and improved XPC results compared when the array is steered -38◦

in azimuth and 18◦ in elevation. The improved XPC provides an extra 11.17 dB in
isolation in V and 0.51 dB in H . However, the loss in the copolar gain on the improved
XPC is higher (0.97 dB in H and 0.59 dB in V ).

In the previous example, the performance of the improved XPC at one angular lo-

cation was evaluated. The following example (see Figure 5.16) evaluates the improved

XPC performance based on the derived array patterns over the entire scanning region.

Figure 5.16: The calculated number of canceler elements and scaling factor on each
steering position (approach 2), using the improved XPC technique. The number of
elements (top) varies between 1 and 13. The magnitude of the scaling factor (middle)
oscillates between zero and one. Finally, the phase of the scaling factor (bottom) is
approximately zero radians except for the angles where calibration was necessary.
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The calculated number of canceler elements and scaling factors as a function of

steering angle are presented in Figure 5.16. It is observed that calibration impacts the

number of canceler elements and the scaling factor. The impact is especially noticeable

when comparing the results to the ones presented in Figure 4.16. Nevertheless, these

results will vary depending on the array distribution and the elements used.

The improved XPC performance as a function of steering angle is presented in Fig-

ures 5.17 and 5.18. On average, the isolation is improved from 35.03 dB to 61.79 dB in

H and 34.51 dB to 61.33 dB in V . Therefore, the extra improvement is approximately

23.75 dB in H and 23.73 dB in V . Concerning the array pattern purity (derived in Sec-

tion 4.3), on average, it is improved from 93.85% to 99.69% in H (5.85% improvement)

and 92.48% to 99.48 dB in V (7% improvement).

Figure 5.17: Improved XPC performance. The top two panels correspond to the orig-
inal cross-polar isolation (in dB). In the middle panels, the improved cross-polar iso-
lation is presented (in dB). Finally, in the bottom two panels, the extra cross-polar
isolation (compared to the original one) is presented (in dB). The figure is divided into
two columns. The left column corresponds to the results for the H polarization and the
right for the V polarization.
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Figure 5.18: Similar to Figure 5.17, but for the array pattern purity, derived in Sec-
tion 4.3 (in %).

From Figures 5.17 and 5.18, and compared to the previous results, the improved

XPC seems to have similar performance as XPC (on average). XPC and its improved

version have been implemented simultaneously on the same simulated array, and the

results are compared side-by-side to evaluate the apparent lack of improvement (see

Figure 5.19). On Figure 5.19, the XPC and improved XPC are compared based on

the isolation in the H polarization. Similar behavior is expected when comparing the

isolation in the V polarization and the array purity.

From Figure 5.19, it is observed that this lack of improvement is a by-product of

the averaging. Using calibration in XPC improves the cross-polar isolation in regions

where the angular mismatch is observed. For example, when steering from -45◦ to

-32◦ in azimuth and 0◦ to 10◦ in elevation, calibration increases the cross-polar isola-

tion as much as 20 dB. Additionally, the values in this region are similar to the ones

where no angular mismatch is observable. Nevertheless, calibration is not perfect, and

at some steering angles, the improved XPC performs worse than the XPC without it,

affecting the overall performance. A future research path can involve the design of

an improved calibration technique specifically designed for XPC. This enhanced cali-
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bration is expected to improve the isolation, especially in scanning regions where the

current method fails.

Figure 5.19: XPC (left panels) and improved XPC (right panels) performance based
on the cross-polar isolation. The top two panels correspond to the original cross-polar
isolation (in dB). In the middle panels, the improved cross-polar isolation, after imple-
menting either XPC or its improved version, is presented (in dB). Finally, in the bottom
two panels, it is presented the extra cross-polar isolation (in dB) from either XPC or its
improved version (compared to the original one).

Concerning the loss in the copolar gain (see Figure 5.20), it behaves consistently to

what was observed in Chapter 4. Therefore, the same conclusions hold. As a rough ap-

proximation, the loss can be assumed proportional to the number of canceler elements.

Nonetheless, it also increases as the cross-polar contamination gets larger.

Figure 5.20: Loss in the copolar gain, as a function of steering angle, for the improved
XPC. The left panel corresponds to the loss in H and the right to the one in V . It is
approximately proportional to the number of canceler elements.

From the previous results, it has been shown that the calibration strategy imple-
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mented in the improved XPC technique reduces the angular mismatch limitation de-

scribed in Chapter 4.

5.3 Summary

In Chapter 5, two solutions were proposed for the practical implications and challenges

related to the work in Chapters 3 and 4. The techniques are called PPC+ and improved

XPC.

In the first part of the chapter, PPC+ was presented. PPC+ is an improved version of

PPC developed to mitigate the “shoulder” effect observable inside the blind range. The

PPC+ is based on PPC but uses a mismatched filter for compression. The mismatched

filter is an amplitude-modulated version of the original matched filter. Then, a new

calibration factor is calculated to include the effect of using the mismatched filter. PPC+

reduces the sidelobe levels that cause the shoulders, mitigating this issue. However, the

solution has some drawbacks. It has lower sensitivity than PPC (nevertheless, it is still

higher than fill pulse solutions), and the range resolution is compromised (a by-product

of the amplitude modulation).

In the second part of the chapter, the improved XPC technique was presented. The

improved XPC is based on the original XPC, but includes a calibration strategy to

mitigate the angular mismatch (observed when steered off broadside). Calibration is

performed at multiple stages of the improved XPC technique. Additionally, it is per-

formed when the XPC calculations (number of canceler elements and scaling factors)

are implemented in an operational phased array radar system. Implementing calibration

increases the cross-polar isolation on the steering angles where an angular mismatch is

observed. Based on simulations, at some steering angles, the improved XPC can pro-

duce as much as 20 dB of extra cross-polar isolation when compared to XPC. However,
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the solution has some drawbacks. The calibration implemented in this chapter is based

on previous work [91–94], rather than being designed for XPC. Therefore, at some

steering angles, the improved XPC performs worse than XPC. The design of a new cal-

ibration method specifically tuned to be used on XPC is an interesting future research

path to be explored.

In the next and final chapter, a summary of the different techniques discussed in

this dissertation will be presented, and conclusions will be drawn from each. This

dissertation has proposed solutions to two critical problems in solid-state phased array

radars, e.g., blind range and cross-polar contamination. Nevertheless, even after the

improvements discussed in this chapter, the proposed techniques have drawbacks to be

mitigated. Future research paths to improve beyond the limitations discussed here, and

throughout Chapters 3 and 4, will also be discussed in Chapter 6.

134



Chapter 6

Epilogue

6.1 Discussion and Conclusions

The PPC is a novel technique to mitigate the blind range observed in radars using

pulse compression (see Chapter 3). It is resulted from the use of the long pulse, which

produces long echoes. In general, the the leak-through signal from the transmission

is much stronger than the return signals of targets. Therefore, the leak-through signal

obscures all signals during the transmission cycle. However, targets inside the blind

range return signals as long as the transmit pulse, So, there is an uncontaminated portion

still available and can be used to correctly estimate the signals from the targets inside

the blind region.

The PPC technique is divided into three steps. The first step is to discard all the

received signals during the transmit cycle and apply a smooth taper for a continuous

transition from zero to one. The second step is to perform the pulse compression using

the “matched filter.” The combination of these two steps is equivalent to performing

pulse compression using a progressively changing template to partially extract the un-

contaminated received signal for compression. The third step is to compensate for the

progressively changing template to estimate the obscured echoes correctly.

The PPC technique requires no hardware modification and, thus, can be applied to
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many systems as a software update. All the necessary changes are within the receiving

portion of the digital signal processor. There are no changes to the transmit portion of

the software necessary.

The main advantage of the PPC techniques is an increase in the radar sensitivity

inside the (old) blind range (transmission range). Radar sensitivity, as explained before,

is proportional to the pulse width τ . Unlike fill pulses, the PPC uses the uncontaminated

tail portion of the returned pulse. Therefore, the usable pulse width τu of the (new)

uncontaminated received pulse gradually increases as the range r increases. Eventually,

a full pulse is received outside the blind range, i.e., everything remains the same in the

visible range.

On the downside, since the PPC technique uses the uncontaminated tail portion

of the received signal, there is a loss in range resolution and shift of the compressed

main lobe. The loss in resolution can be attributed to the use of the tail portion, which

contains only a fraction of the transmitted bandwidth. This effect was numerically

quantified and presented in Chapter 3. The shift of the compressed main lobe is simply

a shift of the maximum gain when an incomplete echo (with different frequency and

amplitude content) is processed with the matched filter.

Another limitation of the PPC technique is its effect on the range sidelobes for the

targets inside the blind range. Sidelobes for those targets are not symmetrical, and those

toward the radar can be extremely low (and higher away from the radar). Furthermore,

for those targets, the sidelobe levels worsen as the target gets closer to the radar. More

importantly, the higher sidelobes produce the “shoulder” effect, which effectively elon-

gates the target, smearing the weather signals inside the blind range. Nevertheless, a

mitigation strategy has been proposed in this dissertation and is presented in Chapter 5.

The PPC technique has been implemented on the PX-1000 system, and

the real-time and archived radar images are availble through a web portal
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https://radarhub.arrc.ou.edu. In the near future, the PPC technique is expected to be

implemented on the Horus phased array radar that the ARRC is currently developing.

The XPC is a technique developed to mitigate the cross-polar contamination on

polarimetric all-digital phased array radars (see Chapter 4). It is a signal processing

solution that takes advantage of the per-element amplitude and phase control (no hard-

ware modifications) of the radar systems. The XPC technique distributes the elements

on the array into two categories, the main and the canceler elements. The main ele-

ments transmit as intended. The canceler elements, however, transmit the inverse (i.e.,

the mathematical negative) scaled version of the original waveform in the perpendic-

ular polarization (cross-polarization). After integration, the canceler elements nullify

the cross-polarization generated by the main elements. The XPC has been developed

for systems under STSR mode but can be applied to systems under ATSR mode.

The XPC techniques can be divided into two steps (see Section 4.1). The first step

is to calculate the number of canceler elements. After that, they are distributed in the

array. The canceler elements populate the edges of the array (starting at the corners) to

minimize the impact on the sidelobes.

The number of canceler elements is calculated from the best solution to mitigate the

cross-polar contamination. Nevertheless, the number of canceler elements is rounded

to the next higher integer. A scaling factor is designed to minimize the impact on cross-

polar mitigation caused by the rounding. The scaling factor is complex, changing in

both magnitude and phase, and can be different on each polarization.

As explained, the XPC technique is developed for all-digital PAR systems.

Nonetheless, it can be implemented on other PAR systems without hardware modi-

fications as long as they have amplitude and phase control at a sub-array level.

The main advantage of XPC is that the number of canceler elements and scaling

factors calculations are not fixed but are tuned depending on the cross-polar contami-
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nation value at each steering angle inside the defined scanning region. Therefore, the

XPC provides the maximum cross-polar isolation in all those steering angles. Assum-

ing an ideal array (i.e., no fabrication error, diffraction, and ideal elements), XPC can

fully mitigate the cross-polar contamination for the entire scanning region of an all-

digital phased array radar system.

However, the XPC has some limitations that must be discussed. First, since fewer

elements are transmitting as intended (some are repurposed as cancelers), the total gain

of the array is lower. The more elements are used as canceler, the more significant the

loss in the copolar gain is. A second factor contributing to the gain reduction is the

inherent cross-polar isolation of the canceler elements, leaked into the copolarization.

Nevertheless, the impact of the second factor is minor in comparison.

The second limitation is mainly due to the difference in the element patterns be-

tween H and V . Then, when an array is steered off-broadside, the array patterns may

point in slightly different directions from each other and the steering angle (termed

angular mismatch). The XPC calculations are based on the co- and cross-polar compo-

nents of the array pattern at the steering location. Therefore, the mismatch affects the

performance of XPC and the maximum achievable reduction in the cross-polar con-

tamination. Even worse, XPC modifies the array (dividing it into main and canceler

elements), affecting the angular mismatch. A mitigation strategy for the angular mis-

match has been proposed in this dissertation and is presented in Chapter 5.

The XPC technique is planned to be implemented on the Horus radar system.

Nonetheless, in the meantime, XPC has been successfully tested from simulations.

In Chapter 5, there were discussed improvements for the PPC (PPC+) and XPC

(improved XPC). In the case of PPC, it has been proposed to pulse compress the ranges

inside the modified transmission range with an amplitude-modulated version of the

matched filter. The modulation changes as a function of range. Similarly, the XPC has
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been improved by calibrating the arrays at different stages of the algorithm. PPC+ and

the improved XPC are an evolution of the previous developments and are compatible

with the same radar systems without hardware modifications.

The implementation of PPC+ is similar to PPC with an additional step, i.e., mis-

matched filters are used inside the transmission range. Outside the transmission range,

the matched filter is not modulated.

The mismatched filters are designed by multiplying the matched filter by a range-

dependent window. The first part of the window has as many zeroes as the modified

received signal (range dependent). The remaining non-zero samples are tapered in am-

plitude. The aggressiveness of the taper will determine the effectiveness of the shoul-

der reduction. After compression, it is still necessary to apply a calibration factor. Of

course, the calibration factor is calculated differently to include the effect of using a

mismatched filter.

The main advantage of the PPC+ is the reduction of the shoulder levels and the shift

of main lobe peak. However, using a mismatched filter negatively impacts the radar

sensitivity and the range resolution. Both limitations are side effects of using amplitude

modulation (tapering) to generate the mismatched filter. A future research opportunity

to mitigate these limitations is to design an improved mismatched filter based on phase

modulation instead. It is theorized that a phase modulation could produce the same

reduced shoulder levels without the downsides of tapering.

The PPC+ technique can be implemented on the PX-1000 as a software update of

the existing PPC algorithm. Experimental results processed using data from the PX-

1000 have been generated and presented in Section 5.1.4.

On a related note, the implementation of the improved XPC is similar to original

XPC. Calibration is included as a component of the technique. First, calibration is per-

formed before the number of canceler elements is calculated. Then calibration is per-
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formed after implementing the canceler elements in the array but before calculating the

scaling factor. Additionally, calibration is performed before and after implementing the

XPC calculations (number of canceler elements and scaling factors) in an operational

phased array system. Calibration is not always applied. Calibration is only performed

at the steering angles affected by an angular mismatch.

Using calibration combined with XPC mitigates the angular mismatch and improves

the cross-polar isolation. However, the current calibration approach has some draw-

backs. At some steering angles, the cross-polar isolation obtained from the original

XPC can be significantly higher than the improved XPC. One hypothesis is the limi-

tation of the current calibration approach, which was adopted from literature [91–94].

It does not always correct the imperfections caused by the XPC. A potential future

research includes designing a calibration algorithm tuned for the XPC, which could

enhance the improved XPC technique independent of the steering angle.

6.2 Future Work

The work proposed in this dissertation includes two novel techniques for solid-state

PAR systems. That is, a blind range mitigation through the PPC+ and cross-polar isola-

tion improvement through the improved XPC technique. Nevertheless, the techniques

are not exempted from limitations (see Sections 3.2.2, 4.2.2, 5.1.3 and 5.2.2). In this

section, the author discusses future research opportunities to mitigate those limitations

and, in general, to improve PPC+ and XPC.

• As explained in Section 5.1.3, a mismatched filter modulated in amplitude can

significantly mitigate the shoulder effect and the main lobe peak migration. How-

ever, amplitude modulation negatively impacts the radar sensitivity inside the

transmission range and the range resolution of the compressed signal. A potential
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future research topic is the design of the matched filter using phase modulation.

The phase modulation does not require tapering the mismatched filter. Therefore,

the radar sensitivity and range resolution will be identical to the original PPC. A

design alternative is to use an optimization approach similar to the one presented

by Kurdzo [6] and Kurdzo et al. [38].

• It is hypothesized that changing the modulation of the transmitted waveform may

also mitigate the shoulder effect and the main lobe peak migration. Then, a sec-

ond future research path to improve PPC+ is to design a new frequency mod-

ulated waveform based on optimization techniques [6, 38]. The optimization

process can include the mismatched filter as one of its parameters.

• Finally, as described in this dissertation, the PPC and PPC+ techniques have been

tested on radars using reflector antennas (i.e., PX-1000). Nevertheless, they can

be implemented on PARs as well. Further experimentation on PPC and PPC+ on

PARs is proposed as future work. Additionally, future research includes the im-

plementation of PPC+ on the Horus all-digital PAR system as a software update.

• Concerning the XPC and improved XPC techniques, the scaling factors are cal-

culated from Equations (4.35) and (4.36). However, the equations have multiple

solutions of a and b. One such solution is presented in Section 4.1.2. It should

be emphasized that, in some instances, the solution may produce a scaling factor

with a magnitude slightly larger than one, which is then normalized to unity by

the algorithm, which has a negative impact on the performance of XPC. A future

research path is to optimize the solution of a and b that provide the best isolation

and bounded to the constraint that |a| ≤ 1 and |b| ≤ 1. This research opportunity

is not directly related to the limitations defined at the beginning of the section,

but it is an important practical improvement of the XPC.
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• Additionally, in Chapter 5, it has been shown, from simulations, that the use

of calibration to mitigate the angular mismatch improves the performance of the

XPC (improved XPC). Nevertheless, at some steering locations, the original XPC

produces better results without it (see Section 5.2.2). It is hypothesized that this

issue is related to the calibration algorithm implemented. A research opportunity

to further improve XPC is to develop a new calibration algorithm specific to the

XPC. The new calibration algorithm must analyze and correct the imperfections

caused by changing the elements to canceler mode and their impact on the array

patterns.

• Finally, in this dissertation, the XPC technique, and its improved version, have

been evaluated using simulations from an 8×8 array populated with crossed-

dipole elements. Nevertheless, in the future, the XPC technique should be eval-

uated using simulations from larger arrays and different element technologies.

More importantly, after the Horus system is completed, the XPC will be imple-

mented on that system, and its performance will be evaluated from experimental

data.

142



References

[1] M. I. Skolnik, Introduction to Radar Systems, Third Edition. McGraw-Hill Pro-

fessional, 2001.

[2] R. J. Doviak and D. Zrnic, Doppler Radar and Weather Observations. Dover

Publications, Inc., 1993.

[3] W. H. Heiss, D. L. McGrew, and D. Sirmans, “NEXRAD - Next Generation

Weather Radar (WSR-88D),” Microwave Journal, vol. 33, p. 79, 1990.

[4] D. Schvartzman, “Signal Processing Techniques and Concepts of Operations for

Polarimetric Rotating Phased Array Radar,” Available at https : / / shareok.org/

handle/11244/326580, Ph.D. dissertation, The University of Oklahoma, Norman,

OK, USA, 2020.

[5] N. R. Council, Weather Radar Technology Beyond NEXRAD. Washington, DC:

The National Academies Press, 2002. DOI: 10.17226/10394.

[6] J. Kurdzo, “Pulse Compression Waveforms and Applications for Weather

Radar,” Available at https : / / shareok . org / handle / 11244 / 23250, Ph.D. disser-

tation, The University of Oklahoma, Norman, OK, USA, 2015.

143

https://shareok.org/handle/11244/326580
https://shareok.org/handle/11244/326580
https://doi.org/10.17226/10394
https://shareok.org/handle/11244/23250


[7] D. S. Zrnic and A. V. Ryzhkov, “Polarimetry for Weather Surveillance Radars,”

Bulletin of the American Meteorological Society, vol. 80, no. 3, pp. 389–406,

Mar. 1999. DOI: 10.1175/1520-0477(1999)080⟨0389:PFWSR⟩2.0.CO;2.

[8] P. H. Herzegh and A. R. Jameson, “Observing Precipitation through Dual-

Polarization Radar Measurements,” Bulletin of the American Meteorological So-

ciety, vol. 73, no. 9, pp. 1365–1376, 1992. DOI: 10 . 1175 / 1520 - 0477(1992 )

073⟨1365:OPTDPR⟩2.0.CO;2.

[9] P. M. Stepanian, K. G. Horton, V. M. Melnikov, D. S. Zrnić, and S. A. Gau-
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[53] D. S. Zrnić, R. J. Doviak, V. M. Melnikov, and I. R. Ivić, “Signal Design to
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Appendix A

Acronyms

ARRC Advanced Radar Research Center

ATSR Alternate transmission and simultaneous reception of H/V polarization

HFSS High-frequency structure simulations

LFM Linear Frequency modulation

LPC Legacy pulse compression

MPA Microstrip patch antenna

MPAR Multi-function phased array radar

NEXRAD Next Generation Weather Radar

NLFM Non-linear Frequency modulation

NOAA National Oceanic and Atmospheric Administration

NWS National Weather Service

OFM Optimized frequency modulation

OU The University of Oklahoma

PAR Phased array radar

PC Pulse compression

PPC Progressive pulse compression

PPC+ Improved progressive pulse compression
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PPI Plan position indicator

PRT Pulse repetition time

QVP Quasi-vertical profiles

RHI Range height indicator

STSR Simultaneous transmission and simultaneous reception of H/V polarization

TFM Time-frequency multiplexed waveform

VCP Volume coverage pattern

WSR-88D Weather Surveillance Radar - 88 Doppler

XPC Cross-polar canceler
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Index

Angular mismatch, 17, 88–91, 98, 99,

101, 102, 106, 125, 127, 128,

131, 133, 138, 140, 142

Beam steering, 7, 12, 15, 29, 32,
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