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Palavras-chave Comunicações óticas, deteção direta, transmissão de banda lateral única,
relação de potência entre a portadora e o sinal, sinal de fase ḿınima, rúıdo
de batimento de sinal-sinal, Kramers-Kronig, método de valor DC, fator de
contribuição da portadora, mapeamento probabiĺıstico

Resumo Os sistemas de transcetores coerentes tradicionais permitem a codificação
de informação em ambas quadraturas e em duas polarizações ortogonais
do campo elétrico. Contudo, estes transcetores utilizados atualmente são
baseados num esquema intradino, que requer dois h́ıbridos óticos de 90o

e quatro pares de fotodetetores para sistemas de transmissão com polar-
ização dupla, fazendo com que o custo destes sistemas seja pouco atrativo
para aplicações de curto alcance. Por isso, métodos de banda lateral única
com deteção direta, também referidos como transcetores coerentes simpli-
ficados, podem ser implementados como uma alternativa de baixo custo
aos sistemas coerentes tradicionais. Contudo, o desempenho de sistemas
de banda lateral única tradicionais é gravemente degradado pelo batimento
sinal-sinal. Nesta tese foi desenvolvida uma nova arquitetura de transcetor
coerente simplificada com um melhor desempenho para aplicações de curto
alcance. Em particular, o desenvolvimento de técnicas de processamento
digital de sinal para a reconstrução de fase, bem como de outros subsis-
temas de processamento digital de sinal que minimizem os requerimentos
de hardware e a sua otimização de desempenho são o foco principal desta
tese.
O prinćıpio fundamental do transcetor proposto é baseado na receção de
um sinal que satisfaz a condição ḿınima de fase na deteção direta. Para
reconstruir a informação de fase em falta causada pela deteção direta,
um novo método de valor DC que explora sinais de banda lateral única
e as propriedades DC da condição de fase ḿınima é desenvolvido nesta
tese. O método de valor DC facilita a reconstrução da fase à frequência
de amostragem de Nyquist e requer um sinal piloto de baixa intensidade.
Além disso, a validação experimental do método de valor DC foi execu-
tada com sucesso em ligações óticas de curto alcance. Adicionalmente,
foi realizado um estudo intensivo do método de valor DC para otimizar o
desempenho do sistema. Neste processo de otimização, verificou-se que o
fator de contribuição da portadora é um parâmetro importante para explo-
rar todas as vantagens do método de valor DC. Neste contexto, é proposto
um novo método para a sua estimativa. Por último, o desempenho do
método de valor DC é otimizado recorrendo a mapeamento probabiĺıstico
de constelação com taxa adaptativa.





keywords Optical communications, direct-detection (DD), single sideband (SSB)
transmission, carrier to signal power ratio (CSPR), minimum phase sig-
nal, signal-to-signal beating noise (SSBN), Kramers-Kronig (KK), DC-Value
method, carrier contribution factor (CCF), probabilistic shaping

Abstract Traditional coherent (COH) transceivers allow encoding of information in
both quadratures and the two orthogonal polarizations of the electric field.
Nevertheless, such transceivers used today are based on the intradyne
scheme, which requires two 90o optical hybrids and four pairs of balanced
photodetectors for dual-polarization transmission systems, making its over-
all cost unattractive for short-reach applications. Therefore, SSB meth-
ods with DD reception, commonly referred to as self-coherent (SCOH)
transceivers, can be employed as a cost-effective alternative to the tra-
ditional COH transceivers. Nevertheless, the performance of SSB systems
is severely degraded. This work provides a novel SCOH transceiver architec-
ture with improved performance for short-reach applications. In particular,
the development of phase reconstruction digital signal processing (DSP)
techniques, the development of other DSP subsystems that relax the hard-
ware requirement, and their performance optimization are the main high-
lights of this research.
The fundamental principle of the proposed transceiver is based on the re-
ception of the signal that satisfies the minimum phase condition upon DD.
To reconstruct the missing phase information imposed by DD, a novel DC-
Value method exploring the SSB and the DC-Value properties of the mini-
mum phase signal is developed in this Ph.D. study. The DC-Value method
facilitates the phase reconstruction process at the Nyquist sampling rate
and requires a low intensity pilot signal. Also, the experimental validation
of the DC-Value method was successfully carried out for short-reach optical
networks. Additionally, an extensive study was performed on the DC-Value
method to optimize the system performance. In the optimization process,
it was found that the estimation of the CCF is an important parameter to
exploit all advantages of the DC-Value method. A novel CCF estimation
technique was proposed. Further, the performance of the DC-Value method
is optimized employing the rate-adaptive probabilistic constellation shaping.
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5.10 Analysis of the impact of Êo estimation error on the system performance af-
ter transmission of (a) 40 km, and (b) 70 km. Here, virtual carrier assisted
24 Gbaud 16QAM signal used for the performance assessment. Results shows
that the lowest BER can be assured in the DC-Value method when the Êo
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Chapter 1

Introduction

Coherent optical transmission schemes provide the solution for medium-to-long-reach op-
tical links. Nevertheless, the cost of a coherent receiver is a major obstacle in the case of
short-reach optical links such as datacenter, metro and access networks [1]. In fact, coherent
receivers used today are based on the intradyne scheme, which requires optical hybrids, pairs
of balanced photodiodes, and a requirement of a local oscillator (LO) making its overall cost
unacceptably high for short-reach links above mentioned. In recent years, the requirement
for low-cost solutions in short-reach optical communication links has led to a number of sim-
pler, direct-detection (DD) based, transmission schemes [2]. The most common technique is
the pulse amplitude modulation (PAM) scheme, which relies on the transmission of pulses of
several amplitudes. Another popular approach is to employ an orthogonal frequency division
multiplexing (OFDM) in such a manner that the OFDM tones are symmetric with respect
to the center frequency with an introduction of a bias to prevent signal negativity [3], [4].
Nevertheless, the loss of phase information in DD methods limits the use of post-processing
digital signal processing (DSP) which tends to limits DD transmission systems’ capacity.

In an effort to overcome this issue, a simplified solution is to employ DD with the single
sideband (SSB) transmission, which offers low-cost and low-complexity self-coherent (SCOH)
transceiver architecture [5]. Nevertheless, the main challenge associated with the SSB trans-
mission scheme is the inherent signal-to-signal beating noise (SSBN) generated upon the DD
system. The SSBN falls within the signal bandwidth and interferes with the desired signal to
carrier beating term. Therefore, in the quest for a cost-effective transceiver architecture, we
should discover techniques that can effectively address the SSBN issue in the SSB transmis-
sion systems.

In this chapter, we present a discussion about the aim and objectives of the proposed research
in the quest of finding a new cost-effective transceiver architecture for the applications in short-
reach optical communication systems. This chapter is organized into four sections. Section
1.1 discusses the motivation of the work. Next, section 1.2 presents the goals of the research
work. In section 1.3, the major contributions of the research work are summarized. Finally,
the last section 1.4 present the organization of this Ph.D. thesis.
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1.1 Motivation

Scaling the capacity of short-reach optical links relies on using multiple wavelengths or multi-
ple fibers carrying conventional noncoherent modulation formats such as on-off keying (OOK)
and, more recently, higher-order PAM [6]. As these formats encode information only in signal
intensity, increasing the data rate per wavelength becomes progressively more challenging as
the symbol rate increases. Also, these methods have a small tolerance to linear propagation ef-
fects, primarily chromatic and polarization-mode dispersion. Therefore, further scaling of the
system capacity per wavelength requires more degrees of freedom to encode information. Con-
ventional coherent detection with polarization multiplexing and a strong LO recovers phase
and magnitude in each polarization, thus utilizing all four degrees of freedom of the optical
channel while maximizing optical power efficiency [1], [7]. Coherent receivers are widely used
in long-haul communications, but short-reach applications require redesigning those receivers
to satisfy strict constraints on cost and power consumption. Research on SCOH detection for
short-reach links has sought to meet those goals by simplifying receiver signal processing or
simplifying receiver optics [8].

As mentioned earlier, the cost of a conventional coherent (COH) receiver makes it less suitable
for short-reach applications. Due to the cost-sensitive nature of the short-reach applications,
it may be desirable to utilize the single photodetector based DD transceivers configurations as
it offers low complexity and cost of their optical hardware structure [9]. However, they impose
an irreversible loss of phase information upon the square-law detection. Therefore, SSB meth-
ods have been employed to recover the missing phase information through the carrier-signal
beating terms in DD optical communication systems [10], [11]. Nevertheless, the performance
of SSB systems is severely degraded because of the nonlinear effect, introduced by the DD
in the receiver (Rx), referred to as SSBN. The SSBN falls within the signal bandwidth and
interferes with the wanted signal to carrier beating term causing a significant degradation in
the Rx sensitivity [12].

The impact of the SSBN is maximum at the low frequencies and reduces to zero at a
point equal to the bandwidth of an information signal. The adverse effect of the SSBN can
be alleviated by enlarging the band-gap between the carrier and information signal [13], [14],
however, these methods reduce the spectral efficiency. An alternative method to mitigate the
effects of SSBN includes the utilization of multicore fibers and balanced detection discussed
in [15]. In this method, the information signal with the carrier is transmitted in one core
of the fiber while the other core contains only the information signal. At the receiver end,
balanced detection is employed to mitigate the effect of the SSBN which ultimately increases
the optical complexity. [15]. The iterative technique based on the linear filtering discussed in
[16] works by calculating SSBN terms and subtracting them from the photodetected signal.
The scheme can further help in enhancing the performance of the stage-based linearization
filters. However, due to the inaccuracy of the SSBN approximation caused by the introduc-
tion of additional distortion by the linear filters, this technique has the drawback of limited
effectiveness [16].

In this context, the key aim is to study the spectrally efficient transceiver architecture and
reduce its implementation cost for short-reach applications. In particular, the development of
new techniques to effectively alleviate the SSBN effect in the SSB optical communication sys-
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tems is the main focus of this research work. Moreover, an extensive investigation on different
potential solutions and their performance assessment focusing on the resource requirement
are also carried to enable cost-effective and high-performance optical transceiver.

1.2 Objectives

For effective service delivery, the ensuing traffic transportation requires a consistent increase
in bandwidth in optical fiber networks. Consequently, this imposes unprecedented bandwidth
requirements on the short-to-medium reach optical transport networks. In this perspective,
to satisfy diverse requirements such as robustness, flexibility, high bandwidth, and relatively
reduced cost per unit bandwidth, bandwidth-efficient and cost-effective transmission systems
have to be adopted. The main intent of this Ph.D. study is to develop simplified and cost-
effective alternative solutions to traditional optical COH transceivers for supporting short-
reach applications. The key objectives of the proposed study are to:

� Design and develop suitable and simplified SCOH transceiver architectures for the short-
reach application in optical communication networks;

� Develop suitable DSP techniques for the SCOH transceiver architectures.

� Assess the complexity and optimization of the proposed techniques.

� Carry out the performance assessment and comparative analysis of the proposed tech-
niques with the existing techniques.

� Perform experimental validation of the proposed phase recovery techniques.

To accomplish the aforementioned objectives of short-reach optical links, significant effort
is given in studying and analyzing the SSB transmission techniques. The work focused on
the SCOH systems in which the SSBN or the beating between the modulated signal and the
copropagated continuous wave (CW) laser tone is exploited. In this context, effective means
and related concepts of signal phase reconstruction based on the intensity information using
the SCOH detection systems are presented. The work is divided into four main categories to
realize the objectives of the Ph.D. research.

1.2.1 Detailed Study of the Optical Transceiver Architectures

This work involves a detailed analysis of the existing transceiver architectures deployed in the
optical communication networks. The main objectives are to define the key parameters of the
transceivers in terms of symbol rates, modulation formats, and links distances for the short-
reach applications; and the analysis of the DSP subsystem requirements in the transceiver
architectures. To fully accomplish these objectives, it is sub-divided into 2 parts as follows:

Transceiver architecture analysis

We started with the global analysis of the COH and DD transceiver architecture used in the
optical communication network. This task should define the key design parameters like link
distance, bandwidth, spectral efficiency, modulation formats, etc. and their implementation
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cost involved in the optical communication networks.

Analysis of the DSP requirements

This includes investigating the minimum DSP subsystem requirements by taking into account
the key design parameters discussed earlier for both the COH and DD transceiver architectures
in the optical communication networks.

1.2.2 Study and Develop a Suitable Architecture for Short-reach Applica-
tions

This part is responsible for the development of a suitable architecture for the short-reach
applications. The main objectives are to perform a comparative analysis of the optical and
digital complexity involved in the COH and DD architectures in optical communication net-
works. and the development of an alternative cost-effective SCOH transceiver architecture
suitable for the short-reach application. To fully accomplish these objectives, it is sub-divided
into 2 parts as follows:

Complexity analysis of the transceiver architectures

After a general introduction to optical communication networking, presenting the most com-
mon standards in subsection 1.2.1, we explored the optical and digital complexity associated
with the stated COH and DD transceiver architectures. The goal was to cope with the ever-
increasing quest for higher transmission capacity and the cost-effectiveness requirement of the
short-reach links.

Development of a new SCOH transceiver architecture

To meet the bandwidth, flexibility, and cost-effectiveness requirement of the future short-reach
applications, we focused on the SSB transmission and DD system based SCOH transceiver
approach. The SCOH transceiver architectures require the generation of an SSB signal with a
co-propagating tone at the edge of the signal spectrum. Therefore, we explored suitable cost-
effective techniques to generate SSB signals and co-propagating tone for the SCOH transceiver
architectures. Additionally, we also performed a comparative analysis of the hardware require-
ment and their overall impact on the system performance for the possible way of generating
a SCOH transceiver compatible signal.

1.2.3 Development of Techniques for the Self-Coherent (SCOH) Transceiver

This includes the development of new DSP techniques to effectively alleviate the effect of the
SSBN in the DD optical systems and integrate them with the post-DSP subsystem of the
traditional COH transceiver. The main objectives are to develop novel modulation format
transparent DSP techniques for SCOH transceiver architectures; the development of DSP
subsystems to make the SCOH Rx compatible with the post-DSP of the traditional COH
Rxs; and the optimization of the computational demand of the proposed DSP techniques. To
accomplish the stated objectives, it is sub-divided into 3 parts as follows:
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Development of new DSP techniques for the SCOH

In this task, we performed an in-depth analysis of the DSP techniques adopted in the SSB
optical communication. Thereupon, we developed a new set of DSP techniques to effectively
get rid of the SSBN term in the DD optical communication system. We performed numerical
validation of the proposed new DSP techniques using an in-house C++/MATLAB simulator,
named NetXpto-LinkPlanner, developed by the researchers and Ph.D. students of the Insti-
tuto de Telecomunicações over the years. Moreover, we also assessed the performance of the
proposed SSBN mitigation DSP techniques in comparison with the existing state-of-the-art
techniques.

Development of DSP subsystem for the SCOH transceiver

This task includes the detailed analysis of the DSP subsystem required by the traditional
COH transceiver and the SCOH transceiver, respectively. The goal was to integrate the
SCOH transceiver with the existing traditional COH transceiver DSP subsystem.

Computational complexity analysis and optimization

A systematic study on the algorithms was carried out to lessen the computational complexity
of the receiver DSP to improve speed and performance. This task includes the analysis
and optimization of the complexity of DSP blocks. The analysis helps to understand the
computational resource requirement of each DSP technique and pick out the most appropriate
one for the hardware implementation.

1.2.4 Experimental Validation of SCOH Transceiver

This final objective is to experimentally implement and validate the DSP techniques in the
short-reach application scenario. The transmission is supported by state-of-the-art testbeds
utilized in the optical communications which include high-bandwidth PIN photodetector re-
ceivers, 1 Arbitrary Waveform Generator, 100 GSps Oscilloscope, a Mach-Zehnder modulator
and other supporting equipment. The developed techniques are validated through offline pro-
cessing (MATLAB environment) of the experimental data. Also, the comparative analysis of
the developed DSP techniques for the SCOH transceiver is carried out with the other state
of the art techniques in consideration of the quality of the recovered signal.

1.3 Major Contribution

This thesis proposes simplified and low-cost alternative solution for the short-reach optical
links. The main contributions of this Ph.D. thesis can be summarized as follows:

� Proposed a novel approach, namely the DC-Value method, to reconstruct the phase in-
formation in DD optical links to address high sampling-rate requirement and sensitivity
penalty problems in Kramers-Kronig based methods. [J1]

� Experimental validation of the proposed novel DC-Value method for short-reach appli-
cation (80 km). [C1]
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� A detailed investigation on the carrier contribution factor (CCF) constraint of the DC-
Value method is carried out and proposed solutions to overcome challenges and improve
the overall performance of the system. [J2]

� Optimization of the system performance employing probabilistic constellation shaping
(PCS) in the minimum phase signal based transmission system. [J3]

Also, this thesis presents a comprehensive state of the art on the optical transceiver archi-
tectures, and also considers the requirements for a SCOH transceiver architectural evolution
along with a piece of broad information on the technicalities of different related challenges
and potential solutions. Besides that, some other contributions of this Ph.D. thesis can be
summarized as follows:

� A comprehensive survey on SSB based transmission and reception and associated chal-
lenges with it. In this context, an overview of high-speed short-reach systems regarding
their classifications, advanced optoelectronic devices, potential modulation formats, re-
quirements, and challenges are well addressed in the state of the art. Also, it covers
investigation on the minimum phase signal, how it can be generated and how we can
benefit from them in the short-reach optical communication links. [J4]

� Active participation in the following projects:

DSPMetroNet:
The main objective is to investigate, develop and validate new technological paradigms
in terms of optical coherent detection schemes and advanced DSP techniques to sup-
port optical coherent transceivers for future optical metro networks. The DSPMetroNet
project enables the use of higher-order modulation formats along with higher data rates,
and employment of more complex and computationally demanding DSP stages. More-
over, DSP eliminates the need for complex and costly compensation techniques applied
in the optical domain.

http://dspmetronet.av.it.pt/index.html

SoftTransceiver:
The primary technical objective of the project is to develop and implement a flexible
optical transceiver prototype with software-driven reconfigurability and arbitrarily low
bit-rate granularity. The development of this technology enables to increase the net-
work capacity and the spectral/energy efficiency while providing a future-proof flexible
solution for an increasingly heterogeneous global network.
Moreover, employing Instituto de Telecomunicações’s state-of-the-art laboratory facili-
ties, all developed concepts, algorithms and components are thoroughly experimentally
validated.

https://www.it.pt/Projects/Index/4268
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1.3.1 List of Publications

The major achievements obtained from the work of this thesis were submitted for peer re-
view by the international scientific community through the list of publications (journals and
conferences) that are listed below.

Journals

Author:

[J1] Romil K. Patel, Isiaka A. Alimi, Nelson J. Muga, and Armando N. Pinto, “Optical
Signal Phase Retrieval with Low Complexity DC-Value Method”, IEEE/OSA Journal
of Lightwave Technology, August 2020.
https://ieeexplore.ieee.org/document/9064955

[J2] Romil K. Patel, Fernando P. Guiomar, Marco A. Fernandes, Isiaka A. Alimi, Paulo
P. Monteiro, Nelson J. Muga, and Armando N. Pinto, “Impact of Carrier Contribution
Factor in the Self-Coherent DC-Value Method”, Optics Express, November 2021.
https://doi.org/10.1364/OE.444980

[J3] Romil K. Patel, Fernando P. Guiomar, Marco A. Fernandes, Isiaka A. Alimi, Paulo P.
Monteiro, Nelson J. Muga, and Armando N. Pinto, “Implementation of Self-Coherent
DC-Value Method with Adaptive Probabilistic Constellation Shaping”, to be submitted
to IEEE/OSA Journal of Lightwave Technology, 2022.

Co-author:

[J4] Isiaka A. Alimi, Romil K. Patel, Nuno A. Silva, Armando N. Pinto, Chuanbowen
Sun, Honglin Ji, William Shieh, and Nelson J. Muga, “A Tutorial on Simplified Optical
Coherent Transceivers for 5G and Beyond Networks”, Applied Sciences (Switzerland),
August 2021.
https://doi.org/10.3390/app11167554

Conferences

Author:

[C1] Romil. K. Patel, Fernando P. Guiomar, Marco A. Fernandes, Isiaka A. Alimi, Paulo
P. Monteiro, Nelson. J. Muga, and Armando. N. Pinto,“Virtual Carrier Assisted
Self-Coherent Detection Employing DC-Value Method”, Optical Fiber Communications
Conference and Exhibition (OFC), San Francisco, USA, June 2021.
https://ieeexplore.ieee.org/document/9489986

Co-author:

[C2] Nelson. J. Muga, Romil. K. Patel, Isiaka. A. Alimi, Nuno. A. Silva and Armando.
N. Pinto,“Self-coherent optical detection for access and metro networks”, International
Conference on Transparent Optical Networks (ICTON), Angers, France, July 2019
https://ieeexplore.ieee.org/document/8840560
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[C3] Nelson. J. Muga, Romil. K. Patel, Isiaka. A. Alimi, Nuno. A. Silva and Armando.
N. Pinto,“DSP optimization for simplified coherent receivers”, International Conference
on Transparent Optical Networks (ICTON), Bary, Italy, July 2020.
https://ieeexplore.ieee.org/document/9203090

1.4 Thesis Structure

This thesis is organized into seven chapters. The Chapter 1 includes motivation, objectives,
the major contribution of the study, and the overall structure of the thesis.

Chapter 2 presents a state of the art on the main requirements, technologies, architectures,
and the major associated challenges of different transceiver systems in consideration with
short-reach applications. It also presents the advantages of SCOH beyond the conventional
intensity modulation direct-detection (IM-DD) while still relatively maintaining the simplic-
ity and salient cost-efficiency feature for short and medium-reach applications.

Chapter 3 presents a novel SCOH technique namely the DC-Value method to reconstruct the
missing phase information in the DD optical communication system. The chapter includes an
in-depth theoretical, numerical and simulation analysis of the proposed DC-Value method. It
also shows that the proposed method effectively alleviates the SSBN when compared with the
other state-of-the-art techniques and reconstructs the full optical field in the digital domain.

Chapter 4 presents the experimental setup employed for the validation of the DC-Value
method. The chapter includes a different method of generating SSB signal and discuss their
associated complexity. It also presents a comparative analysis between the performance of
the DC-Value method with the other state of the art techniques. Additionally, it includes a de-
tailed explanation about the implementation of the state of the art phase recovery algorithms.

Chapter 5 presents the impact of the CCF in the DC-Value method as it is used to guaran-
tee the minimum phase condition (MPC) for the DC-Value method algorithm. The chapter
mainly includes the CCF sensitivity analysis in the minimum phase signal reconstruction and
its overall impact on the system performance. It also covers a novel proposed method to cal-
culate the value of the CCF at the receiver-end and assesses its effectiveness in the DC-Value
method.

Chapter 6 presents an experimental performance analysis of the DC-Value method employing
the rate-adaptive PCS. It presents a brief discussion about PCS modulations and assesses its
performance for short-reach optical links. The chapter also includes a discussion about per-
formance assessment metrics such as generalized mutual information (GMI) and normalized
generalized mutual information (NGMI).

Finally, the main conclusions of the thesis and some suggestions for future research work are
summarized in Chapter 7.
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Chapter 2

Short-Reach Transceivers

Intense research efforts are being made focusing on enhancing the performance of the
short-reach systems through the adoption of the coherent transmission system. Nevertheless,
due to the main concern regarding the cost in the short-reach transceivers market, the direct
application of the traditional coherent (COH) system concepts into the short-reach links is
unattractive. Hence, for effective support of different applications and services, innovative
schemes regarding detection, signaling, and digital signal processing (DSP) are of paramount
importance.

In this perspective, to satisfy diverse requirements such as robustness, flexibility, and re-
duced cost per unit bandwidth, cost-effective and bandwidth-efficient transmission systems
have to be adopted. One of such effective technique that enables self-coherent (SCOH) so-
lution is to deploy single sideband (SSB) transmission with a direct-detection (DD) receiver
[1]. The SCOH schemes are opening up new prospects for ultra-high-capacity transceivers.
They present remarkable advantages beyond the conventional intensity modulation direct-
detection (IM-DD) while still relatively maintaining the simplicity and salient cost-efficiency
feature for the short- and medium reach applications [1], [2].

This chapter presents a state of the art short-reach systems with their enabling technologies
and standards with the main focus on the short-reach optical links such as metro and access
networks and datacenter networks (DCNs). This chapter is organized into four sections.
Section 2.1 discusses the potential technologies for the short-reach optical networks. Next,
section 2.2 presents various the SCOH transceiver architectures. In section 2.3, various signal
generation techniques and structures of the state of the art SCOH transceiver are presented.
Finally, the last section 2.4 presents the concluding remarks.

2.1 Enabling Technologies for Short-reach Optical Networks

This section discusses the current state of the art for the short-reach systems with the main
focus on the metro and access networks and DCNs. Also, the related short-reach system fea-
tures such as classifications, potential modulation formats, advanced optoelectronic devices,
standards, requirements, and challenges that necessitate novel transceiver architectures and
DSP techniques are comprehensively analyzed.
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Fig. 10: Typical core, metro, and access network scenarios depicting intra-/inter-data-center links. DCI: data-center interconnects;
F-AP: Fog-computing-based access point; UE: User equipment; F-UE: “smart” user equipment; HPN: High-power nodes.

u Short reach (SR): This can support around 100 m
optical mode-4 (OM4) MMF links;

u Datacenter reach (DR): It is capable of supporting
about 500 m SMF links;

u Fiber reach: It is mainly for supporting approxi-
mately 2 km SMF;

u Long reach (LR): It is capable of supporting up to
10 km SMF; and

u Extended range (ER): ER can support around
40 km SMF.

100 GbE TRx Standards Groups100 GbE TRx Standards Groups

It is noteworthy that for the 400 G and beyond AIR in
these scenarios, IM-DD solutions are still prioritized for these
specifications due to advantages in power consumption, cost,
and footprint [82]. Generally, the short-reach systems can be
grouped in line with the associated technological features and
limiting factors. They can be broadly grouped into intra-data-
center, inter-data-center, as well as extended reach inter-data-
center, access and metro links [40].

1) Intra-Data-Center or Server-to-Server Links: In a DCN,
intra-data-center or server-to-server links are the data links that
connect one server to another and the racks together inside the
DCN. These kinds of links are usually below 300 m and they
comprise the major amount of the DCIs. Currently, the links
are dominated by MMF due to using extremely cost-efficient
VCSEL Txs. Since the link is mainly based on the MMF, the
major limiting factor is the associated inter-modal dispersion
that severely limits the data rate per wavelength to below 40

Gb/s [40], [82].
2) Inter-Data-Center Links: Inter-data-center links are usu-

ally below 20 km and are typically employed to connect one
data-center to another and ensure data exchange between mul-
tiple DCNs [40], [82]. Furthermore, they are usually referred
to as DCI [82]. Unlike what entails in the intra-data-center
links, the Inter-data-center links exploit the standard SMF
(SSMF). This is mainly owing to the length scale that is too
long for the MMF implementation. Employment of MMF for
this length scale can bring about an inter-modal dispersion.
In contrast, the length scale is relatively short for an optical
amplifier deployment. As a result, an essential parameter for
system optimization is Rx sensitivity. Also, it is notewor-
thy that advanced photodiodes like high-bandwidth avalanche
photodiodes (APD) offer considerably better Rx sensitivity
compared with the conventional PIN PD. Furthermore, with
an increase in the CD effects in conjunction with the baud
rate and distance, the DD scheme eliminates the signal phase
information, making the system to be nonlinear. Consequently,
the CD effects have to be attended to by exploiting innovative
signaling and DSP techniques. Besides, O-band transmissions
are also means of addressing this issue. This is due to the CD
that is minimized at that wavelength-band for the SSMF [40].

3) Extended Reach Inter-Data-Center, Access and Metro
Links: As these links can be between 20 km and 80 km, an
optical amplification can be employed in certain scenarios.
In spite of this, DD Rxs are still the preferred candidates
for these applications when compared with the full CO-Rxs.
Therefore, to enhance the bit rate, polarization-multiplexed
DD configurations like the SV-DD Rxs have been receiving
considerable attention. Alternatively, there are various inten-

Figure 2.1: Typical access, metro, and core network scenarios depicting intra-/inter-datacenter links.
DCI: Datacenter interconnects; F-AP: Fog-computing-based access point; UE: User equipment; F-UE:
“smart” user equipment; HPN: High-power nodes. (adapted from [4])

2.1.1 Short-reach System Overview

The short-reach connections are optical communication links that are in the range of hundreds
of meters to tens of kilometers. Within intra-DCNs, they are appropriate for connecting one
server to another. Besides, they are applicable to inter-DCNs as well.

2.1.1.1 Short-reach Systems Classification

A typical optical communication scenario is illustrated in Fig. 2.1. The infographic depicts the
core/metro and access network along with the intra-/inter-DCN links. It should be noted that
the demarcation point for the digital coherent and IM-DD solution applications is increasingly
becoming unclear with a growing quest for low-cost but high-capacity transceivers. In this
regard, there exist different economic and technical challenges to keep abreast of the band-
width increase for IM-DD based solutions [3]. Based on the supported transmission distance,
the 100 Gigabit ethernet (100 GbE) transceiver standards can be grouped as shown in Table
2.1 [3]. Generally, the short-reach systems can be grouped in line with the associated tech-
nological features and limiting factors. They can be broadly grouped into intra-datacenter,
inter-datacenter, as well as extended reach inter-datacenter, access and metro links [5].
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Table 2.1: 100 GbE Transceivers Standards Group (adapted from [5])

Groups Descriptions

Short reach (SR)
This can support around 100 m optical mode-4 (OM-4)
multi-mode fiber (MMF) links.

Datacenter reach (DR) It can support around 500 m single-mode fiber (SMF) links.
Fiber reach (FR) It is mainly for supporting approximately 2 km SMF.
Long reach (LR) It is capable of supporting up to 10 km SMF.
Extended reach (ER) This can support around 40 km SMF.

Intra-Datacenter or Server-to-Server Links

In a DCN, intra-datacenter or server-to-server links are the data links that connect one server
to another and the racks together inside the DCN. These kinds of links are usually lying below
300 m and they comprise the major amount of the datacenter interconnects (DCIs). Cur-
rently, the links are dominated by MMF and vertical-cavity surface-emitting laser (VCSEL)
transmitters. Since the link is mainly based on the MMF, the major limiting factor is the
associated inter-modal dispersion [3], [5].

Inter-Datacenter Links

Inter-datacenter links are usually below 20 km and are typically employed to connect one dat-
acenter to another and ensure data exchange between multiple DCNs [3], [5]. Furthermore,
they are usually referred to as DCI [3]. Unlike what entails in the intra-datacenter links, the
inter-datacenter links exploit the standard single-mode fiber (SSMF). This is mainly owing
to the length scale that is too long for the MMF implementation. Employment of MMF for
this length scale can bring about an inter-modal dispersion. Furthermore, with an increase
in the chromatic dispersion (CD) effects in conjunction with the baud rate and distance, the
DD scheme limits the system performance. Consequently, the CD effects have to be attended
to by exploiting innovative signaling and DSP techniques.

Extended Reach Inter-Datacenter, Access and Metro Links

As these links can be between 20 km and 80 km, an optical amplification can be employed
in certain scenarios. Despite this, DD receivers are still the preferred candidates for these
applications when compared with the full coherent receivers (CO-Rxs). Therefore, to en-
hance the bit rate, polarization-multiplexed DD configurations like the Stokes vector direct-
detection (SV-DD) receivers have been receiving considerable attention. Alternatively, various
intensive efforts are being made towards enhancing the bit rate, as well as the transmission
distance of O-band systems without the need for optical amplification [5].

2.1.1.2 Potential Modulation Formats

The employment of advanced modulation formats may be indispensable in the realization of
a high data rate systems if optical and electrical components with higher bandwidth are not
commercially available. In the following, we present some advanced high order modulation
formats that can be exploited to scale the transmission speed of short-reach systems.
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Pulse Amplitude Modulation

The simplest high order modulation format for achieving a higher bit rate with limited band-
width components is pulse amplitude modulation (PAM). Compared to the non-return to
zero on-off keying (NRZ-OOK) format, information bits can be encoded on multiple optical
amplitude levels like PAM-4, PAM-8, or PAM-16. However, the non-return to zero (NRZ)
modulation format is more tolerant of inter-symbol interference (ISI) compared to a multi-
level intensity signaling like PAM-M [3], [6]. Furthermore, it is noteworthy that when the
level number doubles, the receiver sensitivity will be significantly reduced. So, a higher optical
signal to noise ratio (OSNR) is usually demanded by the higher-order PAM signals. Besides
being more susceptible to channel impairments like the CD, they demand DSP schemes that
are more complex. Therefore, PAM-4 is a more practical and promising alternative compared
with higher-order PAM signals [5], [7]. Therefore, regarding the implementation complexity
and system performance, it has been considered as a more attractive format for short-reach
applications [8]. Remarkably, PAM-4 has been adopted by the IEEE 400GbE P802.3bs task
force for the DCI [5], [7]. Also, PAM-4 has been adopted by the 100GBASE-KP4 for electrical
backplane interconnects [9].

Carrier-less Amplitude and Phase modulation

The Bell Laboratories proposed carrier-less amplitude and phase modulation (CAP) modula-
tion for asymmetric digital subscriber line (ADSL) applications to improve the transmission
capacity through orthogonal multiplexing method [10], [11], [12]. It facilitates the quadrature
amplitude modulation (QAM)-type signal generation with relatively simpler implementation
[5]. Unlike the QAM scheme where individual data streams are modulated, a digital filtering
process is employed in the CAP for the generation of quadrature signals without additional
carriers. To achieve this, the CAP transmitter generates a QAM-like signal through the com-
bination of the Hilbert pair of two filtered multilevel signals [13], [10]. In this regard, the
CAP system implementation is relatively simple. However, CAP is highly sensitive to non-flat
channel frequency responses.

Discrete multi-tone modulation

Discrete multitone (DMT) is a category of orthogonal frequency division multiplexing (OFDM)
scheme and it is known as direct-detected OFDM (DD-OFDM). In the DMT, the frequency
spectrum is divided into orthogonally modulated subcarriers. Then, the input data sequence
is electrically encoded onto each subcarrier. Also, being a multi-carrier modulation scheme,
it presents attractive features such as flexible multi-level coding, high spectral efficiency (SE),
and high tolerance to channel impairments. As aforementioned, DMT is being implemented
in the ITU-Telecommunication Standardization Sector (ITU-T) ADSL standard and it is later
adopted for the ITU-T very-high-speed DSL 2 (VDSL2) standard. Also, it has been attract-
ing considerable attention for the low-cost and bandwidth limited short-reach communication
applications. This is because of its inherent flexibility for shaping the transmitted signal’s fre-
quency spectrum [3], [14]. Nonetheless, like other multi-carrier schemes such as OFDM, DMT
presents a high peak to average power ratio (PAPR) issue. The high PAPR issue usually has
considerable influence on the DMT’s tolerance to the relative intensity noise (RIN), as well
as the analog to digital converter (ADC) and digital to analog converter (DAC) resolution
requirements [3], [15], [16].
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2.1.1.3 Advanced Optoelectronic Devices for Datacenter Interconnects (DCIs)

Apart from the advanced modulation formats that have been discussed so far, different re-
search efforts are being made on optoelectronic devices and components for supporting high-
speed DCIs. This subsection focuses on different devices for short-reach transmissions sys-
tems.

Vertical cavity surface-emitting laser

The gallium arsenide (GaAs) 850 nm multimode (MM) VCSEL in conjunction with MMF
are widely employed in the commercial short-reach intra-DCI. However, one of the main per-
formance limitations of this implementation is the modal dispersion that may be instigated
by the differential modal delay in the MMF [3], [17]. The modal dispersion effect can be mit-
igated by employing a single-mode or few-mode operation. Based on this, SMF deployment
will be a promising option for supporting the evolving hyper-scale DCNs. Similarly, adoption
of single-mode (SM) VCSEL-based technologies that are capable of mitigating the CD effects
and supporting spectrally efficient transmissions over an extended reach is also an attractive
option [14], [18], [19]. Nevertheless, the major weaknesses of SM VCSELs are that they usu-
ally have limited output power and demand further complex optical alignment. Furthermore,
VCSELs emitting at 980 nm [18], [19], 1060 nm [20]–[22] and 1100 nm [23], [24] with negligible
increase in fabrication complexities and significantly high modulation bandwidths have been
studied in the upper limit of GaAs technology [3].

Direct modulated laser

Direct modulated laser (DML) typically generates high output power and has been consid-
ered to be more power- and cost-efficient approach compared with the external modulation
solutions. This is because the laser bias current is driven directly by the modulated sig-
nal. Moreover, due to their compactness, they can be easily integrated with other devices.
Based on the associated features, DMLs have been considered as attractive solutions for
cost-sensitive DCNs and access networks. Nevertheless, the DML capability for high-speed
data links is hindered by the limited modulation bandwidth. To attend to the drawback,
many viable techniques can be adopted along with advanced modulation formats and DSP.
For instance, the DML modulation bandwidth can be enhanced through the exploitation of
innovative design and techniques such as multisection laser design [25], multiple quantum
wells (MQWs) laser design [3], [25], and injection locking [3], [26]. Moreover, another limiting
factor for the DML-based system is the spectrum broaden which is mainly due to the inherent
chirp effect. There are several techniques both in optical and digital domains that can be
employed to address the chirp effect [3], [27]–[29].

Mach–Zehnder modulator

The Mach–Zehnder modulator (MZM) has been widely employed in the IM-DD optical com-
munications for external modulation. It is noteworthy that commercial MZMs are usually
made from lithium niobite (LiNbO3) and are capable of supporting high-capacity transmis-
sions [30]. Nevertheless, they are typically packaged into bulky modules that are not only
expensive but also energy-intensive. So, their application for client-side optical interfaces like
pluggable optical transceivers is hindered. These challenges can be addressed by the employ-
ment of monolithically integrated LiNbO3 electro-optic modulators [31]. Likewise, MZMs
that are based on an indium phosphide (InP) can be produced at low-cost and be monolithi-
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cally integrated into a small size [3], [30]. Additionally, silicon photonics (SiP)-based MZMs
fabricated with wafer-scale technology are also viable solutions [30], [32]. In this context,
there have been intensive research efforts made on multi-electrode MZM [33], [34], and SiP-
based traveling-wave MZM [35], [36].

Double-side electro-absorption modulated lasers

Electro-absorption modulated lasers (EMLs) are based on a well developed technology and
have been extensively employed for short-reach links because of the associated advantages such
as high bandwidth, small form-factor, and large extinction ratio [37]. Typically, an EML has
just one modulated output and the other output is normally employed for monitoring. In
a double-side EML, two electro-absorption modulators (EAMs) are integrated on both sides
of the laser. Consequently, two independent optical modulated signals can be offered at the
same wavelength by a double-side EML. It should be noted that it is relatively challenging to
generate polarization division multiplexing (PDM) signals by employing two discrete EML.
This is owing to the relative wavelength drifting. In this regard, a double-side EML is an ideal
solution for PDM signal generation due to the offered two independent modulated outputs at
the same wavelength [5], [37].

Electro-absorption modulator integrated with a distributed feedback laser

In the commercial 10G and 25G transceiver applications, distributed feedback (DFB) laser
with EAM (EA-DFB) lasers have been widely employed [38]. Compared with the DML, the
EA-DFB lasers offer notable advantages such as an improved extinction ratio, better mod-
ulation linearity, and enhanced bandwidth. In general, short-reach transmission based on
PAM-4 or 8, with both separated or integrated modulators and lasers can support 100 Gb/s
per lane. Nevertheless, the DMLs or EMLs system performances are limited by factors such
as the modulation bandwidth and the electro-optical components’ nonlinear impairments for
modulation and detection of the signal.

Semiconductor optical amplifier (SOA)-PIN/TIA Receiver

To realize a high-power budget or receiver sensitivity, optical pre-amplification employment
is essential. This can be achieved by employing erbium-doped fiber amplifiers (EDFAs).
However, the EDFA implementation results in relatively higher costs and larger footprints,
making it inappropriate for short-reach applications. To address this, a monolithic integrated
semiconductor optical amplifier PIN/TIA receiver can be employed. Nonetheless, it operates
only in the transverse electric (TE) polarization.

High-bandwidth APD Receiver

Compared with the PIN diode, an avalanche photodetector (APD) has a much higher re-
sponsivity. Based on this, it is an attractive device that can help in achieving high receiver
sensitivity, low-cost, and long-reach transmission. Besides, it is a promising device for future
high-speed applications due to its ease of integration with other silicon photonics devices [5].

2.1.1.4 Requirements and Challenges

This part presents several system requirements and the specific constraints that make the
application of conventional COH systems, that are meant for long-haul systems, inappropri-
ate for the short-reach systems. Consequently, the associated system requirements prompt
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further research directions on novel transceiver architectures and DSP techniques. These are
being discussed in the following section.

Cost

The short-reach transceiver applications require low-cost, so, high-performance devices such
as thermoelectric cooling, LiNbO3 external modulators, and low bandwidth external cavity
lasers (ECLs) are unattractive. It is noteworthy that the implementation of local oscilla-
tors (LOs) and full CO-Rxs are undesirable. On the other hand, most of the short-reach
transceivers usually comprise components such as DML, low bandwidth PIN, VCSEL, and
EAM. Besides, DD-based schemes with simplified DSP are the more promising solutions for
the short-reach systems.

Form-factor

In general, small form-factors are very essential to the majority of optical transceivers. How-
ever, the demanded form-factor by the short-reach applications such as DCNs is even more
stringent. This is mainly because the underlying form-factors have significant effects on the
port number and density, as well as the rack size to support the ports. Besides, these param-
eters determine the size of the DCN as a whole and the required cooling system. So, the form
factor plays a pivotal role in total energy consumption/usage by the system [5].

Other Challenges of Short-Reach Systems

As aforementioned, short-reach systems demand low-cost components. However, these kinds
of components usually offer imperfect results that consequently bring about the initiation of
additional transmission impairments that are mainly peculiar to the short-reach systems. For
instance, when a DML is directly modulated, a signal chirp will be generated. Besides, com-
ponents such as trans-impedance amplifier (TIA), EAM, and photodetector, also generate
additional nonlinear distortions. The low-pass filtering effect that is owing to the insufficient
bandwidth of different components is another typical impairment of the short-reach systems.
Besides, the RIN of the laser source and the finite extinction ratios of the EAM degrade the
signal to noise ratio (SNR) and, subsequently, the link power budget margins are reduced.
Moreover, the equalization of linear transmission impairments such as polarization mode dis-
persion (PMD) and CD is very challenging using direct detection with non-negative signaling
[5], [6], [39].

2.1.2 Datacenter Networks (DCNs)

A datacenter is a physical facility being employed by different organizations for accommo-
dating vital data and applications for the advancement in the IT industry and economy
transformation[40]. The modern datacenters cover multiple private and public clouds to the
network edge through mobile devices and embedded computing.

2.1.2.1 Types of DCNs

There are different DCNs and service models that are currently available. Their grouping
depends on several factors such as the ownership (i.e. owned either by one or more organi-
zations), fitness into the topology of other datacenters, adopted technologies for storage and
computing, and related energy efficiency. Based on these, the DCNs can be broadly grouped
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into four main categories as discussed in the following.

Enterprise datacenters

The Enterprise datacenters are usually built, owned, and managed by establishments. So,
they are optimized to suit their end-users’ requirements. Also, they are usually deployed on
the premises of the company. Besides, they can be deployed at a standalone location that is
own by the company [41], [42].

Managed services datacenters

These types of datacenters are normally managed on behalf of a company by the third party
that can be a service provider. So, the equipment and infrastructure are leased by the com-
pany [41].

Colocation datacenters

A colocation (also known simply as “colo”) is a datacenter provision in which a company
rents space for servers and other computing hardware, within a DCN that belongs to others
and located off the company’s premises. Usually, the colo offers the cooling, building, physi-
cal security, and ensures that the required bandwidth is adequately met. On the other end,
the customer (company) provides and manages the components such as storage, servers, and
additional hardware that essential for day-to-day operations [41], [43], [44].

Cloud datacenters

These are the off-premises type of DCNs where data and applications are hosted by a cloud
services provider. Providers like Microsoft (Azure), Amazon Web Services (AWS), and IBM
Cloud usually offer this kind of service. They support different services on energy-efficient
and secure facilities that run on 24x7 with the utmost possible speed and reliability [41], [42].

2.1.2.2 Core Components of DCNs

The DCN main components are the storage systems, switches, routers, firewalls, servers, and
application delivery controllers for the application delivery assurance. This can be achieved
by the deployment of firewalls, as well as intrusion protection. The DCN infrastructure can
be grouped as follows [41]:

Network infrastructure

The network infrastructure helps in the connection of (physical and virtualized) servers, stor-
age, data-center services, and external connectivity to the end-user locations [41].

Storage infrastructure

The storage systems are employed to hold the huge amount of the network data which is an
important asset in the Internet of Things (IoT) [41].

Computing resources

The supported applications by the servers are the engines of the DCNs. The servers offer
different services such as processing, local storage, memory, and network connectivity that
helps in driving the applications [41].
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2.1.2.3 Standards for DCNs Infrastructure

In the DCN design and data center infrastructure, the most extensively implemented standard
is the ANSI/TIA-942. This comprises standards for the ANSI/TIA-942-ready certification.
The certification ensures adequate compliance with one of four classes of datacenter tiers.
The tiers are rated based on the levels of fault tolerance and redundancy [41], [45].

Tier 1: Basic site infrastructure

A Tier 1 datacenter presents limited protection against physical activities, so it is susceptible
to disruptions from planned and unplanned events. This can be attributed to the offered
non-redundant (N) components and distribution paths. It has to be shutdown completely to
perform preventive maintenance. Its typical availability and annual downtime are 99.671%
and 28.8 hours, respectively [41], [45].

Tier 2: Redundant-capacity component site infrastructure

Unlike Tier 1, the Tier 2 datacenter gives enhanced protection against physical events and it
is less susceptible to disruption. Also, it supports redundant-capacity components (N +1).
Moreover, like Tier 1, it has a single, non-redundant distribution path. The power path and
some parts maintenance demand a processing shutdown. Its typical availability and annual
downtime are 99.741% and 22.0 hours, respectively [41], [45].

Tier 3: Concurrently maintainable site infrastructure

The Tier 3 datacenter can offer considerable protection against almost all physical events.
This can be as a result of the provided redundant-capacity components (N +1), as well as
multiple independent distribution paths that enable the load and maintenance to be concur-
rently supported. Its typical availability and annual downtime are 99.982% and 1.6 hours,
respectively [41], [45].

Tier 4: Fault-tolerant site infrastructure

A datacenter with fault-tolerant infrastructure offers comparatively the highest levels of re-
dundancy and fault tolerance. It offers standard maintenance and fault rectification on the
network without causing downtime. Its typical availability and annual downtime are 99.995%
and 0.4 hour, respectively [41], [45].

2.1.2.4 Requirement and Challenges

In this subsection, we present a comprehensive discussion on the DCN requirements and the
associated challenges.

Resilience

Network resilience is one of the main concerns in the DCNs. For example, optical intercon-
nects that employ centralized architectures in which a single ultra-high capacity optical switch
is supporting a significant amount of servers are highly susceptible to single-point-of-failure
issues. Consequently, robust architectures are required to address the issues [46].

Energy consumption

The required energy for an effective operation usually results in higher operational expendi-
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ture (OPEX) costs. It has been observed that in every five years, the energy expenditures
of running a typical DCN doubles [40]. Consequently, substantially energy-efficient intercon-
nections are required for sustainable higher network traffic [46].

Traffic

It has been observed that the majority of network traffic processing is within the DCNs
(intra-DCNs). This is mainly due to a large amount of hosted applications that are based
on parallel programming frameworks. This set-up demands significant interaction among the
distributed storage and processing nodes for huge data management. DCN operators have
been adopting 100 Gb/s Ethernet and beyond to meet the network demands [46].

Scalability

One of the major benefits of the existing DCNs is that they can efficiently scale to a fat-tree
topology that is capable of interconnecting racks that are hosting thousands of servers. In
contrast, the majority of optical interconnects are based on centralized architectures that
causes significant scalability limitations. Consequently, the means of achieving scalable opti-
cal interconnect schemes that are capable of hosting a huge number of servers in the DCNs
is of utmost importance to the operators [46].

Latency

Based on the associated supercomputing, as well as other delay-sensitive cloud applica-
tions/services, the DCNs demand more stringent latency than the long-haul systems [46],
[47]. For short-reach systems, the main element that incurs significant latency is the forward
error correction (FEC). Based on this, complicated soft-decision-FEC (SD-FEC) with itera-
tive decoding methods is not usually considered as an effective option. So, either a standard
hard-decision-FEC (HD-FEC) or other innovative low-latency codes are more applicable to
the short-reach systems [5].

2.2 Towards Self-Coherent (SCOH) Transceiver Architecture

There are several transceiver architectures that can be employed to address the requirements
in the optical transmission systems and consequently enhance the performance regarding the
reach and the SE. The need for the SCOH system for short- and medium-reach applications
such as DCN are comprehensively discussed here. Moreover, concerning the COH detection
and the IM-DD, the relative benefits and classifications of the SCOH schemes are presented.

2.2.1 Full Coherent Optical System

The COH system can effectively detect the full optical field. Also, as regards SE, COH
optical transmission techniques are viable solutions that can offer optimal performance. This
is as a result of the concurrent support for information encoding in both quadratures and
polarizations of the electric field [48], [49]. Furthermore, CO-Rxs can be broadly based on
two configurations which are intradyne/homodyne and heterodyne systems. As illustrated
in Fig.2.2, in the former (i.e. Fig. 2.2(a)), a pair of the balanced detector is required per
polarization, while for the latter (i.e. Fig. 2.2(b) and (c)), a detector whose bandwidth is twice
that of the former, per polarization is usually employed [50], [51], [52], [53]. It is noteworthy
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Fig. 7: Digital coherent Rxs configurations: (a) polarization-
and phase-diverse intradyne/homodyne detection, (b)
polarization- and phase-diverse heterodyne detection, and
(c) phase-diversity heterodyne detection. ADC: analog-
to-digital converter, BPD: balanced photo-detector, TIA:
trans-impedance amplifier, PDM: polarization-division
multiplexed signal (adapted from [15], [16], [33], [67], [68]).

modulation (i.e. with an IQM ). Alternatively, an optical filter
can be employed either at the Tx or at the Rx for rejecting it.
Section V-A presents different means of generating the SSB
signal. However, it is remarkable that, employment of an IQM
necessitates two DACs and the related driver amplifiers. As a
result, half (1/2) of the available modulation bandwidth can be
wasted by the implementation. Moreover, designing SSB with
the aid of optical filters demands a sharp optical filter. Besides,
the filter center frequency has to be locked to the frequency of
the transmit laser. Also, between 1/2 and 1/3 of the channel
bandwidth is wasted when the SSB filter is only implemented
at the Rx [44]. In addition, another associated challenge of
the SSB transmission scheme is the inherent SSBN (2nd-order
nonlinearity) of the DD optical SSB signal that necessitates the
tradeoff between the SE and the Rx sensitivity. An SSBN is
typically owing to the associated single-ended PD nonlinearity
in the DD systems with a single detector. This drawback limits
the system capacity and is due to the square-law detection
that is always employed for the received optical signal by the
PD which subsequently generates 2nd-order component [2],
[11], [13], [14], [44], [84], [87], [168]–[170]. Moreover, the
SSBN does not only falls within the signal bandwidth but also
interfere with the desired signal-carrier beating products [33].

To address this and improve the performance, a beating IC
Rx has been presented [175], [176]. Nevertheless, apart from
the required optical splitter and a pair of photodiodes, a very
narrow optical bandstop filter (< 1 GHz) is demanded by the
Rx to suppress the optical carrier in the received signal. This
results in significant optical hardware complexity of the Rx.
Also, based on the fact that the SSBN falls over a bandwidth
that is equal to that of the original subcarrier modulated
signal (Bsc), another promising solution to prevent the SSBN
consequence is to insert an adequate frequency gap (spectral
guard-band, Bgap ≥ Bsc) between the SSB signal and the
optical carrier. Nonetheless, this implementation wastes about
50% of the optical and electrical components’ bandwidth.
Therefore, halves of the SE will be sacrificed in the process
[33]. Alternatively, the Rx sensitivity can be sacrificed through
the CSPR value increase. [84], [87]. Besides, the nonlinear
distortion can as well be compensated at the Rx by employing
DSP-based SSBN cancellation algorithms [2], [11], [83], [84],
[168]–[170]. This offers effective solution for alleviating the
SSBN penalties by supporting the implementation of narrow
or even no spectral guard-band [33], [177]. In general, the
SSBN cancellation algorithms usually function at the expense
of the SE or further DSP complexity. Consequently, an at-
tractive solution to this gap drawback has to be based on
low-complexity electrical post-end and the optical front-end
schemes. Besides, it should be able to support relatively higher
throughput transmission and be cost-effective [175] Further
information on these digital linearization schemes are provided
in subsection V-D.

Moreover, another feasible technique is the PAM scheme
where pulses of several amplitudes are transmitted. Likewise,
DMT is another common method and it is based on DD
OFDM. In this scheme, to ensure a real-valued signal, the
OFDM tones are well-constrained so that they can be sym-
metric in relation to the center frequency. Additionally, in
order to avert signal negativity, a bias is usually employed.
Both aforementioned schemes present a limitation regarding
tolerance to linear propagation effects such as polarization-
mode dispersion and CD. To address the limitation, a SCOH
heterodyne scheme has been presented [44], [47].

A SCOH scheme is an alternative solution to the con-
ventional Co-Rxs. With this implementation, the complex-
valued single-polarization optical field can be fully recon-
structed without an LO by leveraging DD scheme. Also, the
scheme employs a CW tone (frequency offset LO) that can
be generated from the transmit laser [44]. When the reference
CW tone is generated in the digital domain from the transmit
laser, the required lasers at the Tx can be cut down to one.
This implementation is often referred to as virtual carrier.
Furthermore, the CW tone can be easily aligned to signal
polarization while polarization-division multiplexed signal re-
ception is also feasible if the reference CW tone is inserted at
the Rx as an LO. In such a scenario, a polarization-diverse Rx
as well as MIMO equalization is demanded in order to track
the change in polarization. This is owing to the received signal
SOP that is unknown [11], [47]. In addition, the CW tone
and the modulated signal are then transmitted concurrently.
So, the approach enables COH detection implementation with
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Fig. 7: Digital coherent Rxs configurations: (a) polarization-
and phase-diverse intradyne/homodyne detection, (b)
polarization- and phase-diverse heterodyne detection, and
(c) phase-diversity heterodyne detection. ADC: analog-
to-digital converter, BPD: balanced photo-detector, TIA:
trans-impedance amplifier, PDM: polarization-division
multiplexed signal (adapted from [15], [16], [33], [67], [68]).

modulation (i.e. with an IQM ). Alternatively, an optical filter
can be employed either at the Tx or at the Rx for rejecting it.
Section V-A presents different means of generating the SSB
signal. However, it is remarkable that, employment of an IQM
necessitates two DACs and the related driver amplifiers. As a
result, half (1/2) of the available modulation bandwidth can be
wasted by the implementation. Moreover, designing SSB with
the aid of optical filters demands a sharp optical filter. Besides,
the filter center frequency has to be locked to the frequency of
the transmit laser. Also, between 1/2 and 1/3 of the channel
bandwidth is wasted when the SSB filter is only implemented
at the Rx [44]. In addition, another associated challenge of
the SSB transmission scheme is the inherent SSBN (2nd-order
nonlinearity) of the DD optical SSB signal that necessitates the
tradeoff between the SE and the Rx sensitivity. An SSBN is
typically owing to the associated single-ended PD nonlinearity
in the DD systems with a single detector. This drawback limits
the system capacity and is due to the square-law detection
that is always employed for the received optical signal by the
PD which subsequently generates 2nd-order component [2],
[11], [13], [14], [44], [84], [87], [168]–[170]. Moreover, the
SSBN does not only falls within the signal bandwidth but also
interfere with the desired signal-carrier beating products [33].

To address this and improve the performance, a beating IC
Rx has been presented [175], [176]. Nevertheless, apart from
the required optical splitter and a pair of photodiodes, a very
narrow optical bandstop filter (< 1 GHz) is demanded by the
Rx to suppress the optical carrier in the received signal. This
results in significant optical hardware complexity of the Rx.
Also, based on the fact that the SSBN falls over a bandwidth
that is equal to that of the original subcarrier modulated
signal (Bsc), another promising solution to prevent the SSBN
consequence is to insert an adequate frequency gap (spectral
guard-band, Bgap ≥ Bsc) between the SSB signal and the
optical carrier. Nonetheless, this implementation wastes about
50% of the optical and electrical components’ bandwidth.
Therefore, halves of the SE will be sacrificed in the process
[33]. Alternatively, the Rx sensitivity can be sacrificed through
the CSPR value increase. [84], [87]. Besides, the nonlinear
distortion can as well be compensated at the Rx by employing
DSP-based SSBN cancellation algorithms [2], [11], [83], [84],
[168]–[170]. This offers effective solution for alleviating the
SSBN penalties by supporting the implementation of narrow
or even no spectral guard-band [33], [177]. In general, the
SSBN cancellation algorithms usually function at the expense
of the SE or further DSP complexity. Consequently, an at-
tractive solution to this gap drawback has to be based on
low-complexity electrical post-end and the optical front-end
schemes. Besides, it should be able to support relatively higher
throughput transmission and be cost-effective [175] Further
information on these digital linearization schemes are provided
in subsection V-D.

Moreover, another feasible technique is the PAM scheme
where pulses of several amplitudes are transmitted. Likewise,
DMT is another common method and it is based on DD
OFDM. In this scheme, to ensure a real-valued signal, the
OFDM tones are well-constrained so that they can be sym-
metric in relation to the center frequency. Additionally, in
order to avert signal negativity, a bias is usually employed.
Both aforementioned schemes present a limitation regarding
tolerance to linear propagation effects such as polarization-
mode dispersion and CD. To address the limitation, a SCOH
heterodyne scheme has been presented [44], [47].

A SCOH scheme is an alternative solution to the con-
ventional Co-Rxs. With this implementation, the complex-
valued single-polarization optical field can be fully recon-
structed without an LO by leveraging DD scheme. Also, the
scheme employs a CW tone (frequency offset LO) that can
be generated from the transmit laser [44]. When the reference
CW tone is generated in the digital domain from the transmit
laser, the required lasers at the Tx can be cut down to one.
This implementation is often referred to as virtual carrier.
Furthermore, the CW tone can be easily aligned to signal
polarization while polarization-division multiplexed signal re-
ception is also feasible if the reference CW tone is inserted at
the Rx as an LO. In such a scenario, a polarization-diverse Rx
as well as MIMO equalization is demanded in order to track
the change in polarization. This is owing to the received signal
SOP that is unknown [11], [47]. In addition, the CW tone
and the modulated signal are then transmitted concurrently.
So, the approach enables COH detection implementation with
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Fig. 7: Digital coherent Rxs configurations: (a) polarization-
and phase-diverse intradyne/homodyne detection, (b)
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(c) phase-diversity heterodyne detection. ADC: analog-
to-digital converter, BPD: balanced photo-detector, TIA:
trans-impedance amplifier, PDM: polarization-division
multiplexed signal (adapted from [15], [16], [33], [67], [68]).

modulation (i.e. with an IQM ). Alternatively, an optical filter
can be employed either at the Tx or at the Rx for rejecting it.
Section V-A presents different means of generating the SSB
signal. However, it is remarkable that, employment of an IQM
necessitates two DACs and the related driver amplifiers. As a
result, half (1/2) of the available modulation bandwidth can be
wasted by the implementation. Moreover, designing SSB with
the aid of optical filters demands a sharp optical filter. Besides,
the filter center frequency has to be locked to the frequency of
the transmit laser. Also, between 1/2 and 1/3 of the channel
bandwidth is wasted when the SSB filter is only implemented
at the Rx [44]. In addition, another associated challenge of
the SSB transmission scheme is the inherent SSBN (2nd-order
nonlinearity) of the DD optical SSB signal that necessitates the
tradeoff between the SE and the Rx sensitivity. An SSBN is
typically owing to the associated single-ended PD nonlinearity
in the DD systems with a single detector. This drawback limits
the system capacity and is due to the square-law detection
that is always employed for the received optical signal by the
PD which subsequently generates 2nd-order component [2],
[11], [13], [14], [44], [84], [87], [168]–[170]. Moreover, the
SSBN does not only falls within the signal bandwidth but also
interfere with the desired signal-carrier beating products [33].

To address this and improve the performance, a beating IC
Rx has been presented [175], [176]. Nevertheless, apart from
the required optical splitter and a pair of photodiodes, a very
narrow optical bandstop filter (< 1 GHz) is demanded by the
Rx to suppress the optical carrier in the received signal. This
results in significant optical hardware complexity of the Rx.
Also, based on the fact that the SSBN falls over a bandwidth
that is equal to that of the original subcarrier modulated
signal (Bsc), another promising solution to prevent the SSBN
consequence is to insert an adequate frequency gap (spectral
guard-band, Bgap ≥ Bsc) between the SSB signal and the
optical carrier. Nonetheless, this implementation wastes about
50% of the optical and electrical components’ bandwidth.
Therefore, halves of the SE will be sacrificed in the process
[33]. Alternatively, the Rx sensitivity can be sacrificed through
the CSPR value increase. [84], [87]. Besides, the nonlinear
distortion can as well be compensated at the Rx by employing
DSP-based SSBN cancellation algorithms [2], [11], [83], [84],
[168]–[170]. This offers effective solution for alleviating the
SSBN penalties by supporting the implementation of narrow
or even no spectral guard-band [33], [177]. In general, the
SSBN cancellation algorithms usually function at the expense
of the SE or further DSP complexity. Consequently, an at-
tractive solution to this gap drawback has to be based on
low-complexity electrical post-end and the optical front-end
schemes. Besides, it should be able to support relatively higher
throughput transmission and be cost-effective [175] Further
information on these digital linearization schemes are provided
in subsection V-D.

Moreover, another feasible technique is the PAM scheme
where pulses of several amplitudes are transmitted. Likewise,
DMT is another common method and it is based on DD
OFDM. In this scheme, to ensure a real-valued signal, the
OFDM tones are well-constrained so that they can be sym-
metric in relation to the center frequency. Additionally, in
order to avert signal negativity, a bias is usually employed.
Both aforementioned schemes present a limitation regarding
tolerance to linear propagation effects such as polarization-
mode dispersion and CD. To address the limitation, a SCOH
heterodyne scheme has been presented [44], [47].

A SCOH scheme is an alternative solution to the con-
ventional Co-Rxs. With this implementation, the complex-
valued single-polarization optical field can be fully recon-
structed without an LO by leveraging DD scheme. Also, the
scheme employs a CW tone (frequency offset LO) that can
be generated from the transmit laser [44]. When the reference
CW tone is generated in the digital domain from the transmit
laser, the required lasers at the Tx can be cut down to one.
This implementation is often referred to as virtual carrier.
Furthermore, the CW tone can be easily aligned to signal
polarization while polarization-division multiplexed signal re-
ception is also feasible if the reference CW tone is inserted at
the Rx as an LO. In such a scenario, a polarization-diverse Rx
as well as MIMO equalization is demanded in order to track
the change in polarization. This is owing to the received signal
SOP that is unknown [11], [47]. In addition, the CW tone
and the modulated signal are then transmitted concurrently.
So, the approach enables COH detection implementation with

(c)

Figure 2.2: Digital coherent receivers (Rxs) configurations: (a) polarization and phase-diverse intra-
dyne/homodyne detection, (b) polarization- and phase-diverse heterodyne detection, and (c) phase-
diversity heterodyne detection. (adapted from [56]–[59][52])

that, the polarization-diverse intradyne scheme is mainly adopted in the existing CO-Rxs [49],
[51]. In general, full CO-Rxs are viable solutions for medium-to-long-reach applications, the
main concerns about their implementation for the short-reach links are the associated high
cost and complexity. For instance, a full CO-Rx implementation (i.e. Fig. 2.2(a)) is usually
based on components such as a LO laser, optical hybrids, either polarization diversity system
or an optical polarization tracking setup, and balanced photodetectors (BPDs) (i.e. four
pairs) to suppress the signal-to-signal beating noise (SSBN) at relatively lower LO powers.
Detailed information on the DSP for long-haul COH systems is available in [54], [55]. In spite
of the fact that a full CO-Rx might be an effective long-term scheme, currently, it is not a
cost-efficient solution for cost-sensitive and short-reach link applications like DCNs [49], [50],
[52], [53]. Simplified SCOH optical schemes have been presented to address the associated
challenges of the full COH system implementation.

2.2.2 SCOH Optical System

The short-reach links have been gaining considerable attention in different application areas
such as access, 5G fronthaul, and inter-DCN communications [48], [49]. In an effort to offer
economical solutions for supporting the short-reach links and the associated applications,
several simpler transmission schemes that are based on the DD system have been presented
[48], [49]. One of such simplified solution is to employ DD on just one side of the optical
spectrum [50]. This implementation gives rise to a SSB power detection technique. The SSB
transmission scheme not only has the ability to address the frequency selective power fading
but also helps in doubling the SE compared with the double sideband (DSB) modulation [60],
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[61], [62]. In the subsequent sections 2.2.3 and 2.2.4, we comprehensively discuss the SCOH
system classification and their relative advantages over IM-DD and traditional COH systems.

2.2.3 SCOH System Classification

This subsection presents a comprehensive analysis of the existing SCOH based schemes. Also,
the schemes can be grouped in accordance with the Rx structure. Mainly, they can be
classified as either being based on the single-ended photodetector or a balanced Rx scheme.

2.2.3.1 Direct-Detection Based Single-Ended Photodetector

In a conventional DD scheme, intensity modulation (IM) is normally employed at the transmitter
(Tx). Also, the modulator is usually driven through a real-valued radio frequency (RF) sig-
nal. This results in a Hermitian symmetric optical spectrum. However, it should be noted
that half of the optical SE is being wasted by this scheme. Besides, another notable drawback
of DD scheme is the associated CD-induced power fading that eventually gives rise to the
transmission distance limitation [2]. The CD related challenges in the DD scheme can be at-
tended to by exploiting means that prevented the reception of the two interfering sidebands.
In this context, an SSB field modulation is a promising candidate that can easily be employed
in the DD scheme [63]. Single-ended photodetector based DD structures such as offset SSB,
vestigial single sideband (VSSB), and block-wise phase switching direct-detection (BPS-DD)
schemes are good implementation examples of this classification. A piece of comprehensive
information on the SSB signal generation and associated concepts are given in section 2.3.

As aforementioned, an electrical bandwidth is a determining factor for the transponder cost,
so, to further increase the electrical spectral efficiency (ESE), it is very important to exploit
the DSB modulation scheme. It is noteworthy that at a moderate distance, the conventional
DSB scheme is prone to dispersion-induced fading. To address the issue, the BPS-DD concept
has been presented [64], [65]. In this scheme, for two comparable consecutive signal blocks,
either the main carrier or subcarriers phase is switched by 90○ or 180○ at the Tx, while phase
diversity is employed at the Rx to recover the DSB signal [2], [65].

In addition, there are three different schemes that can be employed in the block-wise phase
switching (BPS) implementation. An instance of this is a carrier phase switching (CPS). In
the CPS, the phase of the main carrier is switched by 90○ for the two consecutive blocks while
the subcarriers are unchanged. Also, another implementation is the signal subcarrier phase
switching (SCPS). The SCPS entails switching the phase of signal subcarrier by 90○ while the
phase of the main carrier is unchanged. Likewise, signal set phase reversal (SPR) is another
form of BPS implementation. In the SPR, the phase of lower sideband is switched by 180○

while that of the upper sideband is left unchanged [2], [65].

2.2.3.2 Direct-Detection Based Balanced Receiver

Balanced Rx based DD offers benefits such as the feasibility of recovering phase diverse signals
and instinctive elimination of SSBN by means of BPD. This helps in addressing the associated
high computational complexity of the iterative SSBN cancellation algorithm. Conceptually,
the traditional SCOH scheme that supports coherent-like detection without LO normally co-
propagates the carrier in conjunction with the signal at the Tx. Then, at Rx, the signal and
the carrier are separated again. The resulting signal is separated into two paths that are used
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Figure 2.3: Balanced Rxs based direct detection structures: (a) polarization division multiplexing
direct-detection (PDM-DD); (b) signal carrier interleaved direct-detection (SCI-DD); (c) Stokes vector
direct-detection (SV-DD). PBS: Polarization beam splitter; BPD: Balanced photo-detector; DDS:
Delayed data stream; ODS: Original data stream (adapted from [2], [66], [67], [68])

to drive the two inputs of the standard CO-Rx [2], [69]. For instance, as illustrated in Fig.
2.3(a), the PDM-DD, employs a narrow bandwidth low pass filter to separate the signal and
the carrier in the frequency domain [2], [70]. It is worth noting that this process limits the
SE of DD-based systems. Also, the performance of the optical filter is another limitation that
deserves considerable attention [70]. Besides, it helps in accommodating the laser wavelength
drift as well as the filter bandwidth [2].

To address the associated issue of the PDM-DD scheme, a SCI-DD has been presented. The
SCI-DD scheme separates the signal and the carrier in the time domain by assigning the main
carrier and the signals to different time slots. As illustrated in Fig. 2.3(b), one carrier block
is appended to two consecutive signal blocks at the Tx. At the Rx, the stream is separated
into two different paths and the lower path is delayed by one block length. This helps in
ensuring that the signal and the carrier from different path beat effectively with each other
at the Rx [2], [71] However, one-third of the SE is being sacrificed by the SCI-DD [2].

In an effort to further enhance the system capacity per wavelength, an SV-DD scheme has been
presented. This scheme is capable of realizing a 100% SE with regard to the COH detection of
single-polarization modulation [2]. As depicted in Fig. 2.3(c), in the SV-DD scheme, the Tx
locates the signal and the carrier at two orthogonal polarizations using a polarization beam
combiner (PBC). With the help of a DSP based 3x3 Stokes vector rotation, the desired signal
can be well-retrieved with the full phase diversity [2], [72]. Moreover, in the SV-DD scheme,
just one-polarization modulation is required, resulting in a simpler Tx design compared with
COH detection.
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2.2.4 Relative Advantages of SCOH Schemes

Compared to the COH detection, the relative benefits of the SCOH are as follows [66]:

� There is a significant simplification in the optical hardware, mainly for the optical front-
end hardware of the Rx.

� Besides, dual-polarization (DP) Rx is highly important in the COH system to enable
2 x 2 multiple input multiple output (MIMO) polarization recovery. On the other
hand, single polarization is one of the suitable options in the SCOH for the polarization
alignment for the signal and the carrier at the Tx.

� The required DSP by the Rx is simplified. For instance, there is no requirement for the
execution of sophisticated carrier recovery since LO is not required.

� SCOH can be implemented un-cooled while this is really challenging in the COH system
as there is a need for tight control of the laser wavelength at both Tx and Rx.

� As an ultimate consequence of the previous itemized advantages, the SCOH based
scheme provides a cost-effective solution compared with the full COH scheme for short-
and medium-reach applications.

Next, compared to IM-DD, the following benefits can be offered by the SCOH [2], [66]:

� The received signal in the SCOH is a linear replica of the transmitted one based on the
linear channel that facilitates optical field modulation and detection.

� The co-propagated carrier facilitates phase diversity realization and helps remarkably
in increasing the Rx sensitivity.

� Since the carrier and the signal are generated through the same laser source, the system’s
vulnerability to the laser phase noise is inherently mitigated in the SCOH system.

� One of the main problems of an IM-DD system is the CD induced power fading that
cannot be recovered by means of DSP. Consequently, a single-carrier IM-DD system
is susceptible to ISI, and this results in the transmission distance (<10 km) limitation.
This issue can be addressed with the implementation of the SCOH system in which the
DSP can be exploited for the channel estimation and impairment compensation.

� SCOH offers 2-D DD Rx that helps in expanding the optical SE. Also, the RF bandwidth
utilization ratio at the Rx can reach up to 100% with the employment of the DSB
modulation (i.e. SV-DD). This helps in relaxing the Rx bandwidth requirement.

� The supported optical field modulation in the SCOH system facilitates the dense wave-
length division multiplexing (DWDM) and even super-channel implementation. This
can significantly help in the full utilization of the optical spectrum.

In general, a SCOH system attempts to offer a good trade-off between COH and IM-DD
schemes.
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2.3 SCOH Transceiver Architectures

This section presents different potential transceiver structures for the SCOH system. The
structures are compared to show their respective advantages and disadvantages. Also, apart
from the technical challenges that are discussed, potential solutions are proffered for address-
ing the related issues of the transceiver structures. Moreover, the SSB signal generation
techniques at the Tx and the associated SSBN mitigation schemes at the Rx are considered.

2.3.1 Carrier and Single Sideband (SSB) Signal Generation Techniques

In this section, different means of generating SSB signals are discussed regarding the signal
filtering methods and carrier insertion techniques. It should be noted that these SSB genera-
tion schemes could either be based on optical or digital filtering [73]–[76]. In this context, the
four extensively employed methods for generating optical SSB signals are considered in the
following subsections. They are classified into two fundamental groups based on the adopted
generation approach which can be a bias-induced or carrier-assisted scheme.

2.3.1.1 Bias-Induced Carrier Generation Scheme

Bias induced carrier generation scheme is based on the manner in which the IQ modula-
tor (IQM) or the dual-drive Mach-Zehnder modulator (DDMZM) is biased in order to gener-
ate the carrier. This subsection presents the associated schemes that can be employed based
on the bias point of the component.

SSB Subcarrier Modulation with IQ Modulator Approach

The first approach is based on the employment of an optical SSB filter to remove one of
the two sidebands of the DSB signal at the Tx end [76]. In this scheme, both SSB Nyquist
baseband signals are up-converted to a subcarrier frequency (fsc) of B/2 by multiplexing
exp(j2π(B/2)t), where B is the bandwidth of the signal. Instead of the null-point, the IQM
can be biased either above or below the null-point for an optical carrier to be induced. So,
an intensity modulator and an optical filter can be used for generating an optical SSB sig-
nal as shown in Fig. 2.4(a). Moreover, the SSB modulation has been implemented in some
OFDM based SCOH schemes such as the offset-SSB OFDM system. It should be noted that
the frequency gap being created between the carrier and the signal is in an effort to address
the associated 2nd order SSBN. Although this method is the simplest solution, it requires
a sharp optical filter for removing one of the two sidebands of the DSB signal. So, apart
from the extra expense that has to be incurred on the optical filter, when the spectrum gap
between the SSB signal and carrier is narrow, the sideband that is meant to be eliminated
will present some residuals, owing to the optical filter non-ideal characteristics [73], [75], [76].
Furthermore, since the spectral gap bandwidth is the same as that of the signal, half of the
ESE is being sacrificed in the process [71], [76]–[78].

SSB Subcarrier Modulation with DDMZM Approach

Based on the associated cost and the required high roll-off factor of the optical filter, SSB sig-
nal generation based on complex modulation with a pair of Hilbert transform signals is more
desirable. Fig. 2.4(b) depicts an optical SSB signal generation with a DDMZM-based ap-
proach. In this, a digital SSB filter that depends on the Hilbert transformation is implemented
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Figure 2.4: Bias-induced carrier generation scheme based on (a) an electrical I/Qmixer with intensity
modulation (IM) and optical filter and (b) with a DDMZM. fb ∶ electrical center frequency of the
transmitted signal; fc ∶ frequency of the Tx laser; ∣S∣2 ∶ signal-signal beating; SC∗ ∶ signal-carrier
beating; ∣C ∣2 ∶ carrier-carrier beating (adapted from [66], [73]–[76]).

at the Tx. Consequently, the two driving signals of the DDMZM are a pair of Hilbert signals
with a phase difference of π/2 [75], [76] [79]. For instance, in the IM-DD-based SSB-OFDM
scheme, after the inverse fast Fourier transform (IFFT), the data and their corresponding
conjugates are converted to real-valued signals. Also, the resulting electrical signal and its
Hilbert transform are sent to the two arms of a quadrature-biased DDMZM which results in
a single sideband orthogonal frequency division multiplexing (SSB-OFDM) [77]. However, it
should be noted that as half of the subcarriers are employed as the data subcarrier conju-
gates, the required electrical bandwidth is 2B, where B denotes the transmission (i.e. output
optical signal) bandwidth. Based on this, double of the transmitted optical bandwidth is
the required electrical bandwidth. This is as a result of the real-valued OFDM signal that is
required for an IM. Therefore, half of the electrical bandwidth which comprises the OFDM
generator’s DSP processor and the DAC bandwidths are not exploited for data transmission
and are being wasted.

2.3.1.2 Carrier-Assisted Generation Scheme

The carrier assisted generation scheme depends on whether the carrier tone to be appended
to the signal spectrum is generated digitally or optically.

Optical Carrier-Assisted SSB Approach

An optical IQM driven by a pair of baseband signals can be employed for the SSB signal
generation as illustrated in Fig. 2.5(a). Besides, contrary to the implementations illustrated
in Fig. 2.4(a) where the IM can be biased either above or below the null-point, in the
optical carrier-assisted SSB approach, it is biased at the null point. This helps in the optical
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carrier suppression [75]. So, in this approach, a separate optical tone can be appended to
the signal spectrum at −B/2 or +B/2 frequency. It should be noted that this implementation
demands an optical frequency comb generation or an extra laser for generating the optical
tone. However, this can bring an increase in the cost and hardware complexity regarding the
system implementation compared with methods in Fig. 2.4(b) and Fig. 2.5(b) [76].

Virtual Carrier-Assisted SSB Approach

Another promising and viable approach of generating an SSB signal is based on appending
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regarding the system implementation compared with methods
in Fig. 9(b) and Fig. 10(b) [97].

b) Virtual Carrier-Assisted SSB Approach: Another
promising and viable approach of generating an SSB signal
is based on appending and co-propagating a digital RF tone
that serves as a virtual carrier in conjunction with the signal at
the Tx [94], [97], [170]. Like the previously discussed scheme,
this approach employs one IQM and two DACs. Besides, as
illustrated in Fig. 10(b), to suppress the optical carrier, the
IQM is biased at the null-point like the approach in Fig.
10(a). The configuration has been employed for improving the

ESE of an OFDM system. For instance, ESE of the offset-
SSB OFDM can be enhanced with the implementation of a
linear field-modulated and DD-based VSSB-OFDM [79]. In
this scheme, an RF tone is inserted at the left-most OFDM
subcarrier and it is then transformed along with the data to a
complex signal by means of an IFFT. The real and imaginary
parts of the signal are subsequently employed for driving the
two arms of an optical IQM that has been biased at the null
point. Based on the modulator bias point, the initial optical
carrier has been suppressed. So, the inserted RF tone presents
a new optical carrier. The optical carrier is placed at the left

TABLE III: A summary of carrier and SSB signal generation techniques
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Approach Advantages Disadvantages Reference

Bias-induced
carrier
generation
scheme

SSB subcarrier
modulation with
IQM

off null SSB IQM • simplest • sharp optical filter required
• frequency gap required
• wastes half of the DAC band-

width
• achievable SE reduces

[94]–[97]

SSB subcarrier
modulation with
DDMZM

- SSB DDMZM • supports electrical dispersion pre-
compensation at the Tx

• simpler bias control
• lower cost

• has large DC component
• high power penalty
• required CSPR is challenging

for the KK scheme implemen-
tation

• Impractical for carrier-assisted
SSB schemes

[95]–[97],
[223]

Carrier-assisted
generation
scheme

Optical
carrier-assisted SSB

null DSB optical carrier • relatively lower power penalty
• relatively relaxed CSPR

• increased cost
• hardware complexity

[95]–[97],
[224],
[225]

Virtual
carrier-assisted SSB

null DSB digital carrier • offers dynamic CSPR adjustment
• utilize the full bandwidth of DAC

• residual image tone generation
• high resolution DAC required

[94]–[97],
[170]

Figure 2.5: Carrier-assisted generation scheme based on (a) an optical IQ modulator (IQM) with
appended optical tone at the Tx and (b) an optical IQM with appended digital tone in the DSP. fb ∶
electrical center frequency of the transmitted signal; fc ∶ frequency of the Tx laser; ∣S∣2 ∶ signal-signal
beating; SC∗ ∶ signal-carrier beating; ∣C ∣2 ∶ carrier-carrier beating (adapted from [66], [73]–[76]).

and co-propagating a digital RF tone that serves as a virtual carrier in conjunction with the
signal at the Tx [73], [76] [80]. Like the previously discussed scheme, this approach employs
one IQM and two DACs. Besides, as illustrated in Fig. 2.5(b), to suppress the optical carrier,
the IQM is biased at the null-point like the approach in Fig. 2.5(a). The configuration
has been employed for improving the ESE of an OFDM system. For instance, ESE of the
offset-SSB OFDM can be enhanced with the implementation of a linear field-modulated and
DD-based VSSB-OFDM [71]. In this scheme, an RF tone is inserted at the left-most OFDM
subcarrier and it is then transformed along with the data to a complex signal by means of an
IFFT. The real and imaginary parts of the signal are subsequently employed for driving the
two arms of an optical IQM that has been biased at the null point. Based on the modulator
bias point, the initial optical carrier has been suppressed. Therefore, the inserted RF tone
presents a new optical carrier. The optical carrier is placed at the left edge of the subsequent
signal spectrum [2], [77].
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the price for this is that they require one additional ADC for
signal recovery [18].

In addition, prior to the signal recovery, the Rx has to track
the polarization rotation in the course of transmission in the
fiber. The rotation is normally represented by a 3 × 3 rotation
matrix (RM) in the Stokes-space. So, the next operation is the
acquisition of 3 × 3 SV channel RM and subsequent rotation
of the SV at the Rx in accordance with those at the Tx [78].
The entailed operation is comprehensively presented in Section
VII-A.

D. Optical SSBN Mitigation

As aforementioned, the DD TRxs performance is severely
degraded by the SSBN penalty that is owing to the square-
law photodetection. To address this, DSP-based linearization
techniques that facilitate a narrow (or zero) spectral guard-
band employment have been presented. In addition to their
ability for addressing the SSBN penalty, they are also capable
of enhancing the SE with a low-optical hardware complexity
[33]. Besides, in addition to the Rx sensitivity that can be well-
improved, the robustness to the PMD and the phase noise can
be enhanced as well [175].

As illustrated in Fig. 13, the linearization schemes are
majorly based on using an optical ASE filter for removing
the dominating noise. Then, the received signal can be split
into two branches through a 1×2 optical coupler. One section
(the upper branch) is fed directly to the PD for generating both
the SSBN and desired data sideband. Likewise, in the lower
branch, a carrier suppression filter (CSF) can be employed to
suppress the optical carrier which brings about just the SSBN
after the PD. Therefore, the outputs of the two branches can be
subtracted to achieve the desired signal. It should be noted that
apart from the ability of the linearization schemes to remove
the SSBN, they are also capable of alleviating the beat noise
power effect. This subsequently results in an enhanced Rx
sensitivity [33], [175].

In addition, the optical transmission systems for short-to-
medium-reach applications can extend from quite a few tens
to a small number of hundred kilometers. Consequently, dis-
persion compensation is highly imperative in such links [178].
Also, it has been observed that digital compensation of the
fiber link dispersion is highly desirable due to the associated
cost and complexity motives. Unlike the optical compensation
scheme such as a dispersion compensating fiber (DCF), digital
compensation scheme is known as an EDC [217], [233]–
[236]. Also, apart from its potential of being implemented
effectively with a suitable performance at the Tx, it can also
be employed at the Rx. The Tx-based EDC (Tx-EDC) can
be realized by means of a complex modulator [58], [237].
Nonetheless, the nonlinearity due to square-law photodetection
is one of the notable impairments of the Rx-based EDC (Rx-
EDC) DD systems. This limitation can be addressed with
the aid of optical SSB signaling. The implementation aims at
maintaining the optical signal phase waveform in the electrical
domain after detection, to ensure an Rx-EDC employment
[58].

Nevertheless, when SSB signaling and Rx-EDC are em-
ployed, the limiting factor to the system performance is the
SSBN which is as a result of the square-law detection. Simi-
larly, with SSB OFDM and Nyquist-SCM implementations,
dispersion is usually compensated either by employing a
Tx-EDC or by appending cyclic prefix (CP) for dispersion
tolerance. Nonetheless, the expense of the implementations
can be an increase in system complexity. This is owing
to the prerequisite knowledge of the cumulative dispersion
of the link at the Tx that necessitates feedback from the
Rx. Besides, another notable drawback that is as a result
of the employed CP is the reduction in the achievable SE.
Furthermore, implementation of the Tx-EDC can also result
in an increase in the PAPR. This can eventually bring about
modulation nonlinearities and larger quantization noise by
DACs [58].

In addition, effective linearization schemes can be employed
for performing linear optical effects (dispersion) compensation
at the Rx. This can offer comparable performance to the sys-
tems with pre-compensation [11]. Also, based on the current
development of digital linearization techniques, it is possi-
ble to prevent the nonlinear SSBN distortion or compensate
for it partially [58]. In the following subsection, the SSBN
mitigation concepts, focusing on the performance of Tx-EDC
and Rx-EDC systems are considered. In this context, their
performance in conjunction with different Rx-based digital
linearization methods is discussed.

E. EDC and SSBN Cancellation

The performance of the Tx-EDC and Rx-EDC systems
in conjunction with linearization methods can be analyzed
by considering Fig. 14. The Tx-EDC implementation is de-
picted in Fig. 14(a) while that of the Rx-EDC system is
illustrated in Fig. 14(b). In the Tx-EDC scheme, the SSB
signal E0(n) is generated at the Tx and modulation DSP
is implemented. Then, for CD compensation, the Tx-EDC,(
H−1CD(•)

)
, is accomplished via signal pre-distortion [58],

OF

∗

∗SC
N

Figure 2.6: SSBN cancellation Rx. OF ∶ optical filter, CSF ∶ carrier suppression filter, N ∶ signal-
signal beat noise, SC∗: signal-carrier beating, S ∶ sideband signal

2.3.2 Optical Signal to Signal Beating Noise (SSBN) Mitigation

As aforementioned, the DD transceivers performance is severely degraded by the SSBN
penalty that is owing to the square-law photodetection. As illustrated in Fig. 2.6, the
SSBN mitigation schemes are majorly based on using an optical amplified spontaneous emis-
sion (ASE) filter for removing the dominating noise. Then, the received signal can be split into
two branches through a 1x2 optical coupler. One section (the upper branch) is fed directly
to the photodetector for generating both the SSBN and desired data sideband. Likewise, in
the lower branch, a carrier suppression filter (CSF) can be employed to suppress the optical
carrier which brings about just the SSBN after the photodetector. Therefore, the outputs of
the two branches can be subtracted to achieve the desired signal. It should be noted that
apart from the ability of the linearization schemes to remove the SSBN, they are also ca-
pable of alleviating the beat noise power effect. This subsequently results in an enhanced
Rx sensitivity [58], [81]. In addition, the optical transmission systems for short-to-medium-
reach applications can extend from quite a few tens to a small number of hundred kilometers.
Consequently, dispersion compensation is highly imperative in such links [82]. Also, it has
been observed that digital compensation of the fiber link dispersion is highly desirable due
to the associated cost and complexity motives. Unlike the optical compensation scheme such
as a dispersion compensating fiber (DCF), the digital compensation scheme is known as an
electronic dispersion compensation (EDC) [83] [83]–[86].

In addition, effective linearization schemes can be employed for performing linear optical ef-
fects (dispersion) compensation at the Rx. This can offer comparable performance to the
systems with pre-compensation [49]. Also, based on the current development of digital lin-
earization techniques, it is possible to prevent the nonlinear SSBN distortion or compensate
for it partially [1]. In the following subsection, the SSBN mitigation concepts, focusing on
the performance of transmitter electronic dispersion compensation (Tx-EDC) and receiver
electronic dispersion compensation (Rx-EDC) systems are considered. In this context, their
performance in conjunction with different Rx-based digital linearization methods is discussed.
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Fig. 14: Direct-detection scheme with (a) Tx-EDC and (b) Rx-
EDC, together with SSBN cancellation (adapted from [58]).

[237]. The optical carrier, Ecarrier, is subsequently inserted
by means of an IQM in the process of E/O conversion.
Consequently, the normalized DSB signal, VDDi(n), after the
square-law detection for the Tx-EDC and Rx-EDC systems,
can be expressed respectively as [58]

VDD1 (n) =
∣∣HCD

(
Ecarrier +H−1CD (E0 (n))

)∣∣2

=E2
carrier + 2< [Ecarrier · E0 (n)] + |E0 (n)|2,

(2a)

VDD2 (n) =E2
carrier + 2< [Ecarrier ·HCD (E0 (n))]

+ |HCD (E0 (n))|2,
(2b)

where the first and second terms in the right-hand side of eq.
(2a) represent the DC and the desired carrier-signal beating
products, respectively, and the third term denotes the SSBN.

A close comparison between eq. (2a) and eq. (2b) reveals
that the second and the third terms of eq. (2b) are the products
of the beating between the dispersed signal with the optical
carrier and with itself, respectively. It is noteworthy that the
implementation of the Rx-EDC scheme without linearizing
the Rx will result in the inability of the Rx-EDC scheme
to recover the undispersed signal accurately. This limitation
will be due to the frequency-dependent phase rotation of the
SSBN terms, H−1CD(|HCD(E0(n))|2), which is owing to the
dispersion. Based on this, the Rx-EDC performance will be
hindered considerably compared with that of the Tx-EDC
scheme.

Moreover, supposing that the third term of both eq. (2a)
and eq. (2b) can be removed entirely with the implementation
of the SSBN compensation scheme, then, the received signal,
VRxi(n), prior to the demodulation DSP block, for the Tx-
EDC and the Rx-EDC systems, can be defined respectively as
[58]

VRx1 (n) ≈ E2
carrier + 2< [Ecarrier · E0 (n)] . (3a)

VRx2 (n) ≈ H−1CD
(
E2

carrier + 2Re [Ecarrier ·HCD (E0 (n))]
)

≈ E2
carrier + 2Re [Ecarrier · E0 (n)] .

(3b)

The similarity between eq. (3a) and eq. (3b) implies that
the Rx-EDC can realize comparable performance to that of
Tx-EDC on condition that the beating interference term is
well-suppressed. Based on this, it can be inferred that the Rx-
EDC performance is subject to the attained linearization and
the efficiency of the employed compensation scheme [58]. In
the following subsections, we discuss a number of Rx-based
digital linearization techniques and the associated IC schemes.

1) Single-Stage Linearization Filter Approach: The Rx
DSP configuration that is based on a single-stage linearization
filter (SSLF) and Rx-EDC is illustrated in Fig. 15(a). In the
SSLF block, a digital SSB signal is acquired from the detected
electrical DSB signal by means of a sideband filter (SF) [58].
Also, in this scheme, the SSBN terms are treated as a per-
turbation to the signal [33]. Then, the SSBN terms waveform
approximation is estimated in accordance with the SSB signal
and subtracted from the SSB signal that has been filtered. This
process helps in partial compensation of the SSBN [60]. So,
the performance difference between Tx-EDC and Rx-EDC can
be reduced with the implementation. Moreover, for both EDC
schemes, the transmission performance over a range of launch
powers can be enhanced. A notable benefit of this scheme
is the offered DSP structure that is very simple, resulting
in a significantly low-DSP complexity implementation [58].
Besides, in view of the fact that the SSBN terms calculation
is being realized right from the detected signal, as opposed
to its reconstruction based on the symbol decisions as usually
done in the SSBN estimation and cancellation algorithm, it
reduces the DSP complexity considerably. Besides, it averts
the requirement for a precise symbol decision making in the
course of the beating terms reconstruction [33]. Nevertheless,
since the SSBN terms estimation is in line with the received
distorted signal, extra beating interference is being presented
by the scheme. This considerably limits the compensation
performance [58].

2) Two-Stage Linearization Filter Approach: The SSLF
approach can be improved by adopting a two-stage lineariza-
tion filter and Rx-EDC in the Rx DSP design as depicted
in Fig. 15(b). The main limitation of the SSLF approach is
the introduced beating interference that is largely the signal-
SSBN beating products. This issue can be addressed by
employing another linearization stage in addition to a stage
being employed in the SSLF approach. This will facilitate
the elimination of the unwanted beating interference that
emanates from the first linearization stage [238]. Therefore,
the second-stage helps further in improving the compensation
gain. Furthermore, it can help the Rx-EDC in having an en-
hanced BER performance and transmission performance that
are comparable to that of the Tx-EDC. The small difference
that could occur between the BER Rx-EDC and Tx-EDC
can be attributed to the uncompensated residual beating terms
being caused by the linearization filter in the second-stage
[58].

3) Iterative Linearization Filter Approach: Another viable
solution for improving the Rx DSP performance is the iterative
linearization filter and Rx-EDC implementation. The iterative
linearization filter scheme can further help in enhancing the
SSLF and two-stage linearization filter performance. In this
approach, the detected signal waveform is initially stored in
the memory as illustrated in Fig. 15(c). Subsequently, the
SSBN is determined according to the sideband-filtered signal.
Then, the resulting signal can be subtracted from the stored
signal waveform so as to alleviate the SSBN [98], [99]. The
procedure will then be iterated several times with the intention
of accomplishing a maximum compensation gain. Also, based
on the iterative linearization filter, an identical BER perfor-

(a)

Rx DSP

(b)

Figure 2.7: Direct-detection scheme with (a) Tx-EDC and (b) Rx-EDC, together with SSBN can-
cellation (adapted from [1]).

2.3.3 Electronic Dispersion Compensation (EDC) and SSBN Cancellation

The performance of the Tx-EDC and Rx-EDC systems in conjunction with linearization
methods can be analyzed by considering Fig. 2.7. The Tx-EDC implementation is depicted
in Fig. 2.7(a) while that of the Rx-EDC system is illustrated in Fig. 2.7(b). In the Tx-EDC
scheme, the SSB signal E0(n) is generated at the Tx and modulation DSP is implemented.
Then, for CD compensation, the Tx-EDC, H−1CD , is accomplished via signal pre-distortion
[1], [87]. The optical carrier, Ecarrier, is subsequently inserted by means of an IQM in the
process of electrical to optical (E/O) conversion. Consequently, the normalized DSB sig-
nal, VDDi(n), after the square-law detection for the Tx-EDC and Rx-EDC systems, can be
expressed respectively as [1],

VDD1(n) = ∣HCD(Ecarrier +H
−1
CD(Eo(n)))∣

2

= E2
carrier + 2R[Ecarrier ⋅Eo(n)] + ∣Eo(n)∣

2
(2.1)

VDD1(n) = E
2
carrier + 2R[Ecarrier ⋅HCD(Eo(n))] + ∣HCD(Eo(n))∣

2 (2.2)

where the first and second terms in the right-hand side of Eq. 2.1 represents the DC and the
desired carrier-signal beating products, respectively, and the third term denotes the SSBN. A
close comparison between Eq. 2.1 and Eq. 2.2 reveals that the second and the third terms of
Eq. 2.2 are the products of the beating between the dispersed signal with the optical carrier
and with itself, respectively. It is noteworthy that the implementation of the Rx-EDC scheme
without linearizing the Rx will result in the inability of the Rx-EDC scheme to recover the
undispersed signal accurately. This limitation will be due to the frequency-dependent phase
rotation of the SSBN terms, H−1CD(∣HCD(E0(n))∣

2), which is owing to the dispersion. Based
on this, the Rx-EDC performance will be hindered considerably compared with that of the
Tx-EDC scheme. Moreover, supposing that the third term of both Eq. 2.1 and Eq. 2.2
can be removed entirely with the implementation of the SSBN compensation scheme, then,
the received signal, VRxi(n), prior to the demodulation DSP block, for the Tx-EDC and the
Rx-EDC systems, can be defined respectively as [1]

VDD1(n) ≈ E
2
carrier + 2R[Ecarrier ⋅Eo(n)] (2.3)

VDD1(n) ≈H
−1
CD(E

2
carrier + 2R[Ecarrier ⋅HCD(E0(n))])

≈ E2
carrier + 2R[Ecarrier ⋅Eo(n)]

(2.4)
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Fig. 15: Rx-EDC and Rx-DSP with (a) single-stage linearization filter, (b) two-stage linearization filter, (c) iterative linearization
filter, (d) SSBN estimation and cancellation, and (e) Kramers-Kronig algorithm. SF: Sideband filter, η(•): Scaling parameter
that controls the compensation gain for the related stage (adapted from [33], [47], [58], [59], [87], [95], [98]–[100]).

mance can be realized with Rx-EDC and Tx-EDC. Although
significant compensation performance improvement can be
offered by the scheme, it presents additional DSP complexity
compared to the single- and two-stage linearization filters
methods. This can be mainly attributed to the required multiple
iterations [58], [177]. Besides significant latency that can be
incurred, the associated iterations can considerably increase
the DSP power consumption [91]. One means of addressing
this is by combining a tunable frequency gap between the data
sideband and the optical carrier. This will help in alleviating

the estimating burden of the iterative detection and flexibly
improved the system performance within reasonable iterations
[177]. However, this could be at the expense of SE.

4) SSBN Estimation and Cancellation Approach: The Rx
DSP that comprises the SSBN estimation and cancellation
technique in addition to the Rx-EDC is depicted in Fig. 15(d).
The SSBN estimation and cancellation technique presents
compensation performance that is comparable to that of the
iterative SSBN cancellation scheme. Unlike the iterative SSBN
cancellation scheme, the need for multiple symbol decision-

Figure 2.8: Single-stage linearization filter. SF: Sideband filter; η(●) ∶ Scaling parameter that
controls the compensation gain (adapted from [58], [51], [1], [88],[61], [74],[89]–[91].

36

Demod
DSPS

Detected 
Signal

TIA ADC

½·½2

SF CD-1(·)

Single-stage linearization

Data 
output

PD

S

Detected 
Signal

½·½2

SF

1st stage

(a)

SF

SF ½·½2

(·)*
´

2nd stage

Â[·]
Scaling
(h2)

Scaling
(h1)

S

Scaling
(h1)

Demod
DSP

CD-1(·)

Data 
output

(b)

Demod
DSPSDetected 

Signal
½·½2

SF CD-1(·)

Iterative ´ N
Data 

output

(c)

Scaling
(h1)

Memory

S

Detected 
Signal

½·½2

SF CD-1(·)

(d)

Scaling
(h1)

1st stage

Demod
DSP

DecisionMod
DSP

CD(·)½·½2Synchronization & 
amplitude scaling

Demod
DSP

CD-1(·)

Data 
output

SSBN estimation & cancellation

S

Memory

Detected 
Signal

Ö(·)

Kramers-Kronig scheme

ln(½·½) IFFT ´

IFFTexp{i(·)}´Demod
DSP

CD-1(·)

Data 
output Down-

sampling

i*sign(w)

Up-
sampling

(e)

Fig. 15: Rx-EDC and Rx-DSP with (a) single-stage linearization filter, (b) two-stage linearization filter, (c) iterative linearization
filter, (d) SSBN estimation and cancellation, and (e) Kramers-Kronig algorithm. SF: Sideband filter, η(•): Scaling parameter
that controls the compensation gain for the related stage (adapted from [33], [47], [58], [59], [87], [95], [98]–[100]).

mance can be realized with Rx-EDC and Tx-EDC. Although
significant compensation performance improvement can be
offered by the scheme, it presents additional DSP complexity
compared to the single- and two-stage linearization filters
methods. This can be mainly attributed to the required multiple
iterations [58], [177]. Besides significant latency that can be
incurred, the associated iterations can considerably increase
the DSP power consumption [91]. One means of addressing
this is by combining a tunable frequency gap between the data
sideband and the optical carrier. This will help in alleviating

the estimating burden of the iterative detection and flexibly
improved the system performance within reasonable iterations
[177]. However, this could be at the expense of SE.

4) SSBN Estimation and Cancellation Approach: The Rx
DSP that comprises the SSBN estimation and cancellation
technique in addition to the Rx-EDC is depicted in Fig. 15(d).
The SSBN estimation and cancellation technique presents
compensation performance that is comparable to that of the
iterative SSBN cancellation scheme. Unlike the iterative SSBN
cancellation scheme, the need for multiple symbol decision-

Figure 2.9: Two-stage linearization filter. SF: Sideband filter; η(●) ∶ Scaling parameter that controls
the compensation gain (adapted from [58], [51], [1],[61], [88],[74], [89]–[91]).

The similarity between Eq. 2.3 and Eq. 2.4 implies that the Rx-EDC can realize comparable
performance to that of Tx-EDC on condition that the beating interference term is well-
suppressed. In the following subsections, we discuss a number of Rx-based digital linearization
techniques and the associated interference cancellation (IC) schemes.

2.3.3.1 Single-Stage Linearization Filter Approach

The Rx DSP configuration that is based on a single-stage linearization filter (SSLF) and
Rx-EDC is illustrated in Fig. 2.8. In the SSLF block, a digital SSB signal is acquired from
the detected electrical DSB signal by means of a sideband filter (SF) [1]. Also, in this scheme,
the SSBN terms are treated as a perturbation to the signal [58]. Then, the SSBN terms
waveform approximation is estimated in accordance with the SSB signal and subtracted from
the SSB signal that has been filtered. This process helps in partial compensation of the
SSBN [92]. So, the performance difference between Tx-EDC and Rx-EDC can be reduced
with the implementation. Nevertheless, since the SSBN terms estimation is in line with the
received distorted signal, extra beating interference is being presented by the scheme. This
considerably limits the compensation performance [1].

2.3.3.2 Two-Stage Linearization Filter Approach

The SSLF approach can be improved by adopting a two-stage linearization filter and Rx-EDC
in the Rx DSP design as depicted in Fig. 2.9. The main limitation of the SSLF approach is
the introduced beating interference that is primarily the signal-SSBN beating products. This
issue can be addressed by employing another linearization stage in addition to a stage being
employed in the SSLF approach. This will facilitate the elimination of the unwanted beating
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Fig. 15: Rx-EDC and Rx-DSP with (a) single-stage linearization filter, (b) two-stage linearization filter, (c) iterative linearization
filter, (d) SSBN estimation and cancellation, and (e) Kramers-Kronig algorithm. SF: Sideband filter, η(•): Scaling parameter
that controls the compensation gain for the related stage (adapted from [33], [47], [58], [59], [87], [95], [98]–[100]).

mance can be realized with Rx-EDC and Tx-EDC. Although
significant compensation performance improvement can be
offered by the scheme, it presents additional DSP complexity
compared to the single- and two-stage linearization filters
methods. This can be mainly attributed to the required multiple
iterations [58], [177]. Besides significant latency that can be
incurred, the associated iterations can considerably increase
the DSP power consumption [91]. One means of addressing
this is by combining a tunable frequency gap between the data
sideband and the optical carrier. This will help in alleviating

the estimating burden of the iterative detection and flexibly
improved the system performance within reasonable iterations
[177]. However, this could be at the expense of SE.

4) SSBN Estimation and Cancellation Approach: The Rx
DSP that comprises the SSBN estimation and cancellation
technique in addition to the Rx-EDC is depicted in Fig. 15(d).
The SSBN estimation and cancellation technique presents
compensation performance that is comparable to that of the
iterative SSBN cancellation scheme. Unlike the iterative SSBN
cancellation scheme, the need for multiple symbol decision-

Figure 2.10: Iterative linearization filter.SF: Sideband filter; η(●) ∶ Scaling parameter that controls
the compensation gain (adapted from [58], [51], [1], [88],[61],[76],[89]–[91]).
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Fig. 15: Rx-EDC and Rx-DSP with (a) single-stage linearization filter, (b) two-stage linearization filter, (c) iterative linearization
filter, (d) SSBN estimation and cancellation, and (e) Kramers-Kronig algorithm. SF: Sideband filter, η(•): Scaling parameter
that controls the compensation gain for the related stage (adapted from [33], [47], [58], [59], [87], [95], [98]–[100]).

mance can be realized with Rx-EDC and Tx-EDC. Although
significant compensation performance improvement can be
offered by the scheme, it presents additional DSP complexity
compared to the single- and two-stage linearization filters
methods. This can be mainly attributed to the required multiple
iterations [58], [177]. Besides significant latency that can be
incurred, the associated iterations can considerably increase
the DSP power consumption [91]. One means of addressing
this is by combining a tunable frequency gap between the data
sideband and the optical carrier. This will help in alleviating

the estimating burden of the iterative detection and flexibly
improved the system performance within reasonable iterations
[177]. However, this could be at the expense of SE.

4) SSBN Estimation and Cancellation Approach: The Rx
DSP that comprises the SSBN estimation and cancellation
technique in addition to the Rx-EDC is depicted in Fig. 15(d).
The SSBN estimation and cancellation technique presents
compensation performance that is comparable to that of the
iterative SSBN cancellation scheme. Unlike the iterative SSBN
cancellation scheme, the need for multiple symbol decision-

Figure 2.11: SSBN estimation and cancellation. SF: Sideband filter; η(●) ∶ Scaling parameter that
controls the compensation gain (adapted from [58], [51],[1], [88][61],[74], [89]–[91]).

interference that emanates from the first linearization stage [93]. Therefore, the second-stage
helps further in improving the compensation gain. Furthermore, it can help the Rx-EDC in
having an enhanced bit error rate (BER) performance and transmission performance that is
comparable to that of the Tx-EDC.

2.3.3.3 Iterative Linearization Filter Approach

Another viable solution for improving the Rx DSP performance is the iterative linearization
filter and Rx-EDC implementation. The iterative linearization filter scheme can further help
in enhancing the SSLF and two-stage linearization filter performance. In this approach, the
detected signal waveform is initially stored in the memory as illustrated in Fig. 2.10. Subse-
quently, the SSBN is determined according to the sideband-filtered signal. Then, the resulting
signal can be subtracted from the stored signal waveform so as to alleviate the SSBN [89],
[90]. The procedure will then be iterated several times with the intention of accomplishing a
maximum compensation gain. Besides significant latency that can be incurred, the associated
iterations can considerably increase the DSP power consumption [94].

2.3.3.4 SSBN Estimation and Cancellation Approach

The Rx DSP that comprises the SSBN estimation and cancellation technique in addition to the
Rx-EDC is depicted in Fig. 2.11. Unlike the iterative SSBN cancellation scheme, the need
for multiple symbol decision based SSBN reconstruction procedures that demand multiple
IFFT/FFT pairs is prevented. Also, the scheme entails having two replicas of the detected
signal. A copy is stored in the memory while the other is sent to an SSLF that offers partial
elimination of the SSBN terms. Then, a non-iterative SSBN estimation and cancellation
is executed to construct an approximation of the SSBN. Subsequently, the resulting signal
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that controls the compensation gain for the related stage (adapted from [33], [47], [58], [59], [87], [95], [98]–[100]).

mance can be realized with Rx-EDC and Tx-EDC. Although
significant compensation performance improvement can be
offered by the scheme, it presents additional DSP complexity
compared to the single- and two-stage linearization filters
methods. This can be mainly attributed to the required multiple
iterations [58], [177]. Besides significant latency that can be
incurred, the associated iterations can considerably increase
the DSP power consumption [91]. One means of addressing
this is by combining a tunable frequency gap between the data
sideband and the optical carrier. This will help in alleviating

the estimating burden of the iterative detection and flexibly
improved the system performance within reasonable iterations
[177]. However, this could be at the expense of SE.

4) SSBN Estimation and Cancellation Approach: The Rx
DSP that comprises the SSBN estimation and cancellation
technique in addition to the Rx-EDC is depicted in Fig. 15(d).
The SSBN estimation and cancellation technique presents
compensation performance that is comparable to that of the
iterative SSBN cancellation scheme. Unlike the iterative SSBN
cancellation scheme, the need for multiple symbol decision-

Figure 2.12: Kramers-Kronig algorithm

is subtracted from the signal waveform that is being stored in the memory [1], [91]. It is
noteworthy that no additional unwanted beating product is presented by the scheme, as
usual in the case of the linearization filtering schemes. Consequently, the SSBN estimation
and cancellation scheme presents an improved compensation gain in particular, at the higher
OSNR values. Nonetheless, the dependency on the symbol decision accuracy is the main
limitation of the SSBN estimation and cancellation. This limitation results in performance
degradation at lower OSNR levels [1].

2.3.3.5 Kramers-Kronig Approach

The Rx DSP that exploits the Kramers-Kronig (KK) algorithm and Rx-EDC is shown in
Fig. 2.12. Rather than considering SSBN terms as a perturbation that should be eliminated
as in the case of other linearization approaches, the KK algorithm reconstructs the optical
phase of the transmitted SSB signal based on its detected intensity [58]. This is possible
because the KK scheme is based on the minimum phase signal property (comprehensively
discussed in chapter 3). To satisfy the minimum-phase condition, an amplitude that is larger
(stronger) than that of the signal is demanded by the optical carrier [58], [95]. In this context,
the optical phase of a minimum-phase transmitted signal can be digitally reconstructed from
the measurement of its optical envelope [49],[96]–[98]. So, with the KK relation, the trans-
mitted signal phase can be linked to its intensity. However, violation of the minimum-phase
condition brings about distortions in the recovered phase waveform [62]. Compared to the
other concurrent techniques, the KK coherent transceiver exhibits better accuracy in the field
recovery.

Open Issues:

SSB methods have been explored to obtain amplitude and phase information using DD.
However, they tend to suffer a strong penalty due to SSBN. More recently, a minimum
phase signal based KK receiver has been proposed which significantly reduces the impact
of SSBN. However, the nonlinear operations in the KK algorithm demand the DSP to be
operated much faster than Nyquist sampling rate to accommodate spectral broadening. To
reduce the sampling rate, some approximations can be used in-place of nonlinear operations.
Nevertheless, those approximations tend to require higher tone powers which result in the
receiver sensitivity penalty. Therefore, the need is to address sampling-rate and high tone
power requirements of the KK methods!
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2.4 Final Remarks

This chapter presents comprehensive tutorials on the main requirements, technologies, archi-
tectures, and the associated challenges of different transceiver systems considering short-reach
applications. Besides, different advancements in modulation formats, devices, and digital sig-
nal processing algorithms capable of facilitating 100 Gb/s and beyond per wavelength have
been broadly reviewed. Also, a set of SCOH schemes have been well-reviewed and comprehen-
sively compared. The SCOH schemes are opening up new prospects for ultra-high-capacity
transceivers. It presents remarkable advantages beyond the conventional intensity modula-
tion with direct detection while maintaining the simplicity and salient cost-efficiency for short
and medium-reach applications. The offered benefits are a result of the exploited advantages
of the cost-effective and simplified intensity modulation with direct detection and the high
sensitivity and complex modulation format that enabled sophisticated coherent systems.

Moreover, specific related open-ended issues have been presented, and the proffered potential
solutions are well-examined. It can be established that based on the promising and signifi-
cant progress, there is considerable prospect towards high-speed optical transceivers that are
capable of fulfilling the current and future requirements. This can be attributed to the fact
that the SCOH schemes aim to bridge the performance gaps between the conventional COH
and IM-DD schemes.

33



References
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Chapter 3

DC-Value Method

In the previous Chapter 2, we discussed state of the art short-reach systems with their
enabling technologies and standards with the main focus on the short-reach optical links such
as metro and access networks and datacenter networks (DCNs). Single sideband (SSB) trans-
mission systems play a vital role in short-reach optical networks, however, their performance
is limited by the signal-to-signal beating noise (SSBN). Several solutions are proposed to
address the SSBN issue, however, they tend to suffer either local minimum convergence, high
sampling-rate requirement, and sensitivity penalty problems.

In this chapter, a novel DC-Value method is proposed to reconstruct the missing phase infor-
mation in the direct-detection (DD) optical communication system. The proposed method
effectively alleviates the SSBN and its working principle is based on the reception of a mini-
mum phase signal.

Section 3.1 presents an introduction about the minimum phase signal, the Kramers-Kronig
(KK) algorithm, and the associated challenges to its implementation. In section 3.2, the
proposed DC-Value method is explained in detail to recover the phase information of the
signal from its magnitude information though necessary and sufficient conditions discussed in
section 3.1. In section 3.3, the performance assessment of the proposed DC-Value method is
carried out for the different modulation formats without noise. In section 3.4, the proposed
method is analyzed in the presence of noise and compared results with the other state of the
art phase reconstruction methods. Finally, section 3.5 presents the concluding remarks.

3.1 Introduction

This section describes the process of converting complex information signal into the minimum
phase signal. In the subsequent sections, the KK and upsampling free KK methods are
discussed. Finally, the implementation challenges of the KK algorithms are summarized.

3.1.1 Minimum Phase Signal

By definition, the minimum phase signal is a complex signal whose real and imaginary parts
are Hilbert pairs of each other and the real part is non-negative. To understand the character-
istics of the minimum phase signal, we start with the explanation of converting non-analytic
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bandlimited complex information signal Es(t) into minimum phase incoming signal E(t). Let
us define Es(t) as a complex envelop of the band-limited information carrying signal confined
within a bandwidth B. If the signal Es(t) is not an analytic signal then it can be made so
by appropriate frequency translations. That is,

Essb(t) = Es(t)e
iωBt (3.1)

where, Essb(t) represents the analytical signal for ωB ≥ πB. The analytical signal possesses
single sideband (SSB) property and its real and imaginary parts are related by Hilbert trans-
form relation,

Essb,i(t) =H{Essb,r(t)} (3.2)

Essb,r(t) = −H{Essb,i(t)} (3.3)

where, H{●} represents the Hilbert transformation, and Essb,r(t) and Essb,i(t) are real and
imaginary parts of Essb(t), respectively. The analytical continuation of the signal Essb(t) in
the upper half of the complex z plane with z = t+iτ does not include any singularity for τ ≥ 0.
From the definition of the inverse Fourier transform,

Essb(z) =
1

2π
∫

∞

−∞

Ẽssb(ω) e
iωz dω (3.4)

where, Ẽssb(ω) represents the Fourier transform of Essb(t). From the single sideband property
of the analytic signal, we can write (3.4) as,

Essb(z) =
1

2π
∫

∞

0
Ẽssb(ω) e

iωz dω (3.5)

and substituting the value of z,

Essb(z) =
1

2π
∫

∞

0
[Ẽssb(ω) e

−ωτ
] eiωt dω (3.6)

That is, (3.6) will converge for any ω and τ ≥ 0. From (3.6), it is evident that analyticity
follows from the single sideband nature of the Ẽssb(ω), and single sideband can be obtained
if the real and imaginary parts are related by Hilbert transform.

Necessary and sufficient condition for the minimum phase

The converse relationship also holds such that the real and imaginary parts will be a Hilbert
pair if the signal is analytic and it vanishes at z →∞ with τ ≥ 0. Applying logarithmic to the
signal Essb(t),

ln{Essb(t)} = ln{∣Essb(t)∣} + iϕ(t) (3.7)

where ϕ(t) is the phase information in radians. From the definition, if signal Essb(t) satisfies
the minimum phase condition then the real and imaginary parts of (3.7) are related by Hilbert
transform,

ϕ(t) =H{ln∣Essb(t)∣} (3.8)

Essb(t) = ∣Essb(t)∣e
iH{ln∣Essb(t)∣} (3.9)

Equation (3.9) is legitimate if it obeys the following conditions, (i) the function ln{Essb(z)}
must be analytic in the upper half of complex z plane, and (ii) ln{Essb(z)} must vanish when
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z →∞ and τ ≥ 0. From the convergence property of the logarithmic, the function ln{Essb(z)}
will be free from singularities if it does not possess zeros in the upper half of the complex
z plane. This requirement can be fulfilled if a constant ∣Eo∣ is added to the real part of the
complex signal which ensures the non-negativity of the signal. Therefore, the revamped signal
whose logarithm is analytic in the upper half of the complex z plane can be given as,

E(t) = ∣Eo∣ +Essb(t) (3.10)

where ∣Eo∣ > ∣Essb(t)∣ and E(t) is called a minimum phase signal. The second constrain
requires that the signal must vanish at the extremities of the upper half of the complex z
plane. The proof of the second constraint can be viewed from the (3.10) as,

E(z) = ∣Eo∣[1 +
Essb(z)

∣Eo∣
] (3.11)

As E(z) is stable (Fourier transformable), we can apply the initial value theorem,

ln{Ẽ(0)} = lim
z→∞

ln{E(z)} = ln{∣Eo∣}, for τ ≥ 0. (3.12)

therefore,

lim
z→∞

ln[
E(z)

∣Eo∣
] = 0, for τ ≥ 0. (3.13)

Therefore, the necessary and sufficient condition for the E(t) to be minimum phase is that
Ẽ(ω) be SSB i.e. Ẽ(ω) = 0 for ω < 0 and Ẽ(0) = ∣Eo∣. These conditions of the minimum
phase signal can be used to develop the DC-Value algorithm (discussed in section 3.2) to
reconstruct the minimum phase signal from its magnitude information.

3.1.2 Kramers-Kronig (KK) Method

As discussed earlier, the minimum phase condition of the signal implies that log-magnitude
and phase are related by the Hilbert transform (commonly referred to as KK relation), and
this requirement can be full filled by adding a constant DC value in the SSB complex signal [1].
Therefore, for a minimum-phase optical SSB signal, the phase information can be retrieved
from its intensity by the KK relation. In the following subsections, the conventional KK
algorithm, as well as the modified alternatives, are discussed.

3.1.2.1 Conventional KK Method

A typical block diagram of the conventional KK scheme is depicted in Fig. 3.1. A complex
optical data Es(t) e

iωst is superimposed on a co-polarized reference optical carrier Eo eiωEo t

with a real-valued amplitude Eo at the transmitter (Tx). In this regards, an optical signal,
E(t) = (Eo + Es(t)e

iωZt)eiωEo t, impinges on the DD receiver (Rx), where ωZ = ωs − ωEo .
In addition, the KK concept is based on the application of Hilbert transform to an analytic
signal with known amplitude information only, in order to determine the corresponding phase.
Moreover, if the spectrum of the signal, Essb(t) = Es(t)e

iωZt, does not extend to negative
frequencies, then it is analytic. Also, in accordance with the KK concept, the carrier has
to be sufficiently large to fulfill the minimum-phase condition (i.e. ∣Es(t)∣ < Eo) with a
reasonably high degree of confidence. In reality, this indicates that the carrier to signal power
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Figure 3.1: KK algorithm.

ratio (CSPR) must be larger than the signal peak to average power ratio (PAPR) to ensure
an accurate digital signal processing (DSP)-based phase retrieval. It is noteworthy that an
unlimited number of higher harmonics will be generated due to the associated nonlinearities
of the operation in the KK algorithm. So, before executing the nonlinear operations, output
data of the analog to digital converter (ADC) has to be sufficiently upsampled to inhibit
aliasing errors [2]–[6]. The conventional KK algorithm retrieves the phase information from
the intensity information via the Hilbert transform as follows,

ϕ(t) =H{ln
√
I(t)} (3.14)

where ln(●) and H{●} denote the natural logarithm operation and Hilbert transformation,
respectively. Consequently, the recovered electrical field can be written as,

E(t) =
√
I(t) eiϕ(t) = ∣Eo∣ +Es(t) e

iωZt (3.15)

The next process is the removal of the reference carrier. Also, the subsequent signal can then
be shifted from the intermediate frequency, ωZ , to the baseband. Subsequently, the recovered
complex data signal can be written as,

Es(t) = [
√
i(t) eiϕ(t) − ∣Eo∣]e

−iωZt (3.16)

Moreover, digital downsampling can also be implemented and further DSP like electrical
equalization, carrier recovery, and demodulation process, etc. are applied in a similar fashion
like tradition coherent (COH) receiver. In the following subsection, we discuss a number of
modifications employed to get rid of the digital upsampling process in the conventional KK
algorithm.

3.1.2.2 Upsampling Free KK Method

As aforementioned, the spectral broadening is as a result of nonlinear operations and a vi-
able solution has to find a way of getting around their execution. This can be achieved by
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Figure 3.2: Upsampling free KK algorithm. ∣Eo∣ ∶ Carrier amplitude

exploiting a DSP algorithm with digital upsampling free [7]. For instance, suitable mathe-
matical approximations can be employed to get around the associated nonlinear operations
of the conventional KK algorithm. In this context, see Fig. 3.2, the square root of I(t)
can be approximated to second-order binomial expansion. Furthermore, by exploiting the
minimum-phase condition, the phase of the signal can also be approximated [4], [5]. Besides,
the function, ln

√
I(t), can as well be approximated based on the second-order Taylor’s ex-

pansion [4], [5]. Besides, the logarithm function that can be approximated, the exponential
function can also be eliminated through the Cartesian form representation of the complex
signal [3]. Thus, the real part of the signal can be expressed as [5],

∣Eo∣ +Es(t) ≊
√
I(t) −

∣Eo∣

2
{H[2

√
I(t)

∣Eo∣
−
1

2

I(t)

∣Eo∣
2
]}

2

(3.17)

It should be noted that the stated KK algorithm facilitates upsampling free operation at
the expense high CSPR which consequently leads to receiver sensitivity degradation. It is
noteworthy that some approaches may still comprise some nonlinear operations like square
and square-root functions in the modification process. Nevertheless, a comparative study has
established that the associated nonlinear operations of the upsampling free KK algorithm
present negligible contribution to the spectral broadening.

3.1.3 Full DSP Procedure for KK Scheme

In this subsection, consideration is given to the required full DSP procedure when the KK
algorithm is adopted. The demanded procedure depends mainly on the polarization order
(i.e. single- or dual-polarization).

3.1.3.1 DSP for Single-Polarization KK Scheme

A typical single-polarization KK DSP subsystem is illustrated in Fig. 3.3a. The initial block
is for the optoelectronic front-end compensation which is optional. This is followed by the KK
optical field reconstruction through the KK algorithm. After the KK algorithm, the linear
equalizer can be implemented for the chromatic dispersion (CD) compensation. After this
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Figure 3.3: Typical KK receiver DSP for (a) single-polarization, (b) dual-polarization

process, adaptive equalizers can be employed for the equalization of the dispersion compen-
sated signal. This is an effort to compensate for channel distortions as usually adopted in the
signal processing chain of a standard intradyne. So, after the channel equalization, decisions
can then be made on symbol [8].

3.1.3.2 DSP for Dual-Polarization KK Scheme

The KK concept can be extended to a dual-polarization (DP) scheme by employing a po-
larization diversity setup at the Rx as shown in Fig. 3.3(b). In this context, the optical
field in both polarizations can be autonomously recovered. Therefore, the two transmit sig-
nal polarizations can be separated with the aids of the KK algorithm and a standard 2 × 2
multiple input multiple output (MIMO) processing. It should be noted that, based on this
implementation, the continuous wave (CW) tone generation at the Tx and its transmission
in conjunction with the signal is impractical. So, to fulfill the KK condition, a separate CW
tone is required at the Rx for both signal polarization. To realize this, a CW light source
with an arbitrary input polarization has to be split into two orthogonal polarizations and with
equal power [8], [9]. However, the main concern about this implementation is the availability
of passive linear optical device that can realize the purpose.

3.1.4 Requirements and Challenges

As stated earlier, some technical challenges require significant attention for the effective im-
plementation of the KK algorithm. Table 3.1 presents a number of modification efforts for
addressing the technical challenges and their associated trade-offs. They are grouped by the
matter that they tried to address. For instance, some schemes tried to address the required
upsampling, while some focused on the demanded high CSPR. However, it has been observed
that for perfect reconstruction, most of the efforts usually achieve their aims at the expense of
additional penalties that are related to factors such as CSPR, complexity, latency, bandwidth,
and cost.
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Table 3.1: A Summary of Modified KK Algorithms

Ref. Adopted technique Advantages Tradeoff

Digital upsampling
[7]

DSP algorithm without digital upsampling
� fewer samples per symbol � requires multiple iterations

� incurs complexity
� incurs latency

[2]
modified Hilbert filter in digital domain

� low-complexity � high CSPR
[4], [5]

approximated functions
� less samples per symbol � high CSPR

[3]
approximated functions and exponential
function elimination

� less samples per symbol � performance degradation
at absolutely high SNR

[10]
DSP algorithm without digital upsampling

� lesser CSPR penalty � requires multiple iterations
High CSPR

[11]
flexible adaptive dispersion compensation

� low CSPR � high iterative DSP
� additional hardware
� additional cost

[12]
hardware SSBN cancellation

� low-complexity,cost,CSPR
� small footprint
� MPC∗ not required

� requires iterative process

[13]
enhanced SSBN mitigation algorithm

� low CSPR
� improved OSNR

� incurs spectral broadening

[14]
employs exponential operation

� low CSPR � retrieves information-
bearing signal

� incurs spectral broadening
[15]

employs exponential operation
� low CSPR � incurs spectral broadening

� demands greater system
bandwidth

*MPC: Minimum Phase Condition
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3.2 Self-Coherent DC-Value Method

The block diagram of the proposed DC-Value method is shown in Fig. 3.4. The complex
envelope of the incoming SSB optical signal is E(t) = Eo + Essb(t) (as discussed in (3.10)),
where Eo is the complex amplitude of the optical carrier which ensures the DC-Value property,
and Essb(t) is the complex SSB signal. When the field is detected using a single photodetector,
the generated photocurrent can be expressed as [5],

I(t)∝ ( ∣Eo∣
2

±
DC

+2R{EoEssb(t)}
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

carrier-signal

+ ∣Essb(t)∣
2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
signal-signal

) (3.18)

∣E(t)∣ =
√
∣Eo∣

2 + 2R{EoEssb(t)} + ∣Essb(t)∣2

=R{
EoEssb(t)

∣Eo∣
} + ∣Eo∣[1 +

1

2

∣Essb(t)∣
2

∣Eo∣
2
−
1

8
(
2R{EoEssb(t)} + ∣Essb(t)∣

2

∣Eo∣
2

)

2

+
1

16
(
2R{EoEssb(t)} + ∣Essb(t)∣

2

∣Eo∣
2

)

3

− ...]

(3.19)

where, R{●} represents the real part of {●}, the first term, ∣Eo∣
2, is the DC component,

the second term, 2R{EoEssb(t)}, is the carrier-signal beating, and the last term, ∣Essb(t)∣
2,

is the signal-signal beating. The photocurrent is then amplified using a trans-impedance
amplifier (TIA) and filtered by a low pass filter. For simplicity, we consider the photodetector
responsivity Rpd and the TIA gain G such that RpdG = 1. Without loss of generality, we
assume that Eo is real, i.e. the Eo phase is zero, and the phase of Essb(t) is measured
in relation to the phase of Eo. Note that both signals Eo and Essb(t) are supposed to be
generated in the transmitter from the same laser and within the laser coherence time. The
power of the carrier Eo in relation to the power of the signal defines the CSPR. The CSPR
is defined as,

CSPR =
∣Eo∣

2

⟨∣Essb(t)∣2⟩
(3.20)

�En ω = �
𝑝𝑝�En′ ω , ω > 0
𝑁𝑁|𝐸𝐸𝑜𝑜|, ω = 0

0, ω < 0

IFFT
N − Point

FFT
N − Point

𝐸𝐸𝑛𝑛′ 𝑡𝑡

eiδθn−1(𝑡𝑡)

ε𝑛𝑛 < εH
Yes

No

𝐸𝐸𝑛𝑛 𝑡𝑡

𝐸𝐸𝑛𝑛 𝑡𝑡
|𝐸𝐸𝑛𝑛 𝑡𝑡 |

| � |

FilterPDE(t)
|E(𝑡𝑡)|2

|𝐸𝐸 𝑡𝑡 |

|E(𝑡𝑡)|2
TIA NMSE

Calculation

|𝐸𝐸 𝑡𝑡 |
(�)ADC

𝐸𝐸n ω�En′ ω

ε𝑛𝑛

𝐸𝐸𝑛𝑛 𝑡𝑡

𝑝𝑝 = 2 If 𝑛𝑛 = 1, otherwise 𝑝𝑝 = 1

DC-Value Method

Figure 3.4: The schematic of the DC-Value method to reconstruct the full electric field of a minimum
phase signal from its intensity information. A constant scaling factor p helps to speed up the conver-
gence process. The process iterates continuously until the normalized mean squared error (NMSE),
εn, between ∣E(t)∣ and ∣En(t)∣ becomes less than threshold error εH .
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where, ⟨●⟩ is an average operator. The current signal is then digitized using an ADC at
the frequency that is not less than the Nyquist limit, i.e. 2B, where B is is the photocurrent
bandwidth. Afterward, the square-root operation is carried out to obtain the amplitude ∣E(t)∣
of the optical field. Taylor’s series expansion of the nonlinear square root operation can be
written as (3.19), showing the presence of the Re{E(t)} term and higher-order terms. As
evident from (3.19), the impact of higher-order terms can be made less severe by increasing
the tone power. After the square root operation, see Fig. 3.4, the amplitude information
signal ∣E(t)∣ is multiplied by a phase correction factor eiδθn−1(t) which outputs the complex
signal E′n(t), where n represents the iteration number. In the first iteration (for n = 1), the
phase correction factor is assumed to be zero, i.e. δθ0(t) = 0. Next, the SSB and DC-Value
properties of the minimum phase signal are imposed on the Fourier transformed signal Ẽ′n(ω)
to attain Ẽn(ω) as,

Ẽn(ω) =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

pẼ′n(ω), for ω > 0

N ∣Eo∣, for ω = 0

0, for ω < 0

(3.21)

where, N represents the length of the fast Fourier transform (FFT), n represents the iteration
number, and p denotes the scaling factor given by,

p =

⎧⎪⎪
⎨
⎪⎪⎩

2, for n = 1

1, for n > 1
(3.22)

The input signal, E′n(t), for the first iteration consists of a real-valued amplitude signal ∣E(t)∣
( i.e. δθ0(t) = 0). The minimum phase condition imposed on the signal forces the negative
frequency components to zero and it generates complex-valued signal E1(t) in the time domain
(starts acquiring the phase information). As a consequence of forcing negative frequency
components to zero, the signal E1(t) will have its real and imaginary parts amplitude scaled
by a factor 0.5. Therefore, we set a scaling factor p = 2 to adjust the amplitude of the
information signal in the first iteration. As shown in the next section, the scaling factor p
used in the reconstruction process greatly speeds up the convergence process (see Fig. 3.8).
After imposing a minimum phase condition, the inverse Fourier transform of the Ẽn(ω) is
computed to obtain En(t). The NMSE, εn, between ∣E(t)∣ and ∣En(t)∣ can be calculated as,

NMSE =

∞

∫
−∞

∣ ∣E(t)∣ − ∣En(t)∣ ∣
2
dt

∞

∫
−∞

∣ E(t) ∣dt
∞

∫
−∞

∣ En(t) ∣dt

, (3.23)

If the value of the error εn is higher than the threshold error εH then the updated phase

correction vector corresponding to En(t) can be calculated as eiδθn(t) =
En(t)
∣En(t)∣

. This phase

estimate eiδθn(t) can be supplied as a piece of updated phase information for the subsequent
iteration as shown in Fig.3.1. This process would repeat continuously until the NMSE, εn,
reaches below the threshold εH . In subsequent section 3.2.1, we have shown that the NMSE,
εn, between the known magnitude ∣E(t)∣ and the estimated magnitude ∣En(t)∣ is monotonically
decreasing after each iteration and has lower bound to zero, therefore, the reconstruction
process converges to a limit point.
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3.2.1 Normalize Mean Squared Error (NMSE) Reduction

Consider an error function, En, as the mean squared error between known magnitude, ∣E(t)∣,
and the estimate magnitude, ∣En(t)∣, on each iterations as,

En =

∞

∫
−∞

∣ ∣E(t)∣ − ∣En(t)∣ ∣
2
dt (3.24)

Following [16], we show that the error function is a monotonically decreasing function. Con-
sider the identity ∣e[iδθn(t)]∣2 = 1 to express (3.23) as,

En =

∞

∫
−∞

∣ ∣E(t)∣e(iδθn(t)) − ∣En(t)∣e
(iδθn(t))∣

2
dt

En =

∞

∫
−∞

∣E′n(t) − Ẽn(t)∣
2dt

(3.25)

From the Parseval’s theorem (3.25) can be given in the frequency domain as,

En =
1

2π

π

∫
−π

∣Ẽ′n(ω) − Ẽn(ω)∣
2dω (3.26)

where Ẽ′n(ω) and Ẽn(ω) are the FFT of E′n(t) and Ẽn(t), respectively. From the minimum
phase condition, it follows that, for ω > 0,

∣Ẽ′n(ω) − Ẽn(ω)∣
2
≥ ∣Ẽ′n(ω) − Ẽn+1(ω)∣

2
= 0 (3.27)

and for ω ≤ 0,

∣Ẽ′n(ω) − Ẽn(ω)∣
2
= ∣Ẽ′n(ω) − Ẽn+1(ω)∣

2. (3.28)

Summing (3.27) and (3.28) over all ω, we get,

En = ∣Ẽ′n(ω) − Ẽn(ω)∣
2
≥ ∣Ẽ′n(ω) − Ẽn+1(ω)∣

2 (3.29)

Therefore, from Parseval’s theorem, and (3.29),

En ≥
1

2π

π

∫
−π

∣Ẽ′n(ω) − Ẽn+1(ω)∣
2dω

En ≥

∞

∫
−∞

∣ ∣E(t)∣ − ∣En+1(t)∣ ∣
2
dt

En ≥ En+1

(3.30)

Thus, En is a monotonically decreasing function.
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Figure 3.5: Magnitude spectrum of the input signal to the proposed method and output minimum
phase signal after the execution of iteration 1, 2, 5, and 10 with the CSPR of 6 dB. Graphs (a), (b),
(c) and (d) (top-panel) show the spectrum of the input signal E′n(t), and graphs (e), (f), (g), and
(h) (bottom-panel) shows the spectrum of the recovered minimum phase signal En(t) at the end of
iteration number 1, 2, 5, and 10, respectively.

3.2.2 Convergence Process

The convergence process of the proposed DC-Value method is shown in Fig. 3.5, where the
spectrum of the input E′n(t) and the recovered minimum phase signal En(t) are displayed
at the end of iteration number 1, 2, 5, and 10. For the assessment of the convergence pro-
cess, the minimum phase signal E(t) corresponding to 30 Gbaud 16QAM with 6 dB CSPR
value is employed in the reconstruction process. For the first iteration, the input signal is
∣E(t)∣ eiδθ0(t) = ∣E(t)∣ (see Fig. 3.5(a)) since eiδθ0(t) is an unitary vector, and the correspond-
ing output E1(t), is the first estimation of the minimum phase signal as shown in Fig. 3.5(e).
Similarly, input and output corresponding to the second iteration can be given as ∣E(t)∣ eiδθ1(t)

(where eiδθ1(t) = E1(t)/∣E1(t)∣) and E2(t) as shown in Fig. 3.5(b) and Fig. 3.5(f), respectively.
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Figure 3.6: Recovered IQ constellations of the 30 Gbaud 16QAM signal by the proposed method
after the execution of iteration numbers 0, 1, 5, and 10 with the CSPR of 6 dB. After 10 iterations
the recovered constellation is very close to the ideal constellation.
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Likewise, the input and output signals at the end of iteration 5 and 10 are shown in Fig. 3.5(c)
and Fig. 3.5(g), and Fig. 3.5(d) and Fig. 3.5(h), respectively. The accuracy of the signal re-
construction process increases with the number of iterations and high CSPR value.

At the end, the recovered minimum phase signal E(t) is passed through the DC remover and
then downconverted to recover the 16QAM signal. Fig. 3.6 shows the constellation of the
recovered 16QAM signal for iteration number 0, 1, 5, and 10. For iteration 1, the input does
not contain any phase information i.e. δθ0(t) = 0, as shown in Fig. 3.6(a), and at the end
of iteration 1, it starts recovering the phase information as shown in Fig. 3.6(b). As it is
evident that error in the recovered signal is reduced in the subsequent iterations as shown in
Fig. 3.6(c) and 3.6(d), which display the recovered signal constellation after iteration 5 and
10, respectively. It requires approximately 10 number of iterations to achieve close proximity
to the ideal constellation with 6 dB CSPR.

Why we name this algorithm as DC-Value method?

The advantages offered by the proposed method depend on the accurate estimation of the ∣Eo∣

component in (3.21) of the minimum phase condition (MPC). The ∣Eo∣ is mere a constant DC
term whose value depends on the amplitude carrier tone sitting at the edge of the information
signal spectrum.

3.3 Performance Assessment Without Noise

In the following, we assess the performance of the proposed method without noise for different
CSPR values and the number of iterations for the M-ary modulation formats. For the perfor-
mance assessment of the method, single-channel 100 Gb/s QPSK and 16QAM, signals with
20% overhead (120 Gb/s) are employed, respectively. At the transmitter side, the complex
signals are generated using a raised cosine pulse shaping filter with 0.05 roll-off factor. The
complex signal is then multiplied by ei2πft, i.e. it is upconverted, to generate SSB signal
Es(t), where f ≥ B/2 and B is the bandwidth of the signal. Next, the DC value is added
to the SSB signal ensuring that the real part of the SSB signal becomes non-negative, which
generates a minimum phase signal E(t) in the digital domain. The desired CSPR value can
be adjusted either by varying the DC value or signal power. At the receiver side, the signal
is detected using the DD technique and then processed to recover the full electric field of
the minimum phase signal E(t) as discussed in section 3.2. The recovered minimum phase
signal E(t) is passed through DC remover and then downconverted by e−i2πft to recover the
information signal. The error vector magnitude (EVM) metric is employed to provide a quan-
titative measure of the recovered signal by the proposed method. The EVM can be estimated
as,

EVMRMS =

¿
Á
Á
Á
Á
Á
Á
ÁÀ

N

∑
k=1
((Ik − Ĩk)

2 + (Qk − Q̃k)
2)

N

∑
k=1
(I2k +Q

2
k)

(3.31)

where, Ik and Qk represent the in-phase and quadrature samples of the kth transmitted
symbol, respectively, and Ĩk and Q̃k represent the in-phase and quadrature samples of the
kth recovered symbol, respectively, and N represents the length of the sequence. For the
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Figure 3.7: EVM versus iteration number of the recovered signal considering different CSPR values,
for (a) QPSK, and (b) 16QAM signals. Each curve was obtained by varying the DC value to obtain
desired CSPR values as shown in the legends.
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Figure 3.8: Comparison of EVM without and with a scaling factor p for the QPSK signal.

performance assessment, CSPR values of 3 dB, 4 dB, 5 dB, 6 dB, 7 dB, and 8 dB are
employed and the reconstruction process is iterated for 15 iterations to recover the minimum
phase signal. The EVM of the recovered QPSK and 16QAM signals after the execution of each
iteration for different CSPR values are displayed in Fig. 3.7(a) and Fig. 3.7(b), respectively.
It is shown that the EVM value improves after execution of each iteration, providing global
minimum convergence. Without noise, the reconstruction process improves with the increase
of the CSPR and the number of iterations. In the following, we discuss the impact of the
inclusion of the scaling factor. Fig. 3.8 shows the EVM values of the recovered signal by the
proposed method with and without scaling factor p. The figure shows that the implementation
of the scaling factor provides approximately 6 dB, 4.5 dB, and 2.5 dB EVM gains for iteration
numbers 4, 5, and 8, respectively. This shows that there is a considerable increase in the
EVM gain with a low number of iterations with the implementation of the scaling factor.
Alternatively, the employed scaling factor helps in enhancing the system convergence by
reducing the required numbers of iterations n by 2. That is, instead of n iterations we
need n − 2 iterations. For simplicity, we present the results that are based on the QPSK
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Figure 3.9: EVM of the recovered signal using the DC-Value method after 20 km of SSMF with 3 dBm
transmitted power. Blue and red dashed lines show the corresponding soft-decision-FEC (SD-FEC)
and hard-decision-FEC (HD-FEC) limits, respectively.

implementation. However, it should be noted that the offered advantages of the scaling
factor are also applicable to other modulation formats too. It should also be noted that the
scaling factor p is only different from 1 in the first iteration, therefore the condition for global
minimum convergences is always satisfied, see subsection 3.2.1.

3.4 Performance Assessment in Presence of Noise

This section shows the simulation analysis of the proposed method in the presence of noise
using an in-house C++/MATLAB simulator, named NetXpto-LinkPlanner, developed by the
researchers and Ph.D. students of the Instituto de Telecomunicações over the years. At the
transmitter, the signal is modulated using a Mach-Zehnder IQ modulator operating in its
linear regime. For optical signal transmission, we chose a standard single-mode fiber (SSMF)
with an attenuation of 0.2 dB/km, the chromatic dispersion of 17 ps/nm/km, and nonlinear
coefficient γ = 0.0014 W−1m−1. Inside the fiber, the waveform evolution is calculated by
using the split-step Fourier method with a step-size of 1 km, taking into consideration that
we are operating in a quasi-linear regime. Also, we limit the launch power to 3 dBm for a
quasi-linear operation regime. As we have considered short-reach links, the polarization mode
dispersion (PMD) effects are negligible [17]. Since no optical pre-amplifier is used prior to
photodetection, the incident optical power on the photodetector is low and the shot noise
contribution is negligible, thus making the system performance essentially limited by the
thermal noise. For the analysis, we have considered the input-referred noise current spectral
density of 30 pA/

√
Hz [17] and an ADC with 8-bit vertical resolution. Notice that, the ADC

noise is also negligible considering the thermal noise in the receiver.

Fig. 3.9 shows the EVM of the recovered QPSK and 16QAM signals after 20 km of SSMF for
different CSPR values. It shows that SSBN becomes more severe and degrades the quality of
the recovered signal at low CSPR ratios. Contrarily, very high CSPR would deteriorate the
signal to noise ratio (SNR) (sensitivity penalty) at the receiver end, which limits the system
performance. Fig. 3.9 shows that irrespective of the modulation formats, EVM is decreasing
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Figure 3.10: EVM of the recovered signal for the (a) QPSK (70 km), and (b) 16QAM (50 km) signals
with 3 dBm transmitted power. R denotes the upsampling factor used in the KK method. Blue and
red dashed lines show the corresponding SD-FEC and HD-FEC limits, respectively.

after each iteration. The iterative method based on the linear filtering discussed in [18] works
by calculating SSBN terms and subtracting them from the detected signal. However, due to
the inaccuracy of the SSBN approximation caused by the introduction of additional distortion
by the linear filters, this method has the drawback of limited effectiveness. It is shown that
KK provides better SSBN compensation effectiveness over iterative linear filtering methods
[18]. Therefore, we present a comparative analysis of the proposed DC-Value method with the
KK [7] and the upsampling free KK [4] methods. Fig. 3.10 shows the EVM of the recovered
signal by the KK, the upsampling free KK, and the proposed DC-Value methods for the
QPSK and 16QAM signals after 70 km and 50 km SSMF, respectively. We compare the
obtained results of the KK (R = 1 and R = 2) [7] , upsampling free KK [4], and the proposed
DC-Value method. Fig. 3.10(a) shows that ∼1 dB EVM gain is achieved over KK (R = 2) and
upsampling free KK (R = 1) after the 4 iterations. Similarly, in 16QAM (see Fig. 3.10(b)), the
DC-Value method requires ∼2.75 dB less CSPR to surpasses the accuracy of the KK (R = 2)
and upsampling free KK with 3 iterations.

3.4.1 Computational Complexity Analysis

In this subsection, we analyze the computational complexity of the proposed method and
present a comprehensive comparison with the KK [7] and the iterative linear filter [18] meth-
ods. Considering a DSP chip low clock frequency, fclock, parallelization is employed to realize a
high sampling frequency, fs. The degree of parallelization is determined by theN = ⌈fs/fclock⌉,
where ⌈●⌉ is the ceiling operator. Considering the ADC with an 8-bit resolution, it requires 4
kbits memory to fill each look-up-table (LUT) with 2-byte floating-point number (28×24). For
an efficient FFT implementation, we set the degree of parallelization to N = 2m, where m > 1.
The KK requires digital signal upsampling and downsampling, which can be realized by an
Ns tap finite impulse response (FIR) filter. The Hilbert transformation in the KK method
can be implemented using an FIR filter having Nh taps. This Hilbert filter requires Nh/2 real-
valued adders and Nh/2 real-valued multipliers [3]. Fig. 3.11(a) shows the schematic of the
hardware implementation for the proposed DC-Value method. First, a serial-to-parallel (S2P)
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Figure 3.11: Hardware implementation scheme of (a) DC-Value method, (b) iterative linear filter.
S2P: Serial-to-parallel, MPC: Minimum phase condition, SF: Sideband filter Re: Real signal, Cm:
Complex signal, N : Number of points (Parallelization), dotted boxes show the iterations.

Table 3.2: Computational Complexity Comparison

Kramers-Kronig [7] Iterative linear filter [18] DC-Value [18]

Multiplier (3Ns +Nh/2 + 2)RN (4N log2N + 3N)k (4N log2N + 6N)k

Adder (3Ns +Nh/2)RN (4N log2N +N)k +N (4N log2N +N)k

Memory 16RN � 8Nϱ 12N �

*k: Number of iterations; *R: Upsampling factor; �: kbits; ϱ: bits

process is carried out to realize the parallelization, followed by a square-root operation. Next,
the magnitude is multiplied with the complex phase correction factor which requires 2N real
multiplications. Following that, FFT is calculated requiring N

2 log2N complex multiplications
(i.e. 4 real multiplications and 2 real additions) and N log2N complex additions (i.e. 2 real
additions). For the minimum phase condition, the scaling factor implementation can be im-
plemented by 1-bit shift operation. Afterward, inverse fast Fourier transform (IFFT) requires
the same complexity as FFT. Next, the phase correction factor is calculated by taking ∣(●)∣2

(i.e. 2N real multiplications and N addition), followed by a square-root, an inverse, and a
multiplication (i.e 2N real multiplication) operation. Similarly, we estimate the complexity of
the iterative linear filter method shown in Fig. 3.11(b). In iterative linear filter method, the
sideband filter includes a multiplication by 2 operation which can be implemented by 1-bit
shift operation. The estimated computational complexity comparison of three methods (the
KK [7], the iterative linear filter [18], and the proposed DC-Value method) is presented in
Table 3.2.
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Figure 3.12: Computational complexity required in terms of (a) number of multipliers, and (b)
number of adders, by different phase reconstruction. 5 iterations are considered for iterative methods.
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Figure 3.13: Computational complexity required in terms of (a) number of multipliers, and (b)
number of adders, by different phase reconstruction. 2 iterations are considered for iterative methods.

The required computational complexity increases linearly with the sampling frequency fs
since a higher degree of parallelization N is required to to realize high fs when fclock is
fixed. Considering both Nh and Ns with 128 taps, R = 2, k = 5, and fclock = 200 MHz, the
computational power required in terms of number of multipliers and adders by the different
phase reconstruction methods is shown in Fig. 3.12. Considering N = 256, it shows that the
KK method requires ∼105 real-valued adders and multipliers, where this number would be
reduced to ∼4.5 × 104 for both iterative linear filter method and proposed DC-Value method,
respectively. Similarly, by considering k = 2, the number of multipliers and adders operations
required would be reduced to ∼1.7×104 as shown in Fig 3.13. Despite the FFT/IFFT pairs are
involved, the proposed method exhibits low latency since it requires less number of multipliers
and adders operation when compared with the KK algorithm. Also, the proposed DC-Value
method enables higher accurate reconstruction with low CSPR requirement (no extra receiver
sensitivity penalty unlike [3]) without the need for digital upsampling.
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3.5 Final Remarks

In this chapter, using the SSB and DC-Value properties of the minimum phase signal, we have
proposed a novel DC-Value method that reconstructs the full electric field minimum phase
signal from its amplitude information in direct detection optical systems. The proposed
reconstruction technique does not contain nonlinear operations. This ensures an upsampling
free reconstruction process at low tone power (low CSPR) operation. Moreover, we have
shown that a constant scaling factor p used in the iterative process speeds up the convergence
process. Also, we have performed a simulation analysis of a 100 Gb/s (120 Gb/s system with
20% overhead). Results show that the proposed technique provides ∼1 dB EVM gain when
compared with the KK method for a QPSK signal after 70 km of SSMF transmission. Besides,
regarding the 16QAM signal, the proposed technique requires ∼2.75 dB lesser tone power to
surpass the accuracy of the other two methods, with as low as 3 iterations. The presented
results show that the proposed technique presents salient features that can facilitate effective
field reconstruction, making it a promising technique in the direct detection based optical
communication systems.
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Chapter 4

Experimental Validation of the
DC-Value Method

The minimum phase signal based reception offers a suitable self-coherent (SCOH) solution
for short-reach optical networks. In particular, the Kramers-Kronig (KK) and the DC-Value
methods are state of the art signal reconstruction techniques which enable the minimum
phase signal based SCOH transceiver. The analysis shows that the DC-Value method can
address the higher sampling-rate requirement and sensitivity problems of the KK methods.
Nevertheless, the DC-Value method still needs extensive validation.

In this chapter, an experimental setup and validation of the DC-Value method is presented
for the short-reach optical link scenario. It includes the algorithm implementation details
and performance analysis carried out employing advanced modulation formats like QPSK and
16QAM. It also presents a comparative performance assessment of the novel DC-Value method
with the other state of the art signal reconstruction methods such as KK and upsampling-free
KK methods.

This chapter comprises seven sections. Section 4.1 presents a general architecture of the min-
imum phase based SCOH transceiver. In section 4.2, the implementation details of signal
reconstruction algorithms are discussed. In section 4.3, the details of the experimental setup
are presented. In section 4.4, the experimental setup optimization process is presented con-
sidering the resource requirement and the transmission reach. In section 4.5, the performance
analysis and discussion of the obtained experimental data is presented. Section 4.6 presents
an advanced computational analysis of signal reconstruction algorithms. Finally, section 4.7
presents the concluding remarks.

4.1 General Architecture of the DC-Value Method Transceiver

In this section, we present a general architecture for the minimum phase signal based SCOH
DC-Value transceiver. The underlying idea is that the signal should satisfy a minimum phase
condition upon detection. This can be achieved by an SSB signal transmission with a high
enough carrier to signal power ratio (CSPR) value. Here, we discuss two different techniques
to generate an SSB signal with desired CSPR value. The first technique is the digital method,
in which the carrier is inserted into the complex baseband signal in the transmitter digital
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Figure 4.1: The general architecture of the minimum phase signal based SCOH DC-Value transceiver
with a digital method to generate an optical single sideband (SSB) signal [1]–[5].
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Figure 4.2: The general architecture of the minimum phase signal based SCOH DC-Value transceiver
with an optical method to generate an optical SSB signal [1]–[5].

signal processing (DSP) stage. The second technique is the optical method, in which the
carrier is inserted in the optical domain. In the following, we present a brief discussion about
the general architecture of the SCOH transceiver in consideration of the digital and optical
methods.

This transceiver architecture for the digital method is shown in Fig. 4.1. The complex base-
band signal with bandwidth B can be generated at the transmitter side employing advanced
modulation formats such as QPSK and QAM. Following that, a virtual carrier at a frequency
of fo =

B
2 is added with a high enough power (notice that fo = −

B
2 is equally possible). Fol-

lowing that, the signal is passed through the digital to analog converter (DAC) and then
optically modulated using an IQ Mach–Zehnder modulator (IQ-MZM). The IQ-MZM gener-
ates an SSB optical signal which is launched to an optical fiber after an optical amplification.
The incoming signal is first amplified at the receiver end using an optical pre-amplifier and
detected using a signal photodetector. The signal is then captured using a real-time oscillo-
scope and processed offline using a receiver DSP. In the receiver DSP, first, the full optical
field of the signal is reconstructed using a signal reconstruction algorithm (such as the KK
method, upsampling-free KK method, or DC-Value method) and then applied to the standard
coherent receiver post-DSP for the symbol detection.

This transceiver architecture for the optical method is shown in Fig. 4.2. In this case, the
complex baseband signal is first modulated using an IQ-MZM like in a standard coherent
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transmitter. Further, a continuous wave (CW) tone at frequency fc +
B
2 is generated from

the laser source using a frequency shifter. The power of a CW tone can be varied to achieve
desired CSPR value. The output of an IQ-MZM and frequency shifter output is added using
an adder (i.e. an optical coupler) that generates an SSB signal with the desired CSPR value.
The rest of part channel and receiver are the same as we discussed in the digital method.

4.2 Implementation of the Signal Reconstruction Algorithms

So far, we have seen that there are three state of the art signal reconstruction techniques
namely KK, upsampling-free KK, and the DC-Value method that can be used to reconstruct
full minimum phase signal in the digital domain. These algorithms require the implementa-
tion of several techniques such as the Hilbert filter and minimum phase condition (MPC) in
the signal reconstruction process. In this section, we present in-depth implementation details
of those signal reconstruction algorithms in reference to the transmitted signal characteristics.

Consider E(t) is the complex envelope of the SSB optical signal as

E(t) = Eo ei2πfot +Es(t) (4.1)

where, Es(t) is the complex information signal, Eo e
i2πfot represents a virtual carrier complex

tone added digitally with amplitude Eo and frequency fo. As mentioned earlier, the virtual
carrier with negative fo, i.e. Eo e−i2πfot, that coincides with the left-edge of the information
signal spectrum is equally possible. Any of these techniques can be employed to generate an
SSB signal which acts as a minimum phase signal upon detection (see Fig. 4.3). The amplitude
Eo of a digitally added complex tone can be varied to attain the desired CSPR. Therefore,
to experimentally validate the signal reconstruction algorithms, it is required to generate a
SSB signal with a carrier residing at the edge of the information spectrum with sufficiently
high power (as mentioned in (4.1)). Here, we have used a positive carrier frequency residing
at the right-edge of the information spectrum throughout this whole experimental analysis.
It should be noted that when the negative carrier frequency is employed in an SSB signal,
it requires modifications in the implementation of the signal reconstruction algorithms which

E t = Eoe
i2πfot + Es t

fo

B

E t = Eoe
−i2πfot + Es t

−fo

B

Figure 4.3: Spectrum representation of the SSB signal satisfying minimum phase condition upon
direct-detection (DD) with (a) positive (coincides right-edge of the spectrum) and (b) negative (co-
incides left-edge of the spectrum) carrier frequency. Signal reconstruction algorithms implementation
need to be modified based on the position of the carrier frequency.
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Figure 4.4: Spectrum representation of the components of the received minimum phase signal em-
ploying a single photodetector. Here, we have used a positive carrier frequency throughout the exper-
imental analysis.

are discussed in the subsequent sections.

When the field E(t) is detected using a single photodetector, the following photocurrent will
be generated,

I(t)∝ Rpd∣E(t)∣
2
= Rpd( ∣Eo∣

2

±
DC

+2R{Es(t) E
∗

o e
−i2πfot}

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
carrier-signal

+ ∣Es(t)∣
2

´¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¶
signal-signal

) (4.2)

where, Rpd represents the responsivity of the photodetector, and R{●} represents the real
part of {●}. The first term in (4.2) is the DC component (carrier-carrier beating), the second
term is the desired carrier-signal beating, and the last term is the inherent signal-to-signal
beating noise (SSBN) (see Fig. 4.4 for spectrum details). The current signal I(t) is then
sampled using an analog to digital converter (ADC) and supplied to the signal reconstruction
algorithms to reconstruct the missing phase information. In the following subsections, we
present a discussion of the implementation procedure of all signal reconstruction algorithms.

4.2.1 Implementation of the Kramers-Kronig Methods

The receiver DSP that exploits the conventional KK algorithm is shown in Fig. 4.5. Rather
than considering SSBN terms as a perturbation that should be eliminated as in the case of
other linearization approaches, the KK algorithm reconstructs the optical phase of the trans-
mitted SSB signal based on its detected intensity via the Hilbert transform. This way it can

(∙) ln{∙}
Hilbert

Transform
𝑒𝑖{∙} Carrier

Removal

Frequency

Shifting

Kramers-Kronig Algorithm

|𝑬(𝒕)|𝟐
𝑬(𝒕)

Figure 4.5: The algorithmic flow of the conventional KK method.
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Figure 4.6: The algorithmic flow of the modified upsampling-free KK method.

effectively eliminates the SSBN perturbation.

It is noteworthy that out of all the linearization schemes being considered, the KK algorithm
offers the best performance [6]. Nonetheless, as discussed earlier, one of the related technical
challenges of the conventional KK scheme implementation is the requirement for the DSP
block to function at a sampling rate that is faster than the one stipulated by Nyquist. This
challenge is associated with certain required nonlinear operations like exponential and loga-
rithm functions [7], [8]. This sampling rate problem in the conventional KK can be addressed
by exploiting an upsampling-free KK algorithm as shown in Fig. 4.6 [8], [9].

It should be noted that both conventional and upsampling-free KK algorithms require the
Hilbert transform operation. The Hilbert transform can be implemented either by transfer
function or impulse response and its implementation needs to be modified based on the posi-
tion of the optical carrier in the SSB signal. Therefore, from the algorithms implementation
stand point, it is necessary to understand the Hilbert transform such that we can effectively
utilize them in the KK algorithms. In Appendices A and B, we present a discussion about
the Hilbert transformation and derive its impulse response that can be employed in the KK
algorithms.

4.2.2 Implementation of the DC-Value Method

The working principle of the DC-Value method is based on iteratively imposing the SSB
and DC-Value properties of the minimum phase signal, referred to as MPC, in the Fourier
domain. The algorithmic flowchart is shown in Fig. 4.7, where MPC is imposed on the Fourier
transformed signal Ẽ′n(ω) to attain the next estimate of the minimum phase signal Ẽn(ω)
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Figure 4.7: The algorithmic flow of the DC-Value method.

as [7],

Ẽn(ω) =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

pẼ′n(ω), for ω > 0

N ∣Eo∣, for ω = 0

0, for ω < 0
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If negative fo virtual carrier added, i.e. Eoe−i2πfot

Ẽn(ω) =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

0, for ω > 0

N ∣Eo∣, for ω = 0

pẼ′n(ω), for ω < 0
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If positive fo virtual carrier added, i.e. Eoei2πfot

(4.3)

where N represents the FFT length, an integer n is the iteration number, and p denotes the
scaling factor given by,

p =

⎧⎪⎪
⎨
⎪⎪⎩

2, for n = 1

1, for n > 1
(4.4)

The process is repeated iteratively until desired accuracy achieved in the reconstruction of
the minimum phase signal En(t).

4.3 Experimental Setup for the DC-Value Method

In this section, we present the optical transmission test-bed to validate the proposed SCOH
DC-Value method. It comprises a transmitter capable of transmitting advanced modulation
format, a standard single-mode fiber (SSMF) link, and a single photodiode-based DD receiver
with the associated DSPs for signal reconstruction. As already discussed, either digital or
optical methods can generate an SSB signal for minimum phase-based SCOH transmission.
However, the optical method presents an additional optical complexity as it requires a fre-
quency shifter and an optical coupler. On the other hand, the digital method can leverage the
DSP techniques to generate an SSB signal without additional optical complexity. Therefore,
we use the digital method for the transmission throughout this whole experimental analysis.

Transmitter

At the transmitter side, see Fig. 4.8(a), a single-channel 30 Gbaud QPSK and 24 Gbaud
16QAM signals are generated using a root raised cosine (RRC) pulse shaping filter with
0.1 roll-off factor, respectively. Following that, a complex tone Eoe

2πfot, at a frequency of
fo = 16.5 GHz (considering 0.1 RRC roll-off factor, 1.1 × 30 Gbaud/2 = 16.5 GHz), is
added to the 30 Gbaud QPSK signal, Es(t), in the digital domain (similarly, complex tone
at fo = 13.2 GHz is added to the 24 Gbaud 16QAM signal). The desired CSPR is obtained
by varying the amplitude Eo of the complex tone. After transmitter digital signal processing
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Figure 4.8: The experimental setup used for a virtual carrier assisted SCOH transceiver employ-
ing the DC-Value method. Tx-DSP: Transmitter DSP, PRBS: Psuedo-Random Bit Sequence, RRC:
Root Raised Cosine, DAC: Digital to Analog Converter, IQ MZM: IQ Mach-Zehnder Modulator,
PC: Polarization Controller, VOA: Variable Optical Attenuator, EDFA: Erbium-Doped Fiber Am-
plifier, TIA: Trans-Impedance Am plifier, CD: Chromatic Dispersion, Rx-DSP: Receiver DSP.

(Tx-DSP), the Keysight M8194A arbitrary waveform generator (AWG) containing 120 GSa/s
DAC is used to generate the signal. The output of the DAC is modulated at 1550 nm using
a single polarization IQ-MZM. The output of the IQ-MZM signal is directly launched to the
SSMF.

Receiver

Following SSMF, the optical signal is amplified by an erbium-doped fiber amplifier (EDFA)
and detected using a low-cost 40 GHz single photodetector without trans-impedance ampli-
fier (TIA). The photodetector output is then sampled by a 100 GSa/s Tektronix real-time
oscilloscope (RTO) with 33 GHz bandwidth. Finally, the experimental data captured by the
RTO is processed offline using Matlab software.

In the DC-Value method, first, a square-root operation is carried out to obtain the magnitude
∣E(t)∣ of the optical field and multiplied by a phase correction factor eiδθn−1(t) which outputs
the signal E′n(t). In the first iteration (n = 1), the phase correction vector is assumed to be
zero, i.e. δθ0(t) = 0. Next, the MPC is imposed (see Fig. 4.8(c)) on the Fourier transformed
signal Ẽ′n(ω) to attain Ẽn(ω) as discussed in (4.3). The scaling factor p used in the MPC
greatly speeds up the convergence process (see Fig. 4.10). After imposing MPC, the inverse
fast Fourier transform (IFFT) of the Ẽn(ω) is computed to obtain the first estimate of the
minimum phase signal E1(t). The phase correction vector corresponds to E1(t) and can

be calculated as eiδθ1(t) =
E1(t)
∣E1(t)∣

. This phase estimation is then supplied as an updated

phase correction vector for the subsequent iteration (n = 2). This process continues until the
desired accuracy is reached. For noiseless scenario, when n Ð→ ∞, it provides near perfect
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Figure 4.9: Experimental Setup.

reconstruction of the minimum phase signal i.e. En(t) Ð→ Eo +E(t) e
−i2πfot. In practice, the

algorithm saturates after several iterations (see Fig. 4.10) depending on the level of noise
incurred from the photodetector.

1 2 3 4 5 6 7 8 9 10

-40

-35

-30

-25

-20

-15
Effect of scaling factor  p

2 Iterations

Figure 4.10: Effect of employing scaling factor p in the DC-Value method. Results correspond to
the 30 Gbaud QPSK signal after 80 km SSMF.

Also, the normalized mean squared error (NMSE) between the known magnitude ∣E(t)∣ and
the estimated magnitude ∣En(t)∣ is monotonically decreasing after each iteration and has
a lower bound to zero (see Fig. 4.10), therefore, the reconstruction process converges [7].
Afterwards, the reconstructed minimum phase signal En(t) is passed through the DC remover
and then upconverted by multiplying ei2πfot. Finally, the chromatic dispersion compensation
and equalization can be carried out before symbol recovery.
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4.4 Experimental Setup Optimization

In this section, we present an optimization of the opto-electronics components used in the
experimental setup. The setup is optimized considering the required opto-electronics compo-
nents and transmission reach. We start with the analysis of the back-to-back scenario and
assess the experimental results.

4.4.1 Back-to-Back Analysis

The diagram displayed in Fig. 4.11 presents the experimental setup employed for the back-
to-back analysis. At the transmitter side, a signal that satisfies the minimum phase condition
upon detection corresponding to 30 Gbaud QPSK is generated with the help of a virtual
carrier. For the assessment process, the CSPR values ranging from 3 to 15 dB are employed
in the transmission process by varying the amplitude of the virtual carrier, respectively. The
output voltage swing of the AWG (or DAC) is set to 200 mVpp. Here Vpp stands for peak to
peak voltage. At the transmitter side, the optical signal generated by the IQ-MZM is directly
connected to the variable optical attenuator (VOA). The attenuation of the VOA is set to
0 dB in the back-to-back analysis. The output of the VOA is connected to the optical EDFA
to boost the power of the optical signal before detection. Since the maximum allowed input
power to the photodetector is ∼10 dBm, the EDFA is operated in constant power mode such
that it produces a constant ∼3 dBm power at the output.

At the receiver end, following a single photodetector, the signal captured by RTO is used
for offline processing to assess the system performance. The pre-equalization block refers
to compensating for the non-flat response of the photodetector (discussed comprehensively
in the section 4.4.3). Subsequently, three signal reconstruction techniques namely KK, up-
sampling free KK, and DC-Value methods are employed for the signal reconstruction process
respectively and followed by the post-DSP for symbol detection. The performance of all three
signal reconstruction techniques are compared using a bit error rate (BER) metric as a func-
tion of CSPR. Results shown in Fig. 4.12 presents the performance analysis of the proposed
SCOH transceiver setup considering this back-to-back configuration. Here, 2 samples per
symbol DSP is employed for assessment purpose. It is shown that the proposed DC-Value
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Figure 4.11: Experimental setup for the back-to-back analysis employing 30 Gbaud QPSK signal.
The optical EDFA used in the setup helps to boost the optical power before detection. The maximum
limit of the input optical power to the photodetector is ∼10 dBm.
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Figure 4.12: Experimental results of back-to-back analysis employing 30 Gbaud QPSK signal. For
the assessment, 2 samples per symbol DSP employed in the signal reconstruction process (FEC limit
@ 2.4 × 10−2 with 20% overhead [10]).

method outperforms both KK methods in terms of reconstruction accuracy and required
CSPR. The DC-Value method provides approximately ∼0.4 dB BER improvement when
compared to the conventional KK method. Also, the DC-Value method provides ∼0.1 dB
BER improvement when compared to the upsampling free KK method.

4.4.2 Power Budget Analysis

This section presents a power budget analysis of the given setup considering the short-reach
applications scenario. In the last section 4.4.1, we explained that only one optical EDFA
employed before detection. In this regard, the placement of an EDFA, whether used as a
booster amplifier or pre-amplifier, plays an essential role in the network. Here, we present an
analysis that considers an EDFA as a booster amplifier and pre-amplifier, respectively, and
calculated power budget in both scenarios.

EDFA as a Booster Amplifier

In this configuration, we place an EDFA at the transmitter side followed by an IQ-MZM as
shown in Fig. 4.13. To calculate the power budget, the VOA is employed in the experimental
setup that helps to attenuate the signal power by varying its attenuation. First, the output
power of a booster amplifier is set to ∼3 dBm, and it is connected to the VOA. In the
experiment, a 30 Gbaud QPSK signal is employed for the assessment. Here, we vary the
attenuation of the VOA from 1 to 10 dB with a step size of 1 dB. Results shown in Fig. 4.14
present the given setup’s power budget analysis considering an EDFA as a booster amplifier
in the link. Results show that the booster amplifier with ∼3 dBm output power provides a
∼4.5 dB attenuation budget that loosely translates into 22.5 km transmission reach with an
SSMF. Further, the power budget can be improved 3 dB by increasing the booster amplifier
output power to ∼6 dBm. The increased booster output power can extend reach up to 37.5 km
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Figure 4.13: Experimental setup for the power budget analysis considering an EDFA as a booster
amplifier. In the analysis, 30 Gbaud QPSK signal was employed for the assessment.
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Figure 4.14: Experimental results of power budget analysis considering an EDFA as a booster
amplifier. The analysis carried out considering a constant ∼3 dBm and ∼6 dBm output power from
the booster amplifier, respectively (FEC limit @ 2.4 × 10−2 with 20% overhead).

considering an SSMF. Here, We limit the maximum power output of the booster to 6 dBm
considering the nonlinear optical fiber channel.

EDFA as a Pre-Amplifier

In this configuration, we place an EDFA at the receiver side followed by a VOA, as shown in
Fig. 4.15. The attenuation of a VOA can be varied to calculate the power budget of the given
configuration. At the transmitter side, signal launched power can be adjusted by carefully
increasing the modulation depth of the IQ-MZM. The modulation depth can be increased by
increasing the AWG peak-to-peak output voltage. It should be noted that the pre-amplifier
is operated in the constant power mode, and its output power is set to ∼3 dBm. In the
beginning, the output voltage of the AWG is set to 200 mVpp and applied to the IQ-MZM
to generate an optical signal. The output of the IQ-MZM is supplied to the VOA and then
connected to a pre-amplifier. The attenuation of the VOA is varied from 1 to 20 dB, respec-
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Figure 4.15: Experimental setup for the power budget analysis considering an EDFA as a pre-
amplifier. The launch power is adjusted by increasing modulation depth of an IQ-MZM.
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Figure 4.16: BER versus VOA attenuation in dB. The analysis carried out considering a constant
∼3 dBm output power from the pre-amplifier (FEC limit @ 2.4 × 10−2 with 20% overhead).

tively and assess the system performance using the BER metric. Further, the output voltage
of an AWG is increased to 300 mVpp, and the whole process is repeated to assess the system
performance. Similarly, the system performance is measured by increasing AWG output to
375 mVpp and 400 mVpp, respectively.

Results shown in Fig. 4.16 presents the power budget analysis considering an EDFA as a
pre-amplifier. The trend in Fig. 4.16 shows that the carefully increased modulation depth
provides better system performance until IQ-MZM operated in a highly nonlinear regime.
The system provides 12 dB power budget for 200 mVpp AWG output, which translates into
60 km transmission reach considering an SSMF. The increased value of AWG output to
300 mVpp and 375 mVpp provide approximately 15 and 16 dB power budget (around 75 km
and 80 km), respectively. Further increasing AWG output drives the IQ-MZM in a nonlinear
regime and degrades the system performance. Looking at the system performance, we use an
EDFA as a pre-amplifier throughout this whole experimental analysis.
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Figure 4.17: The optical to electrical (O/E) S21 response of the photodetector and it’s equalization
in the digital domain.
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Figure 4.18: Photodetector output signal before and after equalization.

4.4.3 Photodetector’s Non-flat Response Equalization

At the receiver end, the Optilab PD-40-M photodetector is employed in the experimental
setup for signal detection. It is a 40 GHz bandwidth PIN receiver module utilized in the
experimental analysis. The PD-40-M can accept input power up to 10 mW and provides
optical to RF conversion out to the frequency range around 40 GHz. The optical to electrical
(O/E) S21 response of the given photodetector is displayed in Fig. 4.17 (S21 data is provided by
the manufacturer). Here, we use an equalization filter in the digital domain that compensates
for the non-flat S21 response of the photodetector. Results shown in Fig. 4.18 present the
magnitude spectrum of the signal before and after applying the equalization filter. The
effectiveness of the equalization depends on the bandwidth of the signal. For the given
Optilab PD-40-M photodetector, equalization may improve overall system performance if we
use higher than 24 GHz bandwidth.
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Figure 4.19: After transmission of 80 km SSMF, performance analysis of 30 Gbaud QPSK as a
function of CSPR and modulation depth employing DC-Value method (a) 3D view (b) 2D view.

4.5 Results and Discussion

Here, we discuss the obtained results from the experimental setup presented in section 4.3.
In the beginning, the experimental setup is optimized as discussed in section 4.4, and then
collected experimental data employing an advanced modulation format signal transmission.
For the given SCOH experimental setup, the signal must satisfy the minimum phase condi-
tion upon reception, and it can be achieved by adding a virtual carrier. The amplitude of
the virtual carrier can be varied to attain a desired CSPR value in the transmission. Here, in
this experimental analysis, we vary the CSPR values from 3 to 18 dB and measure the sys-
tem performance, respectively. In the experiment, the transmission of advanced modulation
formats such as QPSK and 16QAM are employed for the performance assessment. In the
following, we present the obtained results for QPSK and 16QAM transmission.

QPSK: 30 Gbaud

Since no booster amplifier is employed in the link, the launch power is adjusted by carefully
increasing the modulation depth (by increasing AWG peak-to-peak output voltage) of the
IQ-MZM. For 30 Gbaud QPSK transmission, the AWG output is varied from 200 mVpp

to 675 mVpp with a step size of 25 mVpp. Fig. 4.19 shows the analysis of log10(BER)
with respect to modulation depth and CSPR after 80 km SSMF (2 spans of 40 km each).
This analysis helps in identifying an optimum value of the CSPR and AWG peak-to-peak
output. It should be noted that the attenuation of the VOA is set to 0 dB. The obtained
results as a function of CSPR and modulation depth are plotted in Fig. 4.19. The results
shown in Fig. 4.19 indicate that the system performance gets deteriorated at both extreme
points of CSPR and modulation depth. If CSPR is too low, then system performance is
limited by SSBN perturbation. On the contrary, too high CSPR tends to induce receiver
sensitivity penalty. Likewise, lowering the modulation depth results in low launched power
which degrades the optical signal to noise ratio (OSNR) at the output of pre-amplifier. Also,
pre-amplifier saturates in case of very low optical is received at the receiver end, and limits the
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Figure 4.20: System performance as a function of CSPR at an optimum AWG operating point of
550 mVpp employing three signal reconstruction methods. (FEC limit @ 2.4×10−2 with 20% overhead).
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Figure 4.21: System performance as a function of CSPR for an increased modulation depth to
650 mVpp employing three signal reconstruction methods. (FEC limit @ 2.4×10−2 with 20% overhead).

system performance. On the other hand, too high modulation depth causes an IQ-MZM to
operate in a highly nonlinear regime which produces nonliterary in the system. Results shown
in Fig. 4.19 demonstrate that the optimum operating point lies around AWG = 550 mVpp,
with a CSPR of ∼10 dB. Further increasing the AWG output voltage (greater than 550 mVpp)
causes the modulation nonlinearities to act as a dominant source of noise and degrade the
system performance [11].

Fig. 4.20 displays the performance of three different signal reconstruction methods, namely
KK, upsampling-free KK [9], and the proposed DC-Value [7] (with 5 iterations) at the opti-
mum AWG operating point of 550 mVpp and 2 samples per symbol (SPS) DSP. Results in
Fig. 4.20 show that the proposed DC-Value method requires ∼2.7 dB less CSPR to achieve
the same accuracy as an upsampling-free KK method and provides ∼13% BER improvement.
Further, when we increase the modulation depth higher than 550 mVpp, the modulation non-
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Figure 4.22: Performance of 24 Gbaud 16QAM system log10(BER) vs CSPR after 70 km (FEC limit
@ 2.4 × 10−2 with 20% overhead).
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Figure 4.23: Performance of 24 Gbaud 16QAM system log10(BER) vs Distance at the optimum
point (AWG = 285 mVpp & CSPR = 12 dB) (FEC limit @ 2.4 × 10−2 with 20% overhead).

linearities become a dominant source of noise and degrade the system performance. Results
shown in Fig. 4.21 display the system performance for AWG operating at 650 mVpp. It shows
that the overall system performance is degraded by modulation nonlinearities for all three
signal reconstruction methods proportionally.

16QAM: 24 Gbaud

For 24 Gbaud 16QAM transmission, a VOA is employed after 40 km SSMF (1 span) to mimic
the extended length of the SSMF. Following a similar approach, the optimum operating
point in the case of 24 Gbaud 16QAM transmission lies around 285 mVpp, with a CSPR of
∼12 dB. Fig. 4.22 displays the performance of all three signal reconstruction methods for the
24 Gbaud 16QAM transmission after 70 km. It shows that the DC-Value method requires
∼1 dB less CSPR to achieve the same accuracy as the upsampling-free KK method, while
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Figure 4.24: Analysis of the effect of SPS in the signal reconstruction methods. For KK method,
the value of SPS varied from 2 to 6 in the analysis, while the DC-Value method is operated at fixed
Nyquist sampling rate, i.e. 2 SPS.

the conventional KK method cannot support 70 km reach. Fig. 4.23 displays the system
performance as a function of distance for the optimum operating conditions (285 mVpp &
CSPR = 12 dB). Results show that the conventional KK method can support up to 50 km
reach at 2 SPS, while the upsampling-free KK and DC-Value method can extend this reach
up to 70 km, with DC-Value being the most accurate signal reconstruction method, i.e. a
13.5% lower BER.

4.6 Advanced Analysis

This section presents an advanced analysis of the signal reconstruction algorithms. The
conventional KK method requires higher SPS to accommodate the spectral broadening caused
by nonlinear functions. To the contrary, the upsampling free KK and the DC-Value method
can be operated at the Nyquist sampling rate (i.e. 2 SPS) without incurring an extra penalty
in signal reconstruction. Here, we present the effect of SPS in the signal reconstruction
process.

4.6.1 Effects of Samples Per Symbol

Fig. 4.24 shows the BER as a function of CSPR over various SPS values considering the
conventional KK and the DC-Value methods. The value of SPS is varied from 2 to 6 with the
step size of 1 in the KK method. Results shown in Fig. 4.24 present that the BER improves
with an increase in the value of SPS. At a CSPR value of ∼11 dB, which is approximately
an optimum value, it is shown that the KK method improves performance by ∼0.1 dB when
SPS increases to 4. The performance of the KK saturates at 4 SPS, and no further gain is
observed in the system performance when SPS is higher than 4.
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Figure 4.25: Constellation of the recovered symbol of 30 Gbaud QPSK signal after transmission of
80 km. The results corresponds to ∼11 dB CSPR in Fig. 4.24.

Further, results shown in Fig. 4.25 present the recovered constellations for the varying SPS
in the KK reconstruction method and fixed 2 SPS for the DC-Value method. Constellations
shown here correspond to an optimum CSPR value of ∼11 dB for both KK and DC-Value
methods. The result shown in Fig. 4.25(a) presents the recovered constellation employing
the KK method with 2 SPS DSP in the signal reconstruction process. Fig. 4.25(a) shows
that the recovered signal contains BER = 2.46 × 10−2 and Q = 5.88 dB. The performance
tends to improve by increasing SPS in the KK reconstruction process. Results show that
the performance improves up to 4 SPS and it saturates around afterwards. At 4 SPS, the
BER = 1.76 × 10−2 and Q = 6.47 dB were observed in the KK reconstruction process. On
the other hand, the DC-Value method can be operated at Nyquist sampling rate (i.e. 2 SPS)
and it provides improved performance when compared to the KK method operating at higher
SPS. The result shown in Fig. 4.25(f) presents the recovered constellation employing the DC-
Value method. Fig. 4.25(f) shows that the recovered signal holds BER = 1.42 × 10−2 and
Q = 6.78 dB. Overall, the DC-Value method can be operated at the Nyquist sampling rate
without incurring much penalties, while the KK method tends to require digital upsampling
in the reconstruction process.

4.7 Final Remarks

In this chapter, we presented an experimental setup for the validation of the proposed SCOH
DC-Value method. To reduce implementation complexity and cost, we opted for the virtual
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carrier assisted system where a virtual carrier tone is added in the digital domain. Also,
we explained the implementation of the state of the art signal reconstruction methods like
KK, upsampling-free KK, and the proposed DC-Value method. The experiment results show
that the proposed DC-Value method can be operated at the Nyquist sampling rate, unlike the
conventional KK method. Also, the experimental results show that the DC-Value method out-
performs the upsampling-free KK method, enabling a significant reduction of CSPR (2.7 dB
with QPSK and 1 dB with 16QAM). Additionally, the effect of SPS is analyzed where results
show that the DC-Value method can be operated at the Nyquist sampling rate (i.e. 2 SPS)
without incurring much penalties, while the KK method tends to require digital upsampling
(around 4 to 5 SPS) in the reconstruction process.
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Chapter 5

Impact of Carrier Contribution
Factor in the DC-Value Method

The DC-Value method provides an upsampling free phase reconstruction process at low
carrier to signal power ratio (CSPR) [1]. The underlying idea of the DC-Value method is to
iteratively impose the minimum phase condition (MPC) [1], [2]. The signal reconstruction
accuracy of the DC-Value method depends on the accurate estimation of the carrier contri-
bution factor (CCF) used in the MPC. Notice that, the estimation of the CCF is simpler in
the case of DC-coupled photodetectors. However, the DC component at the output of the
photodetector causes unwanted bias offset to the subsequent circuits [3]. Also, the DC com-
ponent degrades the signal quality when automatic gain control (AGC) is employed at the
receiver [4], [5]. In this context, the AC-coupled photodetectors alleviate the aforementioned
problems and also allow to use of the full scale of the analog to digital converter (ADC)
that translates into an improved signal to quantization noise ratio (SQNR). Therefore, the
AC-coupled photodetectors tend to become the preferred choice in high-speed optical com-
munication systems [5], despite, making the CCF estimation more challenging.

Here, we present an accurate CCF estimation technique that does not require any iterative
process and it is compatible with both DC and AC-coupled photodetectors. We also discuss
an experimental validation of the proposed technique. We show that by applying this method,
the CCF estimation error falls below 1% for CSPR as low as 9 dB. Also, the experimental
results confirm that the optimum bit error rate (BER) value can be found within ±5% offset
of the estimated CCF value [6].

This chapter comprises four sections. In section 5.1, we analyze the impact of the CCF in
the DC-Value method. In section 5.2, we present a novel procedure to estimate the CCF.
In section 5.3, we present experimental results obtained by the proposed method. Section
5.4 presents a brief discussion about various factors and their related impact on self-coherent
(SCOH) transceiver. The major concluding remarks are presented in section 5.5.

5.1 The Carrier Contribution Factor (CCF)

Consider the complex envelope of the incoming MPC optical signal as [1],

E(t) = Eo ei(2πfot+ϕ) +Es(t), (5.1)
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available minimum phase signal (MPS) magnitude, ∣E(t)∣, and the DC-Value method estimated MPS
magnitude, ∣En(t)∣.

where, Eo e(i2πfot+ϕ) represents a carrier tone with an amplitude Eo, frequency fo, and phase
ϕ that coincides with the right edge of the information spectrum, and Es(t) is the complex in-
formation signal. When the field is detected using a DC-coupled photodetector, the following
photocurrent will be generated,

I(t) = Rpd(∣Eo∣
2
+ 2 R{Es(t) Eo

∗e−i(2πfot+ϕ)} + ∣Es(t)∣
2
), (5.2)

where, Rpd is the responsivity of the photodetector, and R{●} represents the real part of
{●}. The first term in (5.2) is the carrier-carrier beating DC component (the square-root
of the first term, ∣Eo∣, is refereed as the CCF), the second term is the desired carrier-signal
beating, and the last term is the inherent signal-to-signal beating noise (SSBN). Recall that
the working principle of the proposed DC-Value method is based on iteratively imposing the
single sideband (SSB) and DC-Value properties of the minimum phase signal, referred to as
the MPC [1]. The MPC can be imposed on the Fourier transformed signal Ẽ′n(ω), as it is
done in [1], to attain the subsequent estimate of the minimum phase signal Ẽn(ω) in iteration
n (refer to Fig. 5.8 for the algorithm),

Ẽn(ω) =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

0, for ω > 0

N ∣Eo∣, for ω = 0

pẼ′n(ω), for ω < 0

(5.3)

where N represents the fast Fourier transform (FFT) length, and p denotes the scaling factor,
assuming the value p = 2 for n = 1 , and p = 1 for n > 1.

5.1.1 Impact of the CCF

The NMSE is an important parameter to characterize signal reconstruction accuracy in the
DC-Value method. It is mathematically shown in section 3.2.1 that the NMSE function
between the known magnitude, ∣E(t)∣, and the estimated magnitude, ∣En(t)∣ (see Fig. 5.1),

NMSE =

∞

∫
−∞

∣ ∣E(t)∣ − ∣En(t)∣ ∣
2
dt

∞

∫
−∞

∣ E(t) ∣dt
∞

∫
−∞

∣ En(t) ∣dt

, (5.4)
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Figure 5.2: Impact of the CCF estimation error ∆Eo in signal reconstruction using the DC-Value
method. Here, CSPR of 12 dB was considered in the numerical analysis.

is a monotonically decreasing function after each iteration in the DC-Value method. The
monotonically decreasing NMSE function shows the convergence of the DC-Value method,
which leads to an accurate reconstruction of the minimum phase signal. An accurate recon-
struction improves overall system performance in terms of BER and computation complexity
as it requires less iterations in the DC-Value method, and propagates low distortions to the
post-digital signal processing (DSP). However, this result assumes that the receiver is able
to retrieve the CCF value perfectly. In order to take into account the error in the CCF
estimation at the receiver, the MPC can be re-written as,

Ẽn(ω) =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

0, for ω > 0

N(∣Eo∣ ±∆Eo), for ω = 0

pẼ′n(ω), for ω < 0

(5.5)

where ∆Eo is the estimation error of the CCF. The estimation error ∆Eo can violate the
MPC property and limits the signal reconstruction accuracy. Also, it should be noted that
the signal reconstruction accuracy varies with the amount of the CCF error estimation at
the receiver end. Indeed, if the CCF estimation error is too high then no significant gain is
obtained using the DC-Value method when compared with the other state of the art phase
recovery methods. Indeed, this can justify the limited accuracy observed in the recently pro-
posed experimental results for the time-domain implementation of the DC-Value method [7],
where the DC-Value method provides a limited improvement when compared to KK methods.

Next, we quantify the impact of the CCF estimation error ∆Eo in the signal reconstruction
process using the DC-Value method. For the purpose of assessment of the CCF impact, let’s
consider a 24 Gbaud 16QAM DC-Value system with a CSPR of 12 dB. The electric field is
detected using a single photodetector and full signal reconstructed using a DC-Value method
algorithm. Results shown in Fig. 5.2 presents the NMSE between the known MPS magni-
tude, ∣E(t)∣, and the DC-Value method estimated MPS magnitude, ∣En(t)∣, as a function of
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Figure 5.3: Impact of the CCF estimation error ∆Eo on the NMSE as a function of iteration number.

∆Eo for 20 iterations. In the signal reconstruction process, we varied the CCF error, ∆Eo,
from -25 to +25% and analyze its impact on the NMSE.

The analysis shows that for ∆Eo = 0%, the NMSE converges to zero, as it was expected.
We can also see that if ∆Eo increases then the NMSE becomes nearly independent of the
number of iterations, preventing a proper convergence of the DC-Value method, thus resulting
in a limited reconstruction accuracy. Results shown in Fig. 5.3 confirm that the NMSE is
monotonically decreasing for the ∆Eo = 0%. For an estimation error greater than ±2.5%, a
17 dB NMSE penalty is observed in the numerical analysis for 5 iterations. Results presented
in Fig.5.4 show that for an SNR of 30 dB, a BER threshold of 10−3 can be assured after 10
iterations if the CCF estimation error ∆Eo falls within approximately ±5% range. Further,
we have performed extensive simulation for other similar systems and the obtained results are
analogous, i.e. the CCF must be estimated within a ±5% error to fully exploit the advantages
of the DC-Value method. In the subsequent section, we show an accurate method to estimate
the CCF for the DC-Value method compatible with both DC and AC-coupled photodetectors.

5.2 The CCF Estimation Method

In a DC-coupled photodetector, the photocurrent generated upon direct-detection can be
written from (5.2) as (considering responsivity Rpd = 1),

I(t) = ∣Eo∣
2
+ 2 R{Es(t) Eo

∗e−i(2πfot+ϕ)} + ∣Es(t)∣
2. (5.6)

The DC-coupled photocurrent contains nonzero DC component contributed from the carrier-
carrier beating, ∣Eo∣

2, and the signal-signal beating, ∣Es(t)∣
2. The carrier-signal beating does

not contain any non-zero DC component as it has zero mean value. Thus, the DC component
in (5.6) can be written as,

⟨I(t)⟩ = ∣Eo(t)∣
2
+ ⟨∣Es(t)∣

2
⟩, (5.7)
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Figure 5.4: Impact of the CCF estimation error ∆Eo on the BER as a function of signal to noise
ratio (SNR). For higher negative value of ∆Eo (usually less than -5%), the CCF value reduces
significantly and the signal no longer follows the minimum phase condition in the phase reconstruction
process which results in highly degraded system performance. Therefore, we have considered only
positive ∆Eo values in the analysis to assess the performance.

therefore,
⟨I(t)⟩ = Pc + ⟨Ps(t)⟩, (5.8)

where Pc = ∣Eo∣
2, Ps(t) = ∣Es(t)∣

2 and ⟨●⟩ indicates an average operator. To make the notations
simpler in the CCF estimation process, we can rewrite (5.6) as,

I(t) = Pc + Ps(t) + 2
√
PcPs(t) cos(ϕ). (5.9)

Notice that the photodetector sensitivity is assumed as Rpd = 1 for simplicity. In practice, the
value of responsivity may differ from 1, nevertheless, the proposed CCF estimation method
is insensitive to responsivity value.
In the case of AC-coupled photodetector, the DC component given by (5.8) gets filtered out
by the DC block. Therefore, for the AC-coupled photodetector the current is given by,

IAC(t) = I(t) − ⟨I(t)⟩. (5.10)

Putting (5.8) and (5.9) in (5.10), we can rewrite it as,

IAC(t) = Ps(t) + 2
√
PcPs(t) cos(ϕ) − ⟨Ps(t)⟩. (5.11)

In case of sufficiently large CSPR (usually higher than 8 dB), we can assume that (refer to
Fig. 5.5 for the approximation error),

⟨I2AC(t)⟩ ≈ 2Pc⟨Ps(t)⟩. (5.12)

Now considering ⟨Ps(t)⟩ = Pc/CSPR in the (5.12),

⟨I2AC(t)⟩ ≈ 2Pc⟨Ps(t)⟩ = 2P
2
c /CSPR. (5.13)
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Figure 5.5: Approximation error in ⟨I2AC(t)⟩ when (5.12) is used. Usually, an optimum CSPR value
usually lies higher than 8 dB which ensures low approximation errors in (5.12).

Therefore,

P 2
c = ⟨I

2
AC(t)⟩

CSPR

2
,

Pc =

√

⟨I2AC(t)⟩
CSPR

2
. (5.14)

From (5.14), the estimated CCF value, Êo, can be written as,

Êo =
√
Pc ≊ (⟨I

2
AC(t)⟩

CSPR

2
)

1

4
. (5.15)

Equation (5.15) can be used to formulate the MPC in the DC-Value method. In a similar
way, considering Pc = CSPR ⟨Ps(t)⟩ in (5.12), we obtain,

⟨Ps(t)⟩ =

√

⟨I2AC(t)⟩
1

2 CSPR
. (5.16)

Therefore, from (5.11), (5.14) and (5.16), the photocurrent with its recovered DC component
can be written as,

I(t) ≊ IAC(t) +

√

⟨I2AC(t)⟩
CSPR

2
(1 + 1/CSPR). (5.17)

The photocurrent represented by (5.17) can be used as an input to the signal reconstruction
algorithms (such as Kramers-Kronig (KK) or DC-Value methods) to reconstruct the full
optical field. Further, the CCF estimation error in percentage can be written as,

%∆Eo =
∣Eo∣ − Êo

∣Eo∣
× 100, (5.18)
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Figure 5.6: Numerical analysis of the CCF estimation error ∆Eo in % using (5.18) with respect to
CSPR for different modulation formats. The analysis shows that the CSPR is not a relevant factor
for the CCF estimation as the ∆Eo lies below 3.5% for the given CSPR range.

IAC(t) = IDC(t) − IDC(t)
OR

IAC(t) = IAC(t) − IAC(t)

CSPR = 10
CSPR_dB

10

I(t) = IAC(t) + IAC
2 (t)

CSPR

2
1 +

1

CSPR

CSPR_dB CCF = IAC
2 t

CSPR

2

1/4

CCF Estimation Method

I(t)

𝐸𝑜

IAC(t)

IDC(t)

IAC(t)
OR

Figure 5.7: The algorithmic flow of DC component recovery and estimation of the CCF compatible
with both DC and AC-coupled photodetectors, i.e. IAC(t) or IDC(t) as an input.

The results in Fig. 5.6 show the numerical analysis of the CCF estimation accuracy of the
purposed method as function of the CSPR. The analysis shows that the CSPR is not a
relevant factor for the CCF estimation as the ∆Eo lies below 3.5% for the given CSPR range.
The results in the Fig. 5.6 shows that less than 1% error can be ensured for the CSPR value
as low as 8.5 dB for the given QPSK, 16QAM, and 64QAM modulation formats.

To summarize, the algorithmic flow shown in Fig. 5.7 presents the proposed method of DC
component recovery and estimation of the CCF. In practice, the known value of CSPR, and
the photodetected current signal are supplied to the CCF estimation algorithm. First, the
signal is passed through the DC remover and followed by a DC component recovery estimation
(as per (5.17)) to calculate the photocurrent with its recovered DC component. Similarly, by
using the known value of CSPR and output of the DC remover, the estimation of the CCF
can be carried out (as per (5.15)) before employing the DC-Value method.
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Figure 5.8: Experimental setup of a SCOH transceiver employing DC-Value method. Here, virtual
carrier added in the digital domain to reduce optical complexity. As mentioned earlier, only one optical
amplifier employed (as a preamplifier) in the transmission link to reduce cost.

5.3 Experimental Validation

In this section, we experimentally validate the proposed CCF estimation method and its im-
pact on the overall system performance. We start this section by describing the experimental
setup in detail.

5.3.1 DC-Value Transceiver Experimental Setup

At the transmitter side, see Fig. 5.8(a), a single-channel 24 Gbaud 16QAM signal is generated
using a root raised cosine (RRC) pulse shaping filter with 0.1 roll-off factor. Following that,
a complex tone Eoe

2πfot, at frequency fo = 13.2 GHz (considering 0.1 RRC roll-off factor,
1.1× 24 Gbaud/2 = 13.2 GHz), is added to the 24 Gbaud 16QAM signal, Es(t), in the digital
domain. The digitally added complex tone coincides with the right edge of the information
signal spectrum to generate an SSB information signal. The amplitude Eo of the complex tone
should be kept sufficiently higher than information signal (usually higher than 9 to 10 dB) to
satisfy the MPC condition upon photodetection. The desired CSPR is obtained by varying
the amplitude Eo of the complex tone.

After transmitter digital signal processing (Tx-DSP), in our case, a Keysight M8194A arbitrary
waveform generator (AWG) containing 120 GSa/s digital to analog converter (DAC) is used
to generate the signal. It should be noted that no pre-equalization was employed at the
transmitter end. The output of the DAC is modulated at 1550 nm using a single polariza-
tion IQ Mach–Zehnder modulator (IQ-MZM). The output of the IQ-MZM signal is directly
launched to the standard single-mode fiber (SSMF). It should be noticed that the digitally
added carrier tone could make the IQ-MZM bias control circuitry unstable due to its very
high amplitude and makes it difficult to lock the IQ-MZM bias conditions. To circumvent
this problem, first the bias conditions are locked using only the information signal without
digitally added carrier tone and then after locking bias conditions, we can digitally add carrier

88



tone to generate the SSB signal. Following the SSMF, the optical signal is amplified by an
erbium-doped fiber amplifier (EDFA) and detected using a low-cost 40 GHz single photode-
tector without trans-impedance amplifier (TIA). The photodetector output is then sampled
by a 100 GSa/s Tektronix real-time oscilloscope (RTO) with 33 GHz bandwidth. Finally, the
experimental data captured by the RTO is processed offline using Matlab software.

In the receiver digital signal processing (Rx-DSP), first, pre-equalization is carried to compen-
sate the non-flat response of the photodetector. Following that, the proposed CCF estimation
technique is applied to estimate the CCF and recover the DC component of the photodetected
signal. Next, the signal is passed to the DC-Value method to recover the missing phase in-
formation. Moreover, the transmitter response is compensated by an adaptive equalizer after
the signal reconstruction process. Also, it should be noted that no digital upsampling or
downsampling is required in the DC-Value method.

In the DC-Value method, first, a square-root operation is carried out to obtain the magni-
tude ∣E(t)∣ of the optical field and multiplied by a phase correction factor eiδθn−1(t) which
outputs the complex signal E′n(t). In the first iteration (n = 1), the phase correction vector
is assumed to be zero, i.e. δθ0(t) = 0. Next, the MPC is imposed (see Fig. 5.8(c)) on the
Fourier transformed signal Ẽ′n(ω) to attain Ẽn(ω) as discussed in (5.3). The scaling factor
p used in the MPC greatly speeds up the convergence process (see Fig. 5.8(d)). It is worth
noticing that the scaling factor p improves the convergence speed because the input signal,
E′n(t), for the first iteration consists of a real-valued amplitude signal ∣E(t)∣, i.e. δθ0(t) = 0 as
discussed in Chapter 3. It shows that the implementation of the scaling factor p requires two
less iterations to achieve the same accuracy without scaling factor. After imposing MPC, the
inverse fast Fourier transform (IFFT) of the Ẽn(ω) is computed to obtain the first estimate
of the minimum phase signal E1(t). The phase correction vector corresponds to E1(t) and

can be calculated as eiδθ1(t) =
E1(t)
∣E1(t)∣

. This phase estimated is then supplied as an updated

phase correction vector for the subsequent iteration (n = 2). This process continues until the
desired accuracy is reached.

Also, the NMSE between the known magnitude ∣E(t)∣ and the estimated magnitude ∣En(t)∣ is
monotonically decreasing after each iteration (see Fig. 5.8(d)), therefore, the reconstruction
process converges as discussed earlier in section 5.1. Afterwards, the reconstructed minimum
phase signal En(t) is passed through the DC remover and then upconverted by multiplying it
with ei2πfot. Finally, the chromatic dispersion compensation and equalization can be carried
out before symbol recovery.

5.3.2 Performance Analysis

In this subsection, we present the experimental analysis of the impact of the CCF (estimated
by proposed method discussed in section 5.2, and referred as Êo) on the overall system BER
performance in the DC-Value method. To analyze the impact of Êo, we first calculate the Êo

value using (5.15) as discussed previously in the section 5.2, and add an offset error δo in the
estimated Êo ranging from -25 to +25% with the step size of 0.55 % to assess its impact on
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the overall system performance. The Êo,offset can be given as,

Êo,offset = Êo(1 +
δo
100
). (5.19)

Results shown in Fig. 5.9 present the impact of δo on the overall BER performance for the
different CSPR values for 24 Gbaud 16QAM signal after 40 km SSMF. The dotted red line in
Fig. 5.9 represents the estimated Êo value by the proposed CCF estimation method (with no
added offset, i.e. δo = 0%). The surface between two dotted yellow lines represent the range
between ±5% offset. For CSPR values ranging from 3 to 18 dB, we change the offset value δo
as discussed above and calculate the BER performance of the system.
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Figure 5.9: Performance analysis in terms of BER for the 24 Gbaud 16QAM signal after 40 km
SSMF as function of CSPR and estimated Êo offset δo, (a) 3D view, and (b) 2D view (Zoomed portion
between CSPR of 7 to 15 dB).
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Figure 5.10: Analysis of the impact of Êo estimation error on the system performance after trans-
mission of (a) 40 km, and (b) 70 km. Here, virtual carrier assisted 24 Gbaud 16QAM signal used
for the performance assessment. Results shows that the lowest BER can be assured in the DC-Value
method when the Êo estimation falls below ±5%.

For each CSPR value, we find the lowest achievable BER in the given range of δo and it is rep-
resented as blue dots in the graph. Also, small green dots shown in the results represent valid
BER values considering the soft-decision-FEC (SD-FEC) threshold of 2.4 × 10−2. It shows
that the value of BER becomes valid for the CSPR ≥ 9 dB considering the same SD-FEC
threshold. The major highlight of Fig. 5.9 is that the lowest BER lies between ±5% of the
estimated Êo value which shows the higher CCF estimation accuracy of the proposed method.

Nevertheless, Fig.5.9 shows that the estimation error δo increases for CSPR higher than
∼12 dB. This peculiar behaviour arises from the limited DAC resolution (recall we add carrier
virtually), and the Mach-Zehnder modulator as it starts operating in a nonlinear regime,
which effectively changes the CSPR at the transmitter end. The proposed method requires
the knowledge of the CSPR at the receiver end to recover the DC component. Additionally,
it should be noted that the actual CSPR may change due to the impairments caused by
transmission and optoelectronic components. Therefore, starting from the known value of
CSPR at the transmitter, the DC-Value method can be used as a tool to improve the CSPR
estimation at the receiver by proper adjustments of the offset δo such that the NMSE becomes
a monotonically decreasing function as we discussed earlier in Fig. 5.3.

Results shown in Fig. 5.10(a) presents the log10(BER) as a function of δo for the 24 Gbaud
16QAM signal received after 40 km SSMF. The shaded gray area in Fig. 5.10(a) represents
the ±5% range of δo. It is shown that the optimum BER value can be found in the close
proximity of the estimated Êo value by the proposed CCF estimation method. Additionally,
∼0.2 dB penalty in terms of Q factor is observed for the δo ≥ 10 % for CSPR of 11 dB. Similarly,
the analysis of the received signal after 70 km SSMF shown in Fig. 5.10(b) represents the
identical result like Fig. 5.10(a) such that the optimum BER values for the given CSPR lie
within ±5% range of δo. Another important observation is that after 13 dB CSPR value, an
optimum value of log10(BER) is found a little bit far from the Êo value. The possible reason

91



behind this could be that the digitally added carrier tone makes the IQ-MZM bias controller
unstable when a very high power tone (usually higher than 13 dB observed in our experiment)
is inserted in the signal. In this situation, the actual CSPR value of the optical signal differs
from the virtual carrier added digital signal. Also, it should be noticed that slightly higher
CSPR can help reduce the phase jump [8].

5.4 Related Impact on SCOH Transceiver

In this subsection, the associated impacts of different factors such as optoelectronic front-
end, laser related effect, chromatic dispersion (CD), and IQ imbalance on the MPS based
subsystem (i.e. KK, upsampling free KK and DC-Value iterative method) are discussed.

5.4.1 Opto-Electronic Front-End

The KK receivers have demonstrated high potential for full-optical field reconstruction in one
polarization by employing a single photodetector such as the heterodyne detection. However,
unlike heterodyne detection, the required CSPR is much more relaxed. Furthermore, the sig-
nal distortions imposed by fiber propagation (i.e., chromatic dispersion) occurred prior to the
square law detection can be compensated after optical field reconstruction [9]. Nonetheless,
the KK reconstruction algorithm is susceptible to the signal distortion that occurs between
square law detection and KK processing [10]. Therefore, for an effective optical field recon-
struction, the squared magnitude of the optical field has to be fed into the KK algorithm
without further distortions that might emanate from the digitization processing and optical
to electrical (O/E) conversion. In a practical receiver, this is not usually the case, and dis-
tortion is normally induced by the O/E conversion frontend transfer function. In general,
the receiver has bandwidth limitations and the residual phase and magnitude responses of its
associated components such as transimpedance amplifier, photodetector, and ADC. It should
be noted that if the electrical distortion is not compensated, it can bring about residual SSBN
and can equally affect the optical field reconstruction [9], [10].

Moreover, the impact of receiver bandwidth limitations on the KK algorithm has been stud-
ied, and it has been numerically demonstrated that even with moderate receiver bandwidth
limitations, a significant optical signal to noise ratio (OSNR) penalty can be induced. Simi-
larly, it has been experimentally demonstrated that adaptive equalizer employment prior to
the KK processing can alleviate the O/E frontend bandwidth limitation impact on the KK
field reconstruction and subsequently enhance the system performance [9], [10]. Furthermore,
the impact of the magnitude and phase distortions has been considered, and it has been re-
vealed that the magnitude response presents a much more stringent impact compared with
the phase response. However, in the course of KK detection, a slight phase response can
induce an ∼0.5 dB penalty [10]. An abrupt change in the amplitude or phase can also result
in a more severe penalty. In general, for an effective optical field reconstruction, the phase
and magnitude distortions that might have occurred within the signal bandwidth have to be
compensated prior to the KK algorithm’s application [10].
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5.4.2 Laser Related Effects

Additionally, it has been demonstrated that the KK implementation is sensitive to laser de-
tuning from the center of the channel [11]. Moreover, it has been demonstrated experimentally
that in spite of the SCOH direct detection nature, laser phase noise has a severe impact on the
KK transmission performance, owing to its interactions with both fiber chromatic dispersion
and a strong optical carrier. In that work, the system performance with distributed feedback
and fiber lasers was compared at 11 dB CSPR. The presented results demonstrated a consid-
erable performance gain for fiber laser employment. The gain was due to the low linewidth
and frequency stability of the fiber laser. This resulted in a lower performance penalty by
the interaction of dispersion and phase noise during propagation [12]. This implies that the
employment of a low-quality laser with a high linewidth can bring about substantial degra-
dation in the transmission performance. In [13], by considering the equalization-enhanced
phase noise (EEPN) and phase-to-amplitude noise conversion, the impact of laser phase noise
on direct detection transmission with the KK scheme was analyzed.

5.4.3 Fiber Dispersion

The KK algorithm can effectively mitigate SSBN, and it can digitally compensate the chro-
matic dispersion. In [14], the impacts of the chromatic dispersion on both KK and SSBN
iterative cancellation receivers were investigated. Both receivers can effectively accomplish
field recovery and with a comparable spectral efficiency (SE). However, the KK algorithm
depends on the minimum-phase condition to reconstruct the optical field. Based on this, it
demands a suitably high CSPR [14].

In addition, it has been demonstrated that the optimal CSPR value for the KK scheme
increases with an increase in the transmission distance. This is owed to an increase in the
chromatic dispersion-induced peak to average power ratio (PAPR) that violates the minimum-
phase condition [15]. As a result of this, the field cannot be accurately recovered, resulting in
transmission performance degradation. Therefore, the OSNR sensitivity of the KK algorithm
depends on the chromatic dispersion. On the other hand, the IC receiver has no limitation
on the minimum-phase condition. Consequently, it demonstrates high robustness against
chromatic dispersion irrespective of the CSPRs. Therefore, the IC receiver is insensitive
to chromatic dispersion, while the KK subsystem is sensitive to it. To be robust against
chromatic dispersion, a relatively high CSPR is required by the KK scheme, resulting in an
increment in the optimal CSPR [14]. Although the KK algorithm is sensitive to chromatic
dispersion, for short-reach applications, polarization mode dispersion is not a main limiting
factor [16].

5.4.4 IQ Imbalance

The effective implementation of the KK algorithm depends mainly on the SSB modulated
signal. In an IQ modulator (IQM), for the perfect generation of an SSB signal, the I port and
Q port are driven via the double sideband (DSB) upconverted signal and its related Hilbert
transform, respectively. In this regard, an SSB signal will be generated through the seamless
cancellation of one sideband by the combination of the Hilbert transform pairs. Furthermore,
to fulfill the minimum-phase condition, it is imperative to add a strong continuous wave (CW)
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optical carrier to the signal [17].

It is noteworthy that the IQM is most efficient when biased at null. This means better
electrical spectrum efficiency as it generates two sidebands. This implies an improved power
efficiency. Therefore, any configuration that deviates from this will suffer either electrical
spectrum efficiency or power efficiency degradation. Furthermore, the practical challenges
of the IQM implementation to generate the optical SSB signal are timing misalignment,
amplitude imbalance, and IQ phase mismatch between the I and the Q components of the
signal. Likewise, these factors will significantly affect the suppression ratio of the optical
sideband. Consequently, the resulting IQ imbalance of the modulator causes the minimum-
phase condition violation and generates interfering DSB distortion components in the optical
spectrum. These result in the performance degradation of the KK system. Moreover, the
subsequent limitation of the IQ imbalance on the back-to-back performance is owed to the
minimum-phase condition, while its associated degradation in the transmission performance
is due to dispersion-induced RF power fading [17].

5.5 Final Remarks

The CCF is an important parameter in the DC-Value method and it used to form the MPC
for the DC-Value method algorithm. Using the knowledge of CSPR value, we proposed a
novel CCF estimation method compatible with both DC and AC-coupled photodetector for
the DC-Value self-coherent transceiver. We present the analysis and impact of the CCF in
the DC-Value method and show that the CCF estimation error should be no more than ±5%
to ensure better system performance. The numerical analysis shows that the CCF estimation
is quite insensitive to the CSPR value. In practice, results shows that the optimum CSPR
value usually lies around 12 to 13 dB and we can ensure less than 1% CCF estimation error
by the proposed method. Also, we performed experimental analysis of 24 Gbaud 16QAM
signal transmission and employed proposed method to estimate the CCF.
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Chapter 6

Probabilistic Shaping with the
DC-Value Method

In the previous chapters, we investigated several self-coherent (SCOH) techniques such as
Kramers-Kronig (KK), upsampling free KK, and DC-Value method employing conventional
coded uniform modulation schemes such as QAM and QPSK for the performance assessment.
The flexibility of such systems is limited since they are only coarsely adaptable. Also, con-
ventional coded modulation schemes show a gap to Shannon capacity that can be addressed
only by using modulation formats having a Gaussian-like shape. Probabilistic shaping can
effectively address the limitations of conventional coded modulation schemes.

This chapter presents the experimental results of the SCOH DC-Value method with an adap-
tive rate probabilistic constellation shaping (PCS) modulation. It shows the limitation of
conventional uniform modulation format and explains the advantages of using PCS modu-
lation. It also explains the standard architecture to generate the PCS modulation in the
transmission.

This chapter comprises four sections. Section 6.1 presents a general concept of probabilistic
shaping. In section 6.2, the architecture and the implementation details of probabilistic
shaping are discussed. In section 6.3, the details of the experimental setup, the performance
analysis and discussion of the obtained experimental data are presented. Finally, section 6.4
presents the concluding remarks.

6.1 Concept of Probabilistic Shaping

While the evolution of higher-order modulation has improved both wavelength capacity and
spectral efficiency, the conventional QAM imposes several limitations. The first limitation
relates to the maximum reach. As modulation order increases, the constellation points get
closer together for the same average power, making them less tolerant to noise and fiber
impairments. Also, there exists a trade-off between sensitivity to noise. The increased power
provides higher tolerance to noise (refer to Fig. 6.1). Nevertheless, it also increases the
nonlinearities. On the other hand, the decreased power helps reduce nonlinearities, but
conversely, it reduces the noise tolerance level.
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Figure 6.1: Noise tolerance vs nonlinearities.

The PCS is an advanced modulation format technique that addresses the limitations of
conventional QAM modulation. As mentioned earlier, the conventional coded modulation
schemes show a gap to Shannon capacity that can be overcome only by using modulation
formats that have a Gaussian-like shape. PCS can help close the capacity gap [1]. In con-
ventional modulation format, each constellation point has the same probability. In other
words, outer constellation points with higher energy/power have the same probability as in-
ner constellation points with lower energy/power. On the other hand, the PCS uses the lower
energy/power inner constellation more frequently than higher energy/power outer constella-
tion points. It enables PCS to deliver several benefits such as snhanced granularity, improved
noise tolerance, and baud rate flexibility.

In other words, as opposed to standard QAM constellations, which are typically composed
of independent and identically distributed (IID) symbols, the concept of PCS lies on the
assignment of a given probability distribution function to its constellation symbols, thereby
controlling both the entropy and average transmitted signal energy [2]. In practice, this
probability distribution can be achieved by the Maxwell-Boltzmann distribution function.
Subsequently, the basic theory of the Maxwell-Boltzmann distribution and its offered benefits
are discussed.
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6.1.1 The Maxwell-Boltzmann distribution

The Maxwell-Boltzmann distribution maximizes bit rate for a fixed average energy [3]. In
other words, the Maxwell-Boltzmann distribution minimizes the required average energy for
a fixed bit rate. It should be noted that the given constellation must be able to support the
given bit rate or the given average energy such that these values are themselves constrained.
The Maxwell-Boltzmann distribution causes a constellation point, r, with energy, ∣∣r∣∣2, to be
selected with a probability of [3],

p(r)∝ e−λ∣∣r∣∣
2

(6.1)

where, the parameter λ ≥ 0 governs the trade-off between bit rate and average energy. More
precisely, the optimal distribution is given as,

p(r)∝
e−λ∣∣r∣∣

2

Z(λ)
, λ ≥ 0 (6.2)

where the partition function Z(λ) is chosen to normalize the distribution, i.e.,

Z(λ) ≜ ∑
r∈Ω

e−λ∣∣r∣∣
2

, λ ≥ 0 (6.3)

where, Ω is a constellation alphabet. For finite constellations, setting λ = 0 yields a uniform
probability signaling scheme in which all constellation points are selected with uniform prob-
ability. Therefore, λ = 0 leads a “classical” fixed-rate signaling scheme to appear as a special
case. Also, it should be noted too that, with a Maxwell-Boltzmann distribution, outer points
(points with large energy) are never selected more often than inner points (points with small
energy). An equivalence class of the points of Ω all having the same energy is called a shell of
the constellation. With a Maxwell-Boltzmann distribution, the points of a shell are selected
equally often [3].

When the Maxwell-Boltzmann distribution is applied to set the probability of appearance of
each constellation symbol in additive white Gaussian noise (AWGN) channels, it has been
shown that PCS can provide a reduction of transmitted power by up to 1.53 dB [2], [4]. This
effect is commonly referred to in the literature as the PCS shaping gain, and it has been
the main driver behind its rapid adoption in optical fiber systems. In addition, the recent
development of implementable fixed-length distribution matcher (DM) [5] to set the PCS
symbol probabilities, also provides another key advantage in terms of enhanced flexibility
and granularity for controlling the transmitted net bit rate [6].

6.1.2 Working Principle

The functional block that performs rate-adaptive shaping is the DM, which transforms uni-
formly distributed input information bits to the Maxwell-Boltzmann distributed output sym-
bols. The DM is the key component in the PCS (see Fig. 6.2). At a high level, the DM takes a
uniform bit sequence of ones and zeros with equal probability and convert these into symbols
with a desired distribution. A reverse DM converts these symbols back to the original stream
at the receiver end.
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Figure 6.3: Example of bits to symbol mapping and symbol distribution (adapted from [7]).

To explain how the DM might work with a simple example, we take four bits (0 to 15) and
convert these into two symbols from eight possible symbols, letters A to H, as shown in
Fig. 6.3. Considering this bits to symbols combination, we will likely see a lot more “D”s and
“E”s and a lot fewer “A”s or “H”s regardless of the incoming bitstream. Notice that bits are
not mapped to individual symbols; instead, a string of bits is mapped to a combination of
symbols. The mapping helps create the desired distribution. The example shown in Fig. 6.3
is using 6 bits (two 3-bit symbols) to transmit 4-bits worth of data. Therefore, the net
data rate becomes two-thirds compared to uniform modulation with all symbols having equal
probability.

An Illustrative Example

This example presents an illustration of the probabilistic shaping when the Maxwell-Boltzmann
distribution was applied to constellation points. Here, an example of a 64QAM constellation
is presented for various values of λ in the range of 0 to 1. Considering a given modulation
format, the maximum shaping gain is observed around λ = 1. Nevertheless, as mentioned
earlier in (6.1), the λ can have any arbitrary value greater than equal to 0. An equivalence
class of the points of constellation all having the same energy is called a shell of the con-
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Figure 6.4: An illustrative example of 64QAM constellation mapping (gray coding scheme) template.
For λ = 0, all constellation points lie in the same shell (classical uniform modulation scheme).
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It generates 9 different energy shell (refer to dotted circle) when applied the Maxwell-Boltzmann
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and (e) λ = 0.99.
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stellation points. Fig. 6.4 presents various shells of the 64QAM constellation template in a
dotted circle. Notice that, using the Maxwell-Boltzmann distribution, of 9 distinct shell that
exists in a 64QAM template. Also, setting λ = 0 causes all constellation points to lie in the
same shell with a uniform probability, yielding a “classical” fixed-rate and uniform signaling
scheme to appear as a special case. In the following, we have shown 9 different Shells for the
given 64QAM template with their respective member symbol:

shell1 = [18, 22, 50, 54]

shell2 = [19, 23, 26, 30, 51, 55, 58, 62]

shell3 = [27, 31, 59, 63]

shell4 = [10, 14, 17, 21, 42, 46, 49, 53]

shell5 = [11, 15, 25, 29, 43, 47, 57, 61]

shell6 = [2, 6, 9, 13, 16, 20, 34,38, 41, 45, 48, 52]

shell7 = [3, 7, 24, 28, 35, 39, 56, 60]

shell8 = [1, 5, 8, 12, 33, 37, 40, 44]

shell9 = [0, 4, 32, 36]

It should be noted that power level of shell1 < shell2 < shell3 < shell4 < shell5 < shell6 <
shell6 < shell8 < shell9. Subsequently, we plot the probability distribution for the 64QAM
constellation points for different values of λ. Results shown in Fig. 6.6a corresponds to setting
λ = 0, which shows a classical uniform signaling scheme where all constellation points have the
same probability. Next, Fig. 6.6b to 6.6d present the probability distribution for λ = 0.1056,
λ = 0.2524, and λ = 0.5063, respectively. Note that, when shaping parameter λ increases,
the probability of higher power constellation points decreases accordingly. When the value of
shaping parameter λ approaches 0.99, the entire signaling scheme is limited to the innermost
Shell of the original constellation, and it makes the probability of higher constellation points
appearance almost zero.

In conclusion, the Maxwell-Boltzmann parameter λ (we call it as the shaping parameter
λ) governs the trade-off between bit rate and average energy. In analogy with statistical
mechanics, we might call λ as the inverse temperature of the Maxwell-Boltzmann distribution,
i.e. λ = 1/(kT ), where k is the Boltzmann constant and T is the temperature. When λ = 0 (for
infinite temperature), the uniform distribution is obtained, corresponding to the maximum
possible entropy for the given constellation. When relates to statistical mechanics, all states
of a system are equally occupied at infinite temperature. As λ → ∞ (or the temperature
cools toward absolute zero), the bit rate as well as the average energy are reduced as the
points with large energy are selected less frequently. The “limiting constellation” (obtained
at absolute zero temperature) consists of only the innermost points of the original constellation
(the ground states in statistical mechanics), and these points are selected equally often [3].
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6.2 Adaptive Probabilistic Shaped Modulation

Generally, PCS is practically enabled by probabilistic amplitude shaping (PAS). The problem
with previously known PCS architectures is that performing coding after shaping at the
transmitter distorts the shaped symbol distribution, as forward error correction (FEC) parity
bits are generally not shaped. On the other hand, performing coding before shaping at
the transmitter can cause error bursts upon de-shaping erroneously received symbols at the
receiver. The PAS architecture elegantly circumvents this problem by optimally intertwining
shaping and coding in a capacity-approaching and the efficiently implementable way [8].

6.2.1 The Architecture and Achievable Bit Rates

The general concept of PCS modulation resorting to the reverse concatenation principle as-
sociated with the PAS scheme is illustrated in Fig. 6.7. The DM is the key component of the
PAS transmitter architecture, which is responsible for shaping the I and Q amplitude levels
of the selected QAM template. This allows to allocate the remaining sign bits in the I and Q
components (i.e. two bits in total) for carrying the systematic FEC parity bits, thus avoiding
distorting the desired shaping through the FEC encoder. The total entropy that must be
allocated for the FEC parity bits, HFEC , can be calculated as,

HFEC = (1 −RFEC) log2(MPCS) (6.4)

where RFEC is the FEC rate and MPCS is the constellation size of the selected QAM template
for PCS. Given the allocation of the FEC parity bits to the quadrant positions, the PAS
scheme requires that HFEC ≤ 2, which consequently imposes that,

RFEC ≥ 1 −
2

log2(MPCS)
(6.5)

As an example, for a 64QAM template, it results that RFEC ≥ 2/3. When the FEC rate is
larger than the minimum imposed by (6.5), the remaining quadrant bits should be utilized to
carry unshaped information bits. The available entropy for that effect is then simply given
by,

Hquad = 2 −HFEC (6.6)

P/SS/PData S/P

Distribution
matcher

FEC
Encoder

QAM
Mapper

DSP
Pilots

Hquad

RDM

HDM,in HDM,out

RFEC

HFEC

HPCS

Rpil

P/S

Figure 6.7: PAS transmitter architecture with digital signal processing (DSP) pilots insertion. S/P:
serial-to-parallel; P/S: parallel-to-serial (adapted from [2]).
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where, Hquad is the entropy of the remaining quadrant bits. Conversely, the information
entropy fed to the DM, HDM,in, is obtained from the amplitude bits in the QAM template,

HDM,in = log2(MPCS) − 2 (6.7)

The DM will then provide a fine control over its output entropy,

HDM,out = (HPCS) − 2 (6.8)

where HPCS is the overall desired PCS entropy given by,

HPCS =
Rb

2RsRpil
+HFEC (6.9)

where Rb is the target net bit rate, Rs is the operating symbol rate, Rpil is the DSP pilot
rate and the factor of two accounts for dual-polarization transmission. Taking its input and
output distribution entropies, the rate of the DM can simply be written as,

RDM =
HDM,out

HDM,in
(6.10)

Considering the allocation of the information payload in the PAS scheme of Fig. 6.7, the
overall net bit rate of the transmitted PCS signal can be explicitly given by,

Rb = RsRpil(Hquad +HDM,out)

= 2RsRpil[2 − (1 −RFEC)log2(MPCS) +RDM(log2(MPCS) − 2)]
(6.11)

where 0 ≤ RDM ≤ 1 is the free parameter that can be adjusted in order to adapt the transmit-
ted bit rate. Given that the DM can only reduce the entropy of its input uniform distribution,
i.e. RDM ≤ 1, it results that the maximum net bit rate supported by the PAS transmitter
architecture is,

Rb,max = 2RsRFECRpillog2(MPCS) (6.12)

The maximum bit rate is then achieved for HPCS = log2(MPCS), i.e. for an uniform con-
stellation, in which case the DM in Fig. 6.7 becomes a simple amplitude shift keying (ASK)
mapper for the I and Q components. Conversely, the minimum net bit rate achievable by
the PAS architecture is obtained when the DM collapses all its entries into a single output
amplitude level, i.e. HDM,out = 0 and thus RDM = 0. In that extreme case, a QPSK output
constellation is obtained, yielding the following minimum net bit rate,

Rb,min = Rb,max − 2RSRpil(log2(MPCS) − 2) (6.13)

where it is also implicit that the square QAM template for PCS must respect the condition
MPCS > 4.

6.2.2 Probability Distribution and Bit Rate Adaptation

Besides enabling the adaptation of the transmitted net bit rate, the DM can also be applied
to minimize the average transmitted signal energy, thereby enhancing the energy efficiency
of the transmission system. Following Shannon’s theory for AWGN channels, the minimum

105



transmitted signal energy required to achieve a given bit rate is obtained by setting the QAM
symbol probabilities, Pxn , according to the Maxwell-Boltzmann distribution [3],

Pxn =
exp (−λ∣xn∣

2)

∑
MPCS
n=1 exp (−λ∣xn∣2)

(6.14)

where λ is the shaping parameter and xn is the n-th symbol in the square MPCS QAM
constellation alphabet,

xn = 2((n − 1) mod
√
MPCS) −

√
MPCS + 1 + i(2⌈

n
√
MPCS

⌉ −
√
MPCS − 1) (6.15)

Note that a uniform distribution with symbol probabilities Pxn = 1/MPCS is obtained by
setting λ = 0, which corresponds to RDM = 1. Considering the average energy of the corre-
sponding constellations, the achievable shaping gain, GPCS , can be provided by PCS using a
QAM template of size MPCS over a uniform QAM constellation of size MQAM as,

GPCS = 10log10(
∑

MQAM
n ∣un∣

2

∑
MPCS

k ∣sk∣2Psk

) (6.16)

where un and sk are the symbols of the uniform and shaped constellations, respectively, which
are obtained by replacing the corresponding constellation sizes in (6.15).

As an illustrative example of the PCS concept, let us consider the following parameters for a
single polarization system:

� Rs = 30 Gbaud

� MPCS = 36 Gbaud

� Rpil = 1 (no extra overhead for DSP pilots)

� RFEC = 5/6 (20 % overhead for FEC)

Utilizing (6.12) and (6.13) with the aforementioned signal parameters (considering a single po-
larization system) and considering 36QAM format, it results that the achievable net bit rates
with the PAS scheme lie within the interval of ∼34 Gbps to ∼129 Gbps. Note that, a varying
data rate can be achieved by changing the rate of the DM block. A set of PCS constellation
examples are shown in Fig. 6.8 corresponding to different bit rates in the range of ∼34 Gbps
to ∼129 Gbps. Fig. 6.8(a) presents the PCS constellations corresponding to the 90 Gbps data
rate. Fig. 6.8(a) shows that the high power constellation points (outer constellation points)
have a relatively low probability of occurrence than low power constellation points (inner con-
stellation points). Further, the probability of high power constellation points increases with
the increased data rate from 100 Gbps to 125 Gbps as shown in Fig. 6.8(b) to Fig. 6.8(d),
respectively. At a maximum 129 Gbps data rate (see Fig. 6.8(e)), the probability of symbol
appearance is uniformly distributed over the entire constellation. It should be noted that the
requested 36QAM PCS obtains a maximum of 5.17 bits entropy (i.e. log2(36) = 5.17 bits) in
the case of a maximum achievable data rate of 129 Gbps. In practice, the bit rate can be
controlled by adjusting the shaping parameter, λ, in (6.14).
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(a) (b)

(c) (d)

(e)

Figure 6.8: Graphical illustration of the symbol probability distributions in a 36QAM PCS constel-
lation for different bit rates between the range from ∼34 Gbps to ∼129 Gbps. This graphs correspond
to Rs = 30 Gbaud, MPCS = 36, Rpil = 1, and RFEC = 5/6 with a single polarization system.
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6.2.3 Performance Assessment Metrics

Transmission systems utilizing the soft-decision-FEC (SD-FEC) coding paradigm, it is demon-
strated that the generalized mutual information (GMI) is an adequate metric for pre-FEC
performance assessment [9]. In an AWGN channel, and assuming a PCS-modulated trans-
mitted signal, the GMI can be calculated as [10],

GMI =HPCS −G(MPCS , Px, σ
2
) (6.17)

where G represents the loss of information due to propagation over the AWGN channel,

G(MPCS , Px, σ
2
) =

1

N

N

∑
n=1

log2(MPCS)

∑
k=1

log2
∑xm∈χ exp( −

∣yn−xm∣
2

σ2 )Pxm

∑xm∈χ(k,bn,k)
exp( −

∣yn−xm∣
2

σ2 )Pxm

(6.18)

where σ2 is the noise variance of the AWGN channel, yn is the n-th received symbol (out of a
total of N symbols), xm is the m-th symbol in the respective constellation alphabet, bn,k is the
k-th bit of the n-th transmitted symbol and χ(k, b) is a subset of the constellation alphabet,
χ, which contains bit b ∈ [0 1]in the k-th bit position. The GMI can then take values in the
range of 0 to HPCS , which ideally correspond to the worst and best signal to noise ratio (SNR)
conditions, respectively. To provide an universal assessment of achievable information rate for
any modulation format, the normalized generalized mutual information (NGMI) is commonly
utilized, which can be defined as [11],

NGMI = 1 −
G(MPCS , Px, σ

2)

log2(MPCS)
(6.19)

Considering an ideal FEC implementation, it can be shown that the minimum NGMI that
ensures error-free transmission, NGMIth, is given by NGMIth = RFEC . However, due to
practical implementation constraints, the SD-FEC encoder/decoder typically suffers from a
coding gap, i.e. it imposes that NGMIth = RFEC + δFEC , where δFEC accounts for the
non-ideal FEC performance loss. Notice that, in the case of uniform QAM, it follows that,
H(χ) = log2(M) and therefore (6.19) simply reduces to NGMI = GMI/log2(M).

6.3 Experimental Results

This section presents the experimental setup employed for the virtual carrier assisted SCOH
DC-Value method with the PCS modulation. The experimental setup is identical to the setup
discussed in Fig. 4.8.

6.3.1 Experimental setup

At the transmitter side (see Fig. 6.9), various M-PCS 30 Gbaud symbols are generated using
the PAS method discussed in Fig 6.7. After M-PCS mapping, symbols are passed through
a pulse shaping root raised cosine (RRC) filter with a 0.1 roll-off factor. Following that,
a complex tone Eoe

2πfot, at a frequency of fo = 16.5 GHz (considering 0.1 RRC roll-off factor,
1.1 × 30 Gbaud/2 = 16.5 GHz), is added to the 30 Gbaud M-PCS signal, Es(t), in the
digital domain. The desired carrier to signal power ratio (CSPR) is obtained by varying the
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Figure 6.9: Experimental setup of the SCOH DC-Value method employing the PCS.

amplitude Eo of the complex tone. After Tx-DSP, the Keysight M8194A arbitrary waveform
generator (AWG) containing 120 GSa/s digital to analog converter (DAC) is used to generate
the signal. The output of the DAC is modulated at 1550 nm using a single polarization IQ
Mach–Zehnder modulator (IQ-MZM). The output of the IQ-MZM signal is directly launched
to the standard single-mode fiber (SSMF).

At the receiver end, following a similar procedure discussed in Chapter 4, the optical sig-
nal is amplified by an erbium-doped fiber amplifier (EDFA) and detected using a low-cost
40 GHz single photodetector without a trans-impedance amplifier (TIA). The photodetector
output is then sampled by a 100 GSa/s Tektronix real-time oscilloscope (RTO) with 33 GHz
bandwidth. Finally, the experimental data captured by the RTO is processed offline using
Matlab software.

6.3.2 Results and Discussion

In this subsection, we present obtained results for the 30 Gbaud transmission system with 20%
FEC overhead. In the case of a single polarization 16QAM uniform modulation transmission
system, we get the following data rate:

(Net Data Rate)MQAM = Rs Rpil RFEC log2(M)

= 30 Gbaud × 1 ×
5

6
× log2(16)

= 100 Gbps

(6.20)

where, Rs is the baud rate of the signal, Rpil is the DSP pilot rate, RFEC is the FEC overhead
rate, and M is the constellation cardinality. Notice that the net 100 Gbps data rate can be
achieved when (6.20) is considered with a 30 Gbaud 16QAM signal, Rpil = 1 and RFEC = 5/6
(i.e. 20% FEC overhead). In the case of PCS modulation (refer to (6.15)), the net achievable
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Figure 6.10: GMI vs CSPR for 36QAM PCS and 16QAM uniform modulation.

data rate can be varied by changing the rate of the DM, RDM , as follows:

(Net Data Rate)MQAM−PCS = RsRpil[2 − (1 −RFEC)log2(MPCS) +RDM(log2(MPCS) − 2)]

= 30 × 1 × [2 − (1 −
5

6
)log2(36) + 0.6924(log2(36) − 2)]

= 100 Gbps

(6.21)

where, Rs is the baud rate of the signal, Rpil is the DSP pilot rate, RFEC is the FEC overhead
rate, MPCS is the constellation cardinality, and RDM is the rate of the DM. Similarly, the net
100 Gbps bit rate can be achieved when (6.21) is considered with a 30 Gbaud 36QAM PCS
signal, Rpil = 1, RFEC = 5/6, and RDM = 0.6924, we can achieve net 100 Gbps data rate. Note
that the multiplication factor 2 is removed in the calculation of (Net Data Rate)MQAM−PCS

considering a single polarization system. In the following, we present the obtained results for
both uniform and PCS modulation after transmission of 70 km distance.

36QAM PCS

This subsection presents the performance comparison of PCS and uniform modulation sig-
naling after transmission of 70 km distance (40 km SSMF followed by 6 dB variable optical
attenuator (VOA) attenuation). The performance is measured using a GMI and NGMI met-
ric as a function of varying CSPR values in the transmission, respectively. Results depicted
in Fig. 6.10 shows that the 36QAM PCS modulation provides an optimum 3.63 bits/symbol
GMI at ∼15 dB CSPR . Also, a similar trend is observed in a 16QAM uniform modulation
format, where an optimum 3.53 GMI is observed for the same 15 dB CSPR transmission.
The recovered constellation for both PCS and uniform modulation formats at an optimum
operating CSPR are shown in Fig. 6.12(a) and (b), respectively. Notice that the obtained
results correspond to 2 samples per symbol (SPS) DSP used in the signal reconstruction em-
ploying the DC-Value method. Results in Fig. 6.10 show that 36QAM PCS format provides
∼0.13 bits/symbol GMI improvement compared to uniform 16QAM modulation format. Sub-
sequently, the results shown in Fig. 6.11 presents a comparative analysis between PCS and
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Figure 6.11: NGMI vs CSPR for 36QAM PCS and 16QAM uniform modulation.

(a) (b)

Figure 6.12: Received signal constellation for 30 Gbaud signal considering (a) 36QAM PCS trans-
mission, and (b) Uniform 16QAM transmission. (CSPR = 15 dB).

uniform modulation format using an NGMI metric. It shows that 36QAM PCS provides 0.01
NGMI improvement compared to uniform 16QAM modulation transmission. Notice that the
EDFA is operated in constant output power mode, and the power of the optical signal falling
on the photodetector remains identical for both PCS and uniform modulation formats. Nev-
ertheless, it should be noted that the peak to average power ratio (PAPR) values are different
in both PCS and uniform modulation cases. The value of PAPR increases with a constellation
size and shaping parameter λ.

64QAM PCS

In this section, we present results for the increased constellation size (64QAM PCS) for
the same 100 Gbps net bit rate with RFEC = 5/6 and measure the system performance.
Results shown in Fig. 6.13 presents the comparison between achieved GMI performance for
36 & 64QAM PCS and 16QAM uniform modulation transmission. Fig. 6.13 shows that the
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Figure 6.13: GMI vs CSPR for 36 & 64QAM PCS and 16QAM uniform modulation.
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Figure 6.14: NGMI vs CSPR for 36 & 64QAM PCS and 16QAM uniform modulation.

36QAM PCS provides ∼0.13 GMI gain compared to the uniform 16QAM modulation format
(as we discussed earlier). Further, by increasing constellation size to 64QAM PCS, the system
performance tend to degrade when compared to 36QAM PCS due to its increased constellation
size and its related constraints. Recall that the PAPR increases with increased constellation
size and so the PAPR for a 64QAM PCS case is highest when compared to 36QAM PCS
and 16QAM uniform modulation. Notice that the signal with a higher PAPR sets a stricter
requirement on the effective number of bits (ENOB) of the analog to digital converter (ADC)
and DAC. Additionally, in the case of a SCOH transmission system, the higher PAPR can also
affect the system performance. It can be viewed as high power constellation points experience
a relatively low CSPR value compared to the lower power constellation points. Therefore,
the higher power constellation points suffer more signal-to-signal beating noise (SSBN) and
limit the system performance. Consequently, the choice of the optimum constellation size
depends on various factors, such as ENOB, CSPR, and PAPR. The ENOB of the ADC can
be varied by adjusting the vertical scale of the oscilloscope, making the received signal fill
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the full screen. Nevertheless, the ENOB of the DAC still possesses a strict requirement in
transmission and requires careful attention.

6.4 Final Remarks

In this chapter, we briefly discussed the underlying idea of probabilistic shaping and its
offered advantages in signal transmission. The concept of PCS is based on the assignment
of a probability distribution to constellation points. In practice, the Maxwell-Boltzmann
distribution function can be employed to enable such probability distribution. Generally, the
PCS can be realized by the PAS, and we discussed the architecture of the PAS in detail.
Also, the performance assessment metric such as GMI and NGMI are explained briefly. The
experimental results for the net 100 Gbps bit rate system are carried out for 36 & 64QAM PCS
modulation and compared their results with uniform 16QAM modulation. Both PAPR and
shaping gain increase with a larger constellation size, however, the higher PAPR indicates
that the signal is more sensitive to ENOB and CSPR. This can also be confirmed from the
experimental assessment that the 36QAM PCS provides better performance when compared
to uniform 16QAM and 64QAM PCS modulations.
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Chapter 7

Conclusion and Future Work

This Ph.D. thesis contains a deep revision of the state of the art in the self-coherent
(SCOH) transceiver schemes, highlighting their advantages and limitations, and proposes a
novel solution for the phase recovery, carrying out a comprehensive optimization and experi-
mental validation of this new technique. This chapter aims to present the main conclusions
of this Ph.D. work and propose suggestions for future work.

7.1 Conclusions

Double sideband optical direct-detection (DD) schemes offer a low-cost and simple solution
to extract information from an optical signal. Nevertheless, they impose an irreversible loss
of phase information. single sideband (SSB) methods have been adopted as they enable
the retrieval of amplitude and phase information using DD. However, they tend to suf-
fer a strong penalty due to signal to signal-to-signal beating noise (SSBN) generated upon
square-law detection. The adverse effects of SSBN can be alleviated either by enlarging the
band-gap between the carrier and information signal or by increasing the carrier to signal
power ratio (CSPR), at the expense of the spectral efficiency or nonlinear signal degradation,
respectively.

The aforementioned problem of SSBN can be well addressed by a minimum phase signal
based Kramers-Kronig (KK) receiver, which significantly reduces the impact of SSBN. The
minimum phase condition of the signal implies that log-magnitude and phase are related by
the Hilbert transform, and this requirement can be full filled by adding a constant value in
the SSB complex signal. In practice, a continuous wave (CW) tone is added at the edge of
the information signal spectrum that ensures the minimum phase condition upon DD. How-
ever, the nonlinear operations (logarithmic and exponential) in the KK algorithm demand
the digital signal processing (DSP) to be operated a couple of times faster than the Nyquist
sampling rate to accommodate spectral broadening induced by such operations. To reduce
the sampling rate, such nonlinear functions can be replaced by approximations in the modified
upsampling-free KK method. Nevertheless, such approximations tend to require higher tone
power that increases the nonlinear distortions or sensitivity penalty [1].

To address the aforementioned high sampling rate and higher tone power requirements of
the conventional KK and upsampling-free KK methods, respectively, a DC-Value method ex-
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ploring the SSB and DC-Value properties of the minimum phase signal was proposed in this
Ph.D. study. Like KK methods, the DC-Value method can also reconstruct the full optical
field (amplitude and phase information) from the intensity of the optical field. The working
principle of the DC-Value method is based on iteratively imposing the SSB and DC-Value
properties of the minimum phase signal, referred to as minimum phase condition (MPC), in
the Fourier domain. The DC-Value method has the potential to provide an upsampling free
signal reconstruction process at low tone power operation [2]–[4].

So far, we performed an extensive survey on the state of the art SCOH methods, investigated
their limitations, and proposed a novel solution namely the DC-Value method that can be op-
erated at Nyquist sampling rate with low tone power operation. The key idea for enabling the
SCOH is the reception of a signal that satisfies the minimum phase condition upon detection.
The conventional KK, upsampling-free KK, and the DC-Value method are three methods
whose working principle is based on the minimum phase signal transmission/reception. For
SCOH transceivers, there are two methods to generate the minimum phase signal, (i) optical,
and (ii) digital methods. The optical method increases the optical complexity and hardware
requirement, therefore, we focused on a digital method in this Ph.D. study. Also, the KK
and DC-Value methods require the implementation of the Hilbert filter and the MPC in al-
gorithms, respectively. In chapter 4, the implementation of algorithms is explained in detail
considering the location (right or left edge) of the optical tone. Also, it explains the exper-
imental setup employed for the performance assessment. The experimental assessment was
carried out for the short-reach optical links (up to 80 km) employing advanced modulation
formats link QPSK and 16QAM. The comparative analysis of the performance of the KK,
upsampling-free KK, and the DC-Value methods are presented. The experimental results
show that the DC-Value method outperforms the KK methods, enabling a significant reduc-
tion of CSPR (2.7 dB with QPSK and 1 dB with 16QAM) [5].

Further, we presented that the performance of the DC-Value method is highly dependent on
the receiver estimation of the carrier power that reaches the photodetector. It is because the
carrier contribution factor (CCF) is an important parameter in the DC-Value method as it is
used to guarantee the MPC for the DC-Value method algorithm. Therefore, an accurate CCF
estimation method is mandatory to exploit all advantages of the DC-Value method. The CCF
sensitivity analysis shows that the CCF estimation error should be no more than 5% to ensure
close to optimum system performance. Using the knowledge of the CSPR value, we proposed
a novel CCF estimation method compatible with both DC and AC-coupled photodetectors.
The numerical analysis shows that the proposed CCF estimation method is quite insensitive
to the CSPR value. In practice, results show that the optimum CSPR value usually lies higher
than ∼8 dB and we can ensure less than 1% CCF estimation error by the proposed method. [6].

As modulation order increases, the constellation points get closer together for the same
average power, making them less tolerant to noise and impairments. The increased power
can provide higher tolerance to noise, nevertheless, it also increases the nonlinearities. On
the other hand, the decreased power helps reduce nonlinearities, but conversely, it reduces
the noise tolerance level. The probabilistic constellation shaping (PCS) is an advanced mod-
ulation format technique that addresses the limitations of conventional QAM modulation
employing the Maxwell-Boltzmann distribution to constellation points. Generally, the PCS
can be realized by probabilistic amplitude shaping (PAS), and we discussed the architecture
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of the PAS in detail. We also discuss the performance assessment metric such as generalized
mutual information (GMI) and normalized generalized mutual information (NGMI) used in
probabilistic shaping (notice that these metrics are also applicable to uniform modulation
formats). The experimental results for the net 100 Gbps bit rate system were carried out for
36 & 64QAM PCS modulation and with the uniform 16QAM modulation. The experimen-
tal assessment shows that the 36QAM PCS provides better performance when compared to
uniform 16QAM and 64QAM PCS modulations. It is because both peak to average power
ratio (PAPR) and shaping gain increase with a larger constellation size, however, the higher
PAPR indicates that the signal is more sensitive to the effective number of bits (ENOB) and
CSPR. Therefore, the optimum constellation size in PCS depends on various parameters such
as PAPR, ENOB, and CSPR [7].

7.2 Future Work

Many different ideas and future directions arose during this Ph.D. research. Some of them
were deeply analyzed during the entire course of the research work but still there were others
that due to time constraints were not possible to follow. The following ideas could be explored:

� In Chapter 4, we used a digital method to generate an SSB signal that reduces the
digital to analog converter (DAC) resolution for the information-bearing signal. As an
alternative, an optical method can also be used. Also, it is worth looking at [8], that
reports a method where a radio frequency (RF) tone is added in the analog domain
between the arbitrary waveform generator (AWG) and the IQ Mach–Zehnder modulator
(IQ-MZM).

� For the case of using a digital method to generate an SSB signal, a lot of harmonics were
observed after the IQ-MZM in the optical spectrum analyzer (OSA). The development
of techniques to mitigate the impact of the DAC and IQ-MZM can be explored.

� In Chapter 6, we discussed that the PAPR, ENOB, and CSPR play a vital role in defin-
ing the optimum constellation size for probabilistic shaping. Following [9], a detailed
analysis of signal and system design parameters such as bandwidth, CSPR, modula-
tion order, probabilistic shaping, and chromatic dispersion can be performed in this
direction.

� So far, we added a CW tone at the transmitter side, nevertheless, it is worth to explore
the possibility to add at the receiver end as well. In this case, we can use an existing
setup of a conventional coherent transmitter and use a simplified receiver in place of a
conventional coherent receiver.

� Also, a thorough investigation like [10] showing the impact of optical amplifiers can be
performed for the SCOH transceiver with probabilistic shaping.

⋆ ⋆ ⋆ ⋆ ⋆
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Appendix A

Hilbert Transform

Hilbert transform of a signal is defined as the transform in which the phase angle of all negative
spectral components of the signal are shifted by ±90o, and positive spectral components are
shifted by ∓90o. There are two cases of Hilbert transform, (i) Case I employed to generate
upper sideband (USB) single sideband (SSB) signal (used in the case of negative carrier
frequency), and (ii) Case II employed to generate lower sideband (LSB) SSB signal (used
in the case of positive carrier frequency). If we consider a filter H(ω), described in Figure
A.1, that has a unity magnitude response for all frequencies and the phase response is π/2
(or −π/2) for all positive frequencies and −π/2 (or π/2) for negative frequencies. Here, we

|𝐻 𝜔 | ∠𝐻 𝜔

𝜔 𝜔

1
ൗ𝜋 2

− ൗ𝜋 2

|𝐻 𝜔 | ∠𝐻 𝜔

𝜔 𝜔

1
ൗ𝜋 2

− ൗ𝜋 2

Case II - Generates LSB Signal

Case I - Generates USB Signal

Figure A.1: Magnitude and phase of Hilbert transform filter. Case I generates USB SSB signal used
in case of negative carrier frequency, and Case II generates LSB SSB signal used in case of positive
carrier frequency.
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signal used for negative carrier frequency, and Case II used to generate LSB SSB signal used in case
of positive carrier frequency.
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Figure A.3: Generation of an USB and LSB SSB using Hilbert transform.

consider Case II for the analysis and its transfer function can be written as,

H(ω) = i sign(ω) =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

i for i > 0

−i for i < 0

0 for i = 0

(A.1)

The impulse response of this filter can be given as,

h(t) = F−1[H(iω)]

= iF−1[sign(ω)]

= i(
i

πt
)

= −
1

πt

(A.2)
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where F−1 is the inverse transform. Similarly, the impulse response for Case I can be written
as 1

πt . The graphical representation of the impulse response of the Hilbert transform is shown
in Fig. A.2. Also, the procedure shown in Fig. A.3 presents the SSB signal generation steps
using Hilbert transformation. Subsequently, we present the implementation of discrete time
Hilbert transform that can be employed in a practical system.
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Appendix B

Implementation of Discrete Time
Hilbert Transform

Equation (A.1) is extended from −∞ to ∞ in the frequency domain. In the time domain, the
number of points must be limited (say, to 2M +1), which is equivalent to adding a rectangular
window to the input signal. The Z-transform of windowed h(nts) is given as,

H(z) =
M

∑
n=−M

h(nts)z
−n (B.1)

By definition, the equation is not causal because summation starts from a negative value. In
order to implement it into the practice, (B.1) must be made causal. The FIR design scheme
can be used to achieve the discrete Hilbert transform.
1: Write the Z-transform of the function h(nts) as,

H(z) =
∞

∑
n=−∞

h(nts)z
−n

=
−1

∑
n=∞

h(nts)z
−n
+ h(0) +

∞

∑
n=1

h(nts)z
−n

= h(0) +
∞

∑
n=1

[h(−nts)z
n
+ h(nts)z

−n
]

(B.2)

Substituting z = ei2πfts , the result can be written as,

H(ei2πfts) =Hr(e
i2πfts) + iHi(e

i2πfts)

=
∞

∑
n=−∞

h(nts)e
i2πnfts

= h(0) +
∞

∑
n=1

[h(−nts) cos(2πnfts) + ih(−nts) sin(2πnfts)+

h(nts) cos(2πnfts) + ih(nts) sin(2πnfts)]

(B.3)

where,

Hr(e
i2πfts) = h(0) +

∞

∑
n=1

[h(−nts) + h(nts)] cos(2πnfts)

Hi(e
i2πfts) =

∞

∑
n=1

[h(−nts) + h(nts)] sin(2πnfts)

(B.4)
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Figure B.1: Periodic representation of H(f)

2: When the sampling frequency is fs, the transfer function H(f) is limited to the bandwidth
fs
2 . Due to the periodic property of sampling, the Hilbert transfer function is actually as shown
in Figure B.1. This can be represented by Fourier series as,

Hi(e
i2πfts) =

∞

∑
n=1

bn sin(2πnfts) (B.5)

bn =
2

fs
∫

fs/2

−fs/2
H(ei2πnfts) sin(2πnfts) df

=
2

fs
[∫

0

−fs/2
sin(2πnfts) df + ∫

fs/2

0
sin(2πnfts) df]

=
1

nπ
[−2 + 2 cos(nπ)]

=

⎧⎪⎪
⎨
⎪⎪⎩

0 n = even

− 4
nπ n = odd

(B.6)

In the above equation, the relation of fsts = 1 is used.
3: The (A.1) has only the imaginary part, therefore, Hr(f) = 0 and Hi(f) ≠ 0. This condition
can be fulfilled if,

h(n) = 0 and h(−nts) = −h(nts) (B.7)

Using this relationship, Hi in (B.4) can be written as

Hi(e
j2πnfts) = 2

∞

∑
n=1

h(nts) sin(2πnfts) (B.8)

Comparing (B.8) and (B.5), we can obtain

h(nts) = −
bn
2

(B.9)

Finally, the impulse response of the discrete Hilbert transform can be written as,

h(nts) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

0 n = even

−
2

nπ
n = odd

(B.10)
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Similarly, the discrete Hilbert transform for the Case I can be written as,

h(nts) =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

0 n = even
2

nπ
n = odd

(B.11)

The Hilbert transform represented by (B.10) and (B.11) can be used in Kramers-Kronig (KK)
methods in the case of positive and negative carrier frequency, respectively.
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