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ABSTRACT: Molecular dynamics (MD) simulations have become a key tool for examining 

the properties of electrosprayed protein ions. Traditional force fields employ static charges on 

titratable sites, whereas in reality protons are highly mobile in gas phase proteins. Earlier 

studies tackled this problem by adjusting charge patterns during MD runs. Within those 

algorithms proton redistribution was subject to energy minimization, taking into account 

electrostatic and proton affinity contributions. However, those earlier approaches described 

(de)protonated moieties as point charges, neglecting charge solvation which is highly 

prevalent in the gas phase. Here we describe a mobile proton algorithm that considers the 

electrostatic contributions from all atoms, such that charge solvation is explicitly included. 

MD runs were broken down into 50 ps fixed-charge segments. After each segment the 

electrostatics were reanalyzed, and protons were redistributed. Challenges associated with 

computational cost were overcome by devising a streamlined method for electrostatic 

calculations. Avidin (a 504 residue protein complex) maintained a native-like fold over 200 

ns. Proton transfer and side chain rearrangements produced extensive salt bridge networks at 

the protein surface. The mobile proton technique introduced here should pave the way 

towards future studies on protein folding, unfolding, collapse, and subunit dissociation in the 

gas phase. 
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Introduction 

Electrospray ionization (ESI) allows the transfer of proteins and protein complexes from 

solution into the gas phase, thereby making them amenable to mass spectrometry (MS), ion 

mobility spectrometry, and related techniques.1 “Native” ESI employs non-denaturing 

solutions and keeps collisional heating to a minimum.2-9 These experiments aim to preserve 

solution-phase conformations and interactions in vacuo, exploiting the fact that 

electrosprayed proteins can get kinetically trapped in solution-like structures under gentle 

conditions.10-12 However, the mechanistic basis of this trapping remains poorly understood. 

Also, it is not clear how long solution-like structures can survive, and how gaseous protein 

ions respond to perturbations.13-17 For example, collisions with background gas can induce 

collapse, unfolding, and subunit ejection.18-21 Protons in gas phase proteins are highly mobile, 

such that protein structural transitions will be accompanied by charge migration.22-25 

 The following discussion will focus on [M + zH]z+ protein ions produced by positive 

ion ESI. A key factor that governs the behavior of these ions is the number of excess protons 

z. Low protonation states favor compact gas phase structures, while elevated z values 

promote electrostatically driven unfolding.26, 27 It has often been assumed that [M + zH]z+ 

ions are protonated at z basic sites (Lys, Arg, His, and N-termini), while all acidic sites (Asp, 

Glu, C-termini) are neutral (-COOH).18, 28-31 However, recent studies strongly suggest that 

electrosprayed proteins contain zwitterionic moieties, where negative charges on acidic sites 

exist in salt bridges.32-38 

 Conventional structure determination methods such as X-ray crystallography and 

NMR spectroscopy are restricted to condensed-phase investigations. Atomistic insights into 

the conformations of macromolecules in the gas phase are difficult to obtain. Hence, 

molecular dynamics (MD) simulations have become an essential tool for probing the 
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structure and dynamics of gaseous proteins.9, 11, 17, 30, 39-43 Typical MD force fields do not 

allow for the formation or dissociation of covalent bonds, rendering them incapable of 

dealing with proton migration. Considering the high proton mobility in electrosprayed ions,22-

25 the lack of mobile charges represents a significant limitation. Computational methods 

capable of incorporating mobile protons include QM/MM,24, 44, 45 ab initio MD25, 46-48 and 

DFT/MD.49 Unfortunately, the computational cost of these advanced techniques precludes 

their application to large biomolecules. Simplified proton hopping algorithms exist, but most 

of these are geared towards solution simulations.50, 51 

 Thachuk et al.31 proposed an interesting mobile proton model for gas phase MD 

simulations. Their method successfully described proton hopping during the dissociation of 

collisionally heated protein complexes, which culminated in the ejection of highly charged 

single subunits. Unfortunately, that study31 only considered protonation of basic sites, not 

allowing for the existence of salt bridges.32-37 Also, Thachuk’s work31 employed a coarse-

grained force field. Coarse grained models use simplified representations of molecular 

structures, which are useful for studies on very large systems in bulk solution.52 Gas phase 

protein simulations, however, are readily amenable to atomistic force fields that capture 

structural features in much greater detail. 

 Building on Thachuk’s work,31 we recently developed a mobile proton MD method 

that (i) employed an atomistic force field and (ii) allowed for protonation changes at all acidic 

and basic sites (NT0/+, Lys0/+, Arg0/+, His0/+, Asp0/-, Glu0/-, and CT0/-, where NT and CT 

represent N- and C-termini). MD runs were broken down into brief fixed-charge segments. 

Protons were redistributed after each segment, and the subsequent segment was started with a 

newly optimized charge pattern. Proton migration was subject to minimization of the energy 

Etot = ECoul + EPAint, where electrostatic interactions between N titratable sites with charges Qk 

and Ql and distances Rkl are given by 
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The second contribution to Etot arises from the intrinsic proton affinities (PAint(x) > 0) of the x 

= 1 … N titratable sites, with x = 1 for protonated sites, and x = 0 for deprotonated sites. 
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Although Thachuk’s31 and our53 earlier models performed quite well, they both suffer 

from conceptual deficiencies. Equation 1 represents a point charge approximation that assigns 

a charge of +1, 0, or -1 to one single atom within each titratable residue. Non-titratable 

residues are ignored (Figure 1A). In reality, all residues exhibit complex patterns of atomic 

charges, regardless of their protonation state (Figure 1B). The description of such patterns 

using a point charge approximation with simplistic Rkl distances is problematic. More 

importantly, both approaches31, 53 neglect intramolecular charge solvation effects which are 

highly prevalent in macromolecular gas phase ions.16, 29, 54 

To address the aforementioned deficiencies it would be desirable to extend the 

electrostatic expression of equation 1 from a few point charges (N  100) to all the thousands 

of atoms that constitute a protein. The computational cost associated with the N2 scaling of 

equation 1 renders such all-atom treatments challenging, keeping in mind that ECoul has to be 

calculated countless times during a simulation run. 

This work proposes an approach that addresses the issues outlined above. We develop 

a method for redistributing protons in gas phase proteins by minimizing Etot during MD runs. 

The algorithm includes electrostatic contributions from all atoms, thereby treating solvation 

effects in a comprehensive fashion. Streamlined electrostatic calculations keep the 

computational cost low, despite increasing the number of charge sites by two orders of 
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magnitude. We will first examine aspects related to proton affinity and salt bridge stability. 

Then it will be illustrated how the algorithm can be applied to mobile proton simulations on 

avidin, a protein complex that has been widely used as ESI-MS model system.20, 55 

 

 

Methods 

Mobile Proton Simulations: General Concepts. While typical MD force fields are 

optimized for solution conditions, several of them have also been shown to perform well for 

gas phase protein simulations.9, 11, 17, 30, 39-43, 53, 56-58 The current work employs the OPLS all-

atom (OPLS/AA) force field59 which is one of the most commonly used choices for gas phase 

applications.40, 41, 53, 56-58 Also, OPLS/AA contains parameters for all titratable sites in their 

charged and neutral forms, which is an essential feature for the algorithm used here.40 The X-

ray coordinates 5chk60 served as starting structure for simulations on avidin. Missing residues 

(Ala1, Arg2, Arg124, Thr125, Gln126) were added using Pymol (Schrödinger), thereby 

generating a symmetric homo-tetramer. We employed the Gromacs 5.1 MD suite of 

programs61 with GPU acceleration in a vacuum environment without cut-offs for electrostatic 

or Lennard-Jones interactions. The integration step length was 2 fs, and the temperature was 

controlled using the Nosé-Hoover thermostat with a coupling constant of 0.1 ps.62 Neutral 

His was modeled as N2-H tautomer.53, 63  

Protein X-ray structures were initially subjected to steepest descent energy 

minimization, followed by 100 ps of equilibration at 1 K. Subsequent 200 ns production runs 

were conducted at 300 K. Each of these runs was broken down into 50 ps segments, in 

accordance with typical proton hopping times.46, 53 After each 50 ps segment the electrostatics 

were reanalyzed in accordance with the current conformation, and the protein was subjected 

to proton redistribution using the algorithm described below. This was followed by energy 
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minimization to mitigate potential clashes associated with the new charge pattern, prior to the 

subsequent 50 ps segment. New velocities (with a new pseudo-random seed) were assigned 

from a Maxwell-Boltzmann distribution at the start of each segment, thereby eliminating 

artifacts associated with the accumulation of angular momentum. The alternation between 

proton redistribution and MD segments was coordinated by a bash script. 

The mobile proton model used here relies on the premise that protons are highly 

mobile in gas phase protein ions,22-25 and that these H+ will redistribute spontaneously such 

that the energy Etot is minimized.18, 31, 53 We employed a steepest descent search algorithm 

that systematically executes single-proton moves involving termini, as well as all acidic and 

basic side chains. The search commences with an occupied protonation site; the proton from 

this site is tentatively moved to all possible vacant sites. A new configuration is retained if 

one of these moves produces a lower Etot. The search algorithm then turns to another 

occupied site and tentatively moves its proton to all possible acceptor sites, and so on. Once 

each occupied site has been examined the cycle is repeated. To eliminate any possible bias 

the order of donor and acceptor sites is chosen at random for each cycle. The repetition ends 

once a complete cycle does not produce a lower Etot. For avidin this convergence criterion 

was typically reached after ~20000 single proton moves. 

 

Electrostatic Calculations. The key novel aspect implemented in this work is a treatment of 

electrostatic interactions that goes beyond the point charge approximation of equation 1. 

Instead, we consider the overall energy 

 

Etot = VCoul + EPAint    (3) 

 

where VCoul includes the contributions from all n atoms in the protein. The goal of the all-

atom mobile proton algorithm is to identify the charge pattern that minimizes Etot. We define  
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where the indices i, j signify individual atoms. I and J refer to residues, regardless whether 

they are titratable or not. I = J terms are treated by subtracting PAint values for those residues 

that are protonated (as in equation 2).24,58 

 The computational cost of equations 4 and 5 would render mobile proton simulations 

prohibitively slow for large proteins, where electrostatics have to be calculated for ten 

thousands of charge patterns for each of the thousands of different conformations. We 

developed a strategy that allows such repetitive VCoul calculations to be performed in a 

manner that is much more efficient. This new method starts with calculation of the 

hypothetical energy WCoul, which represents the sum of all conceivable electrostatic 

interactions that might be encountered for arbitrary charge patterns, taking into account the 

protonated and de-protonated forms of all titratable sites. For calculating WCoul it is 

conceptually assumed that the protein simultaneously possesses two versions of each residue. 

For non-titratable residues every twinned pair has identical atom positions and atomic 

charges. For residues bearing a titratable site the two twins also share the same atomic 

positions, but they differ in their atomic charges, i.e., the protonated form (“prot”) is used for 

one twin, and the deprotonated form (“deprot”) for the other one. Atomic charges qi for each 

atom are defined in the OPLS/AA force field.59 Matrix calculations are facilitated by 

assuming that the extra hydrogen of a protonated residue is also present in its deprotonated 
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twin. These dummy hydrogens carry zero charge. The protein sequence is then duplicated, 

i.e., for a protein consisting of K residues one obtains a virtual 2K sequence that comprises all 

protonated residues and their deprotonated twins: residue1(prot) ~ residue2(prot) ~ … ~ 

residueK(prot); residueK+1(deprot) ~ residueK+2(deprot) ~ … ~ residue2K(deprot). This 

sequence corresponds to a string of 2n atom coordinates and charges (xi, yi, zi, qi), yielding 
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Figure S2A illustrates how WCoul is computed for Gly-Gly-Gly. While these calculations are 

in progress one also determines the matrix elements  
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which describe the electrostatic interactions between atoms in residues I and J. Both I and J 

cover the range from 1 to 2K. In case of atom overlap (rij = 0) and for interactions involving a 

dummy proton we define vij = 0. Note that WCoul = VIJ. 

After each 50 ps MD segment, WCoul and all of the VIJ terms are calculated once, and 

they remain stored in memory for ready access. The actual Coulombic energy of the system 

VCoul is then obtained as 

 IJCoulCoul VWV     (8) 

 

This equation allows VCoul to be calculated for any possible protein charge z and for any 

proton distribution by judiciously choosing the VIJ terms that constitute -VIJ. The following 

criteria apply: (i) WCoul considers every non-titratable residue twice. To eliminate these 

surplus contributions -VIJ has to include all VIJ terms involving non-titratable residues in the 
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“deprot” region of the WCoul matrix. (ii) Protonated and deprotonated forms of the same 

residue cannot interact with each other, implying that the corresponding terms have to 

become part of -VIJ as well. (iii) If a certain residue is protonated, there can be no 

contributions involving its deprotonated form (and vice versa). 

For any given protein conformation, equations 7 and 8 require significant up-front 

computation, but once these are complete the calculation of VCoul for arbitrary charge patterns 

is trivial. In Figures S1, S2 this method is illustrated by applying it to the zwitterionic species 

Gly+~Gly~Gly-, demonstrating that VCoul obtained from equations 4/5 and from equations 7/8 

is identical. 

 

Implementation Details. The algorithm outlined above was implemented in Fortran. All-

atom charge assignments for the twinned sequence were performed using a library assembled 

from Gromacs-generated topology files. After reading this library into memory, the code 

possesses the option to redefine charges such that a point charge pattern analogous to that 

used in earlier work53 was obtained. Within this point charge model all atom charges are set 

to zero, and charges of +e or –e are placed only on atoms with the following OPLS/AA atom 

names:59 “N” for NT+, “NZ” for Lys+, “NH2” for Arg+, “NE” for His+, “OD2” for Asp-, 

“OE2” for Glu-, and “C” for CT-. With this option, the user can decide whether to run the 

proton redistribution code using the old point charge model that is based on equations 1, 2,53 

or the new all-atom model that considers equations 6-8. In either case, intrinsic proton 

affinities were dealt with as described in equation 2, using the following PAint values (in kJ 

mol-1).31, 53, 64 NT: 960, Arg: 1029, Lys: 937, His: 958, Asp-: 1450, Glu-: 1450, CT-: 1450. 
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Results and Discussion 

Computational Cost. The goal of this study was to develop an improved mobile proton 

algorithm for MD studies on gaseous proteins. As in our earlier work,53 the simulations 

employed an atomistic force field (OPLS/AA),59 rather than a coarse grained model. The 

novel aspect introduced here is that proton redistribution is subject to the electrostatic 

contributions arising from all atoms, thereby taking into account the distributed nature of 

charge in all residues, as well as intramolecular solvation. This is in contrast to previous 

work18, 31, 53 where solvation was neglected and titratable sites were modeled as point charges 

(Figure 1). It is instructive to consider the computational cost associated with the transition 

from a point charge model to an all-atom strategy for a typical protein such as avidin. 

Proton redistribution via Etot minimization requires the electrostatic energy to be 

calculated after each single proton test move. For a point charge model, the number of Qk Qk 

/Rkl terms that have to be computed for a Etot minimization with 20000 test moves and ~100 

titratable sites is on the order of 20000  (0.5  1002) = 108. Such point charge algorithms 

converge within a few minutes on standard desktop workstations.31, 53 

When extending this simple approach to all atoms, qiqj/rij has to be calculated for 

~10000 charge sites, resulting in 20000  (0.5  100002) = 1012 electrostatic terms. The 

computing time for a single Etot minimization within such a “brute force” strategy would be 

roughly one month. Considering that a production run requires thousands of such Etot 

minimizations (one after each 50 ps MD segment), it becomes clear that it would be 

impossible to use an all-atom strategy that involves calculating all electrostatic terms after 

each test move.31, 53 For a 200 ns run of the type discussed below, the time spent on 

electrostatic calculations would be a staggering 4000 months (~300 years, assuming the same 

hardware is used as for the estimate in the previous paragraph). 
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The strategy developed here (equations 6-8) overcomes this problem. The algorithm 

starts with computation of WCoul which contains roughly (0.5  200002) = 2  108 qiqj/rij 

terms. After WCoul and the associated VIJ values are stored in memory, the electrostatic energy 

VCoul can be calculated for any charge pattern simply by using a few subtraction steps 

(equation 8). Hence, despite increasing the number of charge sites by two orders of 

magnitude, the computational cost of the all-atom algorithm proposed here is comparable to 

that of previously used point charge approaches.18, 31, 53 For clarity, it is emphasized again that 

WCoul and its associated VIJ values are recalculated after each 50 ps MD segment, such that 

the electrostatics always reflect the current protein conformation. 

 

Charge Solvation. We illustrate the importance of charge solvation using the helical peptide 

Gln6~Lys+~Gln6. The system was allowed to relax during a 1 ns MD run at 200 K, while 

keeping both termini neutral. In the initial conformation (not shown) all side chains pointed 

away from the helix axis. After 1 ns the Lys+ side chain was bent inwards, allowing for 

extensive charge solvation. Specifically, the Lys-NH3
+ group was found to interact with two 

carbonyl dipoles on Gln side chain. Also, the helix opened up slightly, allowing for additional 

solvation by a backbone carbonyl (Figure 2A). For comparison we can consider another 

peptide of the same fold, where all Gln side chains were altered to methyl groups 

(Ala6~Lys+~Ala6, Figure 2B). The absence of side chain carbonyls in this second scenario 

implies that charge solvation is significantly reduced. 

For examining the implications of charge solvation we consider the proton affinity 

(PA) of the Lys side chain in the two scenarios, assuming a rigid peptide conformation. PA of 

a gas phase species M is defined as negative enthalpy difference of the reaction29 

  

M + H+   [M + H]+  PA = -H (9) 
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When applying the all-atom algorithm it is found that PA = -(Etot[M+H]+ - Etot[M]), yielding 

PA = 1230 kJ mol-1 for the species in Figure 2A. The less extensively solvated peptide in 

Figure 2B has PA = 1054 kJ mol-1. Point charge models31, 53 ignore all of the uncharged 

residues, 24,53 such that  PA = PAint(Lys) = 937 kJ mol-1 in both cases. 

Unlike equation 9, proton redistribution within gaseous proteins does not involve the 

binding of free protons. Nonetheless, the example considered here illustrates how solvation 

can affect internal charge patterns. In the context of a large protein Figure 2A would 

represent a Lys residue that is likely to capture a mobile proton. For Figure 2B there would be 

a high probability of having the proton transferred elsewhere, i.e., to a site with more 

favorable solvation and/or higher PAint. Simple point charge algorithms18, 31, 53 are oblivious 

of such differences in local environment. Thus, the inclusion of charge solvation provides a 

more accurate picture of charge patterns in the gas phase. 

 

Deprotonated Sites and Salt Bridges. Recent studies suggest that [M + zH]z+ ions can 

contain zwitterionic motifs in the form of salt bridges.32-38 This is in contrast to the traditional 

view that all carboxylates will be neutralized due to their high PAint, yielding neutral pairs 

(e.g., Lys+/Asp-  Lys0/Asp0).18, 28-31 We will consider a simple system to examine under 

what conditions a salt bridge is energetically preferred over the neutralized form. We 

conducted a point charge analysis and an all-atom treatment for Ala6~Lys~Ala~Glu~Ala6. 

The zwitterionic tautomer was subjected to energy minimization and 2 ps of MD at 200 K, 

yielding a structure where the Lys+/Glu- side chains are in close contact (Figure 3A). Is this 

salt-bridged form stable, or will H+ transfer produce Lys0/Glu0 (Figure 3B)? The zwitterion is 

prevalent if Etot = Etot(Lys+/Glu-) - Etot(Lys0/Glu0) < 0.53 The point charge approximation 

(equations 1 and 2) results in 
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where R is the distance between the two charges. For Figure 3 with R = 0.26 nm it was found 

that Etot = -18 kJ mol-1, i.e., the Lys+/Glu- tautomer is predicted to be stable within the point 

charge approximation. The all-atom treatment yields  

 

)/()/(molkJ513 001 GluLysVGluLysVE CoulCoultot     (11) 

 

which corresponds to Etot = +34 kJ mol-1. Hence, the all-atom model predicts conversion of 

the Lys+/Glu- salt-bridge to the Lys0/Glu0 tautomer. 

 For both models the survival chances of zwitterionic motifs increases as the distance 

between acid/base pairs decreases, because small distances between unlike charges provide 

favorable electrostatic interactions. The point charge model and the all-atom approach can 

nonetheless yield contradicting predictions. For Figure 3 the all-atom model does not support 

retention of the salt bridge. However, the Etot values considered here are quite small 

compared to typical solvation-induced PA changes (Figure 2). It will be seen below that 

zwitterionic motifs can be highly prevalent within the all-atom model, as long as the system 

offers close acid/base proximity as well as favorable solvation. 

 

Optimizing the Charge Pattern of a Static Protein Structure. Avidin is a homo-tetramer 

with a total of 504 residues and 120 titratable sites (Figure 4A, Figure S3). During native ESI 

it produces [M + 16H]16+ ions.20, 55 We initially tested the all-atom proton distribution 

algorithm by applying it to the static X-ray structure.60 Three 16+ input charge patterns were 

examined. The first pattern has charges 16/0/0/0 on subunits [a]-[d] (Figure 4B). In addition, 

two 4/4/4/4 input patterns were examined (Table 1). All three scenarios produced the same 
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optimized 4/4/4/4 pattern, with a Arg100+/Asp109- salt bridge in each subunit (Table 1, 

Figure 4C). 

 The energy changes associated with charge redistribution are different for the three 

initial scenarios. By design, Etot is always negative, reflecting the fact that the algorithm 

searches for the energetically most favorable outcome (Figure 5A). Scenarios (1) and (2) are 

characterized by VCoul < 0, as electrostatic repulsion causes protons to spread out over the 

protein surface (Figure 5B). Changes in EPAint are small because proton hopping occurs 

primarily between basic sites which share similar PAint values (Figure 5C). A different 

behavior is seen for scenario (3), which starts with numerous deprotonated sites (Table 1). 

These conditions give rise to VCoul > 0 because proton redistribution eliminates numerous 

negative charges, thereby causing the loss of favorable +/- interactions (Figure 5B). Instead, 

proton migration for scenario (3) is driven by R-COO- protonation (EPAint < 0, Figure 5C). 

 The data of Table 1 confirm that the all-atom proton redistribution algorithm can 

successfully navigate the vast parameter space associated with Etot minimization, producing a 

physically reasonable 4/4/4/4 pattern for the symmetrical avidin X-ray structure. The fact that 

different starting patterns produce the same solution indicates that the algorithm is quite 

insensitive to the initial conditions.  

 

Mobile Proton MD Simulations. The dynamics of avidin [M + 16H]16+ were modeled by 

subjecting the protein to 200 ns MD runs, with proton redistribution in 50 ps intervals using 

the all-atom algorithm. Three simulations were conducted at 300 K, mimicking the gentle 

thermal environment experienced under native ESI-MS conditions.2-8 The charge patterns 

obtained after 200 ns for the three runs were 3/4/4/5, 3/4/4/5, and 3/5/4/4. Because the overall 

features seen in all simulations were quite similar we will only consider the first run in more 

detail. Additional data are summarized in Tables S1 and S2.  
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 Starting with the X-ray coordinates and the optimized 16+ charge pattern (see 

previous section), the internal proton distribution underwent dramatic changes during the MD 

run. The number of deprotonated sites increased from 4 (Asp-) at t = 0 to 29 sites (Asp-, Glu-, 

as well as three deprotonated C-termini) at t = 200 ns (Figure 4D). The internal charge 

distributions within the subunits were not perfectly symmetrical and underwent some 

fluctuations during the simulation window (Table 1). For example,  at around t  100 ns, the 

complex transiently adopted a 4/3/3/6 charge pattern that persisted for almost 50 ns. Under 

the gentle simulation conditions used here (300 K) this relatively high degree of charge 

asymmetry was not associated with major alterations in the overall structure of the complex. 

Interestingly, the existence of such asymmetric charge patterns has been postulated recently, 

as scenarios of this type may play a role at the onset of dissociation processes that take place 

upon collisional heating.35 

In our MD simulations all deprotonated sites formed salt bridges with at least one 

Arg+ or Lys+ side chain. Formation of these contacts was mediated by side chain orientational 

alterations. For example, in the initial X-ray structure titratable sites adjacent to Asp86 do not 

strongly interact with each other (Figure 4A). In contrast, the t = 200 ns MD structure 

exhibits an intricate salt-bridged cluster comprising Arg2+, Asp86-, Arg87+, Lys90+, Glu91- 

and Arg 122+ (Figure 4E). The charged side chains are packed such that a number of 

NHOC hydrogen bonds are formed. Charged clusters analogous to that depicted in Figure 

4E were also found in other locations throughout the protein (Figure 4D). Despite these major 

changes in side chain orientation, the overall secondary, tertiary, and quaternary structure of 

the protein was largely preserved during the 200 ns gas phase simulations, with a backbone 

rmsd of 2.5 Å relative to the X-ray coordinates (Figure 4F). 

 Energy changes during the 200 ns simulation window are summarized in Figure 5. 

VCoul undergoes a steep ~1.5  104 kJ mol-1 decline during the first few nanoseconds, caused 
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by the formation of new salt bridges. This process is concomitant with an EPAint increase due 

to proton migration that produces vacant R-COO- moieties. Hence, proton migration is 

accompanied by compensation between EPAint and VCoul, where unfavorable proton affinity 

contributions are balanced by the formation of electrostatic +/- contacts. These opposing 

energetic trends are most dramatic during the first nanosecond, after which they continue at a 

much slower pace with Etot  const (Figure 5A). 

 

Point Charge Results for Avidin.  When applied to the avidin X-ray structure, the point 

charge model produced a charge pattern different from that seen for the all-atom algorithm 

(Table S1). The former generated zwitterionic clusters with participation of Arg26, Glu28, 

and His50 (Figure S4A), in contrast to the Arg100+/Asp109- salt bridges seen in all-atom 

mode (Figure 4C). In 200 ns MD runs the point charge model produced compact avidin gas 

phase structures (Figures S4B and S4C)  resembling those discussed above for the all-atom 

model. Owing to their high PAint,38 Arg residues are preferred protonation sites under both 

conditions, while the locations of negative charges are quite different for the two models 

(Table S2). These differences reflect the fact that the point charge model is insensitive to 

intramolecular solvation, and that it uses a crude description of charge sites (Figure 1). This is 

in contrast to the all-atom model, where electrostatics are treated with a much higher level of 

detail. Charge patterns predicted by the all-atom model will therefore be more reliable. 

 

 

Conclusions 

It remains a contentious question to what extent electrosprayed protein ions retain their 

solution structures.13-17, 58 One problem is a lack of information regarding the charge pattern 

and the presence of salt bridges in the gas phase. Most techniques that are capable of probing 
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these issues are limited to small systems,33, 54, 65, 66 leaving large complexes that are of key 

interest for many biological studies out of reach. 

In the past, algorithms of different complexity have been used for predicting 

energetically favorable charge patterns within [M + zH]z+ macromolecular ions. The simplest 

approaches considered only the electrostatic repulsion between protonated basic sites, which 

were assumed to be point charges.18 More advanced methods took into account the intrinsic 

proton affinities of these sites.31 The next level was the inclusion of –COOH moieties as 

possible proton donors, thereby allowing for the presence of salt bridges.53 The all-atom 

model introduced here takes the additional step of incorporating intramolecular charge 

solvation, a factor that is known to be highly prevalent in gas phase proteins.16, 29, 54 

 To our knowledge, the current work marks the first time that an all-atom mobile 

proton model has been applied for simulating the structural dynamics of a large biomolecular 

complex in vacuo. Previous efforts in this direction may have been hampered by the 

seemingly staggering computational cost of all-atom electrostatic calculations. We devised a 

simple solution to this problem which allows the energies of arbitrary charge patterns to be 

determined via a computationally inexpensive subtractive strategy. 

Consistent with earlier gas phase studies40, 41, 53, 56-58 the current work employed the 

OPLS/AA force field, although OPLS/AA was originally designed for solution simulations.59 

However, the architecture of our mobile proton algorithm is not uniquely tied to OPLS/AA. 

Minor adjustments will allow the algorithm to be used with other force fields, including 

future parametrizations that might be specifically optimized for the gas phase. 

Our MD conditions aimed to mimic a native ESI environment where gaseous proteins 

are produced in low charge states, while keeping collisional heating at a minimum. 

Consistent with experiments2-8 our simulations revealed that proteins can maintain solution-

like conformations under these conditions. Kinetic trapping10-12 of these conformers is 
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promoted by an intricate network of salt bridges that are reinforced by side chain hydrogen 

bonds. Our results indicate that the formation of such salt bridge networks via rapid side 

chain reorientation and proton hopping is an intrinsic property of gaseous proteins. While the 

presence of salt bridges in the gas phase has been proposed in earlier,32-38 the large number of 

these contacts predicted by our all-atom model is nonetheless surprising. 

 The all-atom mobile proton approach introduced here paves the way towards future 

MD studies on various processes that involve charge migration. For example, our laboratory 

is currently working towards applications  related to collision-induced dissociation (CID)19 

and surface-induced dissociation (SID)21 of protein complexes, collapse and compaction 

events,18, 20 collisionally triggered unfolding and refolding,26 and conformational changes 

caused by charge reduction.27 Several of these processes have previously been simulated 

using either static charges18, 26 or charge hopping algorithms that did not consider solvation.31, 

53 It is hoped that the mobile proton strategy of this work will provide the foundation for a 

better mechanistic understanding of biomolecular behavior in the gas phase. 

 

Supporting Information. Figure S1: Electrostatic calculations for Gly+~Gly~Gly-. Figure 

S2: Electrostatic calculations for Gly+~Gly~Gly- using WCoul. Figure S3: Avidin sequence 

and titratable sites. Figure S4: Mobile proton results obtained using the point charge 

approximation. Table S1: Optimized X-ray charge patterns. Table S2: Optimized 200 ns 

charge patterns. This material is available free of charge via the Internet at 

http://pubs.acs.org. 
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Figure Captions 
 
Figure 1. Internal charge distributions of amino acid residues Lys+, Arg+, Glu-, and Gln. (A) 

Simplified representations used for earlier mobile proton studies employing point charge 

models.31, 53 (B) OPLS/AA charges used for the all-atom electrostatic calculations of this 

work. Partial charges (0.06) for hydrogen atoms in C-H bonds were omitted to reduce 

cluttering. Element coloring: C, green; N, blue; O, red; H, white. 

 

Figure 2. Intramolecular charge solvation in small gas phase peptides. (A) Gln6~Lys+~Gln6. 

The Lys ammonium group is solvated by two side chain (sc) carbonyl groups and one 

backbone (bb) carbonyl. This charge solvation conveys a high proton affinity. (B) 

Ala6~Lys+~Ala6. Charge solvation is less favorable due to the absence of side chain 

carbonyls, resulting in a lower proton affinity. 

 

Figure 3. Gas phase peptide Ala6~Lys~Ala~Glu~Ala6 as (A) zwitterionic Lys+/Glu- species  

and (B) as neutralized Lys0/Glu0 tautomer. A point charge approximation predicts the 

prevalence of the former, whereas all-atom electrostatics favor the latter. The results obtained 

for this particular system do not imply that all-atom electrostatics generally disfavor salt 

bridges (for details, see text). 

 

Figure 4. Mobile proton results for [avidin + 16H]16+ in all-atom mode. (A) X-ray structure 

5chk.60 Subunits are depicted in different colors. Basic (blue) and acidic (red) sites are 

highlighted. (B) Manually selected initial pattern, with charges 16/0/0/0 on subunits 

[a]/[b]/[c]/[d]. Heavy atoms of positive (blue) and negative (red) residues are shown as 

spheres. (C) Optimized 4/4/4/4 charge pattern of the X-ray structure after proton 

redistribution. (D) Protein structure and 3/4/4/5 charge pattern obtained after a 200 ns mobile 
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proton MD simulation. (E) Close-up of a salt bridge cluster in subunit [b] at t = 200 ns. (F) 

Comparison of X-ray coordinates and 200 ns MD structure. 

 

Figure 5. Energy changes during a typical 200 ns mobile proton MD simulation for gas phase 

[avidin + 16H]16+. (A) Overall energy Etot. (B) Electrostatic contribution VCoul. (C) Proton 

affinity contribution EPAint. At t = 0 the MD run starts with the X-ray structure of the protein 

(dashed line). Shown at the dotted line are the energies of three initial charge patterns (1), (2) 

and (3), defined in Table 1. 
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Table 1. Charge patterns in subunits [a]-[d] of [avidin + 16H]16+. The table illustrates three 

input scenarios, the optimized pattern for the X-ray structure, and the pattern for four MD 

time points obtained in one particular run. Each line shows the net charge and the charge 

pattern in a given subunit. Also shown is the sequence of titratable sites in single-letter code. 

All data were produced using the all-atom electrostatic model. 

 
       NT R K K D R E E K E H E K R K E D R K E K R D D D K R R R CT 
 
initial pattern (1) 
[a] 16  0 1 1 1 0 1 0 0 1 0 0 0 1 1 1 0 0 1 1 0 1 1 0 0 0 1 1 1 1 0 
[b] 0   0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
[c] 0   0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
[d] 0   0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
  
initial pattern (2) 
[a] 4   0 0 1 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
[b] 4   0 0 1 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
[c] 4   0 0 1 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
[d] 4   0 0 1 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
 
initial pattern (3)  
[a] 4   0 1 1 1-1 1-1-1 1-1 0-1 1 1 1-1-1 1 1-1 1 1-1-1-1 1 1 1 1-1 
[b] 4   0 1 1 1-1 1-1-1 1-1 0-1 1 1 1-1-1 1 1-1 1 1-1-1-1 1 1 1 1-1 
[c] 4   0 1 1 1-1 1-1-1 1-1 0-1 1 1 1-1-1 1 1-1 1 1-1-1-1 1 1 1 1-1 
[d] 4   0 1 1 1-1 1-1-1 1-1 0-1 1 1 1-1-1 1 1-1 1 1-1-1-1 1 1 1 1-1 
           
 
Charge pattern of X-ray structure after optimization  
[a] 4   0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0-1 0 0 1 1 0 
[b] 4   0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0-1 0 0 1 1 0 
[c] 4   0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0-1 0 0 1 1 0 
[d] 4   0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0-1 0 0 1 1 0 
           
 
t = 50 ns                                               
[a] 3   0 0 0 0 0 1-1 0 1 0 0-1 1 1 0 0-1 1 1 0 0 1 0-1-1 0 0 1 1-1 
[b] 4   0 1 0 0 0 1-1-1 1 0 0 0 0 1 1-1-1 1 1-1 0 1 0-1-1 1 1 1 1-1 
[c] 4   0 0 0 0 0 1-1-1 1 0 0-1 1 1 1 0-1 1 1-1 0 1-1 0-1 1 0 1 1 0 
[d] 5   0 0 1 0 0 1-1 0 0-1 1 0 1 1 0 0 0 0 1-1 0 1 0-1-1 1 1 1 1-1 
 
t = 100 ns                                                                                 
[a] 4   0 1 0 0 0 1-1 0 1 0 0 0 0 1 0 0-1 1 1 0 0 1-1-1-1 1 0 1 1-1 
[b] 3   0 1 0 0 0 0-1-1 1 0 0 0 0 1 1-1-1 1 1-1 0 1 0-1-1 1 1 1 1-1 
[c] 3   0 0 0 0 0 1-1-1 1 0 0-1 1 1 1-1-1 1 1-1 0 1-1 0-1 1 0 1 1 0 
[d] 6   0 0 1 0 0 1-1 0 0 0 1 0 1 1 0 0 0 1 0-1 0 1 0-1-1 1 1 1 0 0 
 
t = 150 ns                                                     
[a] 3   0 1 0 0 0 1-1 0 1 0 0-1 1 1 0 0-1 0 1 0 0 1-1 0-1 0 0 1 1-1 
[b] 4   0 1 1 0 0 1-1-1 1 0 0-1 0 1 1-1-1 1 1-1 0 1 0-1-1 1 1 1 1-1 
[c] 4   0 0 0 0 0 1-1-1 1 0 0-1 1 1 1 0-1 1 1-1 0 1-1 0-1 1 0 1 1 0 
[d] 5   0 1 1 0 0 1-1 0 0-1 1 0 1 1 0 0-1 0 1-1 0 1 0-1-1 1 1 1 1-1 
  
t = 200 ns 
[a] 3   0 1 0 0 0 1-1 0 1 0 0-1 1 1 0 0-1 0 1 0 0 1-1 0-1 0 0 1 1-1 
[b] 4   0 1 1 0 0 1-1-1 1 0 0-1 0 1 1-1-1 1 1-1 0 1 0-1-1 1 1 1 1-1 
[c] 4   0 0 0 0 0 1-1-1 1 0 0-1 1 1 1 0-1 1 1-1 0 1-1 0-1 1 0 1 1 0 
[d] 5   0 1 1 0 0 1-1 0 0-1 1 0 1 1 0 0-1 0 1-1 0 1 0-1-1 1 1 1 1-1 
 
       NT R K K D R E E K E H E K R K E D R K E K R D D D K R R R CT 
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Figure 2 
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Figure 3 
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Figure 4 
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Figure 5 
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TOC Graphic 
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