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Abstract

The theme addressed in this Ph.D. Thesis combines two huge computing areas, namely
high-performance computing and medical image processing and analysis. Techniques for
medical image processing and analysis play a crucial role in many clinical scenarios,
including diagnosis, follow-up and treatment planning. However, these applications
contribute to the generation of vast quantities of data; besides, the high complexity of
the algorithms often used are computationally demanding. High-performance computing
solutions are adopted, mainly, to reduce the required run-time and achieve real-time.

The combination of these two areas aims to evaluate the computing performance of
image processing and analysis algorithms, and then, the adoption of high-performance
computing techniques to speed up these algorithms. During this project, new
methodologies were developed, implemented, and validated to identify code snippets of
image processing and analysis algorithms, that demands high computing power.

This Thesis is organized into two parts: The first part, Part A, introduces the theme,
indicates the goals, reports on the work developed, presents the main contributions, and
points out the main conclusions and future research perspectives. The second part, Part
B, contains four journal articles that were written to report and disseminate the work
developed. These articles describe in detail the methodologies and applications briefly
introduced in the first part.

The first article in the second part of this Thesis is entitled Techniques of medical
image processing and analysis accelerated by high-performance computing: a systematic
literature review. This work presents an updated systematic review of various techniques
of medical image processing and analysis that were accelerated by high-performance
computing.

The second article, Efficient parallelization on GPGPU of an image smoothing method
based on a variational model, describes a new approach for the acceleration of a highly
competent algorithm for image noise filtering based on the CUDA architecture.

Finally, the third and fourth articles entitled Detection of computationally-intensive
functions in a medical image segmentation algorithm based on an active contour model
and Optimizing a medical image registration algorithm based on profiling data towards
real-time performing, respectively, present two well-known medical image processing
and analysis algorithms and discuss their acceleration based on a novel computing
approach. This new approach applies performance analysis tools commonly available in
traditional computer operating systems, without requiring any new setup or developing
new performance-measuring techniques and, therefore, ensures the shortest possible
learning curve and makes its adoption potentially easy by the community of researchers
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from the medical image processing and analysis area.

Keywords: Medical image processing and analysis, Filtering image, Image segmentation,
Image registration, High-performance computing, Profiling tools



Resumo

O tema abordado nesta Tese de Doutoramento combina duas grandes áreas da
Computação, nomeadamente a computação de alto desempenho e a área de
processamento e análise de imagem médica. Técnicas de processamento e análise de
imagem desempenham um papel fundamental em muitos cenários clínicos, envolvendo
planeamento e seguimento de tratamentos e diagnósticos. Contudo, estas aplicações
médicas contribuem na produção de uma enorme quantidade de dados, além disso, a
alta complexidade de muitos destes algoritmos requer grande capacidade computacional
e tempo de processamento. Soluções de computação de alto desempenho são utilizadas,
principalmente, com o objetivo de alcançar o processamento em tempo real.

Especificamente, a união das referidas áreas está relacionada com a avaliação de
desempenho computacional de algoritmos de processamento e de análise de imagem,
e posteriormente, o emprego de técnicas de computação de alto desempenho para a
aceleração dos mesmos. Durante este projeto foram desenvolvidas, implementadas e
validadas metodologias para identificar as funções de algoritmos de processamento e
análise de imagem que exigem maior esforço computacional.

Esta Tese está organizada em duas partes: a primeira parte, definida como Parte A,
introduz o tema, indica os objetivos, descreve resumidamente o trabalho desenvolvido,
apresenta as principais contribuições, bem como aponta as conclusões e perspetivas de
trabalho futuro. A segunda parte, definida como Parte B, está composta por artigos de
revista produzidos para descrever e disseminar o trabalho desenvolvido. Estes artigos
descrevem em detalhes as metodologias e aplicações brevemente introduzidas na Parte A.

O primeiro artigo apresentado na Parte B desta Tese, intitulado Techniques of medical
image processing and analysis accelerated by high-performance computing: a systematic
literature review, apresenta uma revisão sistemática da literatura sobre várias técnicas
de processamento e análise de imagem médica aceleradas por computação de alto
desempenho.

O segundo artigo, Efficient parallelization on GPGPU of an image smoothing method
based on a variational model, descreve uma nova abordagem baseada em arquitetura
CUDA para acelerar o processamento de um algoritmo altamente competente na filtragem
de ruído em imagens.

Finalmente, os terceiro e quarto artigos, intitulados Detection of
computationally-intensive functions in a medical image segmentation algorithm
based on an active contour model e Optimizing a medical image registration algorithm
based on profiling data towards real-time performing, respectivamente, apresentam
dois métodos consolidados em processamento e análise de imagem médica e discutem
uma nova solução computacional para o processamento de alto desempenho utilizando
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técnicas de computação paralela. Esta nova abordagem utiliza ferramentas de análise
de desempenho, comumente disponíveis em sistemas operativos computacionais, desta
maneira não são necessárias novas configurações, nem desenvolver novas técnicas
para avaliação de desempenho. Esta abordagem permite facilitar o uso de técnicas de
paralelização pela comunidade de investigadores da área de processamento e análise de
imagem médica.

Palavras-chave: Processamento e análise de imagem médica, Suavização de imagem,
Segmentação de imagem, Alinhamento de imagem, Computação de alto-desempenho,
Ferramentas para profiling.
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1 Introduction 3

1 Introduction

In recent years, important contributions have been made in the field of medical image
processing and analysis [1–7] by integrating systems and techniques that support
high-level information extraction for purposes of diagnosis, surgical intervention,
treatment and follow-up of diseases, as well as optimization of rehabilitation plans [8–11].
The first step in medical imaging consists of acquiring the data using a suitable
imaging device and then reconstructing the related images. This information extraction
is based on different imaging modalities such as, X-ray [2], computed tomography
(CT) [12, 13], magnetic resonance (MR) [14, 15], endoscopy [16], microscopy [17, 18],
optical coherence tomography (OCT) [19], functional magnetic resonance (fMR) [10, 20],
magnetic resonance elastography (MRE) [21], positron emission tomography (PET) [22–
24], single photon emission computed tomography (SPECT) [25], and 3D ultrasound
computer tomography (USCT) [6]. After this, many techniques of image processing and
analysis can be applied on the acquired images, such as image filtering [19, 26, 27], image
segmentation [5, 14, 15] and image registration [9, 13, 28].

Frequently, medical images are corrupted by noise due to the image acquisition
procedure or by artifacts generated by data transmission or other processes [29]. In
summary, image filtering techniques are applied to remove noise from images so
that the processed data can be analyzed more easily using higher-level techniques
of computational image analysis, in particular of image segmentation [30] or image
registration [31].

The process of image segmentation is widely used in medicine; it is responsible
for identifying and delineating interpretable regions within an input image. Frequently,
tasks of 3D visualization, interpolation, filtering, and even image registration depend on
successful image segmentation in order to achieve better accuracy [32].

At the same direction, image registration is a critical operation performed on medical
images in order to establish the spatial correspondence between two or more images
acquired by different imaging devices or sensors or/and taken at different angles or time,
or/and under different acquisition conditions [17, 33].

However, image segmentation and image registration are both complex tasks and
require high processing power to perform and obtain accurate and consistent image-based
information; also, there is a need for continuous runtime optimization in order to
achieve real-time. Therefore, the use of high-performance computing techniques has
attracted considerable interest, and this has allowed operating at high computational
speeds with low computational power, particularly in time-constrained applications for
medical diagnosis [34]. Consequently, in the last decade, considerable research has
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been devoted to the use of techniques of image processing and analysis accelerated by
high-performance computing solutions [35–38].

The emerging of multi-core processor architecture provided the development of
several studies evolving image filtering, image segmentation, and image registration
algorithms on multi-core CPUs [1, 39, 40]. Multi-core architecture was initially being
designed for applications fully exploiting the power of this architecture working in
parallel; however, writing parallel programs is one of the most complex tasks in computer
programming [13, 41]. Fortunately, profiling methods can be used in order to identify
performance bottlenecks during the execution of algorithms on CPU under a particular
workload; besides, these methods can count the number of times a function is called
and display timing information about the function under analysis [42–44]. Therefore,
profiling methods can reduce developers’ time and labor in code parallelization, especially
in legacy algorithms implemented by someone else [43, 45].

2 Main objectives

The main tasks and objectives defined for this Ph.D. project were the following:

• Prepare a literature review of the techniques of medical image processing and
analysis that have been accelerated by high-performance computing solutions, as
well as identify the metrics used to evaluate computing performance, the parallel
designs adopted, and the tasks of medical image processing and analysis involved.

• Development of new computational methodologies for the identification of
computationally-intensive functions in medical image processing and analysis
algorithms in order to make them suitable for real-time diagnosis by exploiting
all the computational power available in typical computer systems.

• The methodologies to be developed should be capable of effectively reducing the
processing time of medical image processing and analysis algorithms, regarding
tasks of preprocessing, segmentation and registration of medical images.

• The methodologies should be tested and validated using synthetic and real
images and evaluated against well-known implementations with different
high-performance computing architectures: multi-cores and many-cores.

• The studies to be developed should provide guidelines that can help the researchers
of medical image processing and analysis area to detect and evaluate potential
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time-consuming functions in their algorithms using profiling tools, facilitating their
speed up by exploring techniques of parallel programming.

3 Organization of the Thesis

This Thesis is organized into two main parts: Part A and Part B. This part, Part A, presents
the context in which the work was developed, the main objectives defined for this Ph.D.
project, a summarized description of the developed tasks, the main contributions achieved,
the conclusions and a discussion about possible future works.

Part B is composed of four journal articles written during the development of the Ph.D.
project. The articles provide: 1) a detailed description of the state-of-the-art related to the
project; 2) the parallelization of an image multi-variational filtering algorithm using GPU;
3) in addition, the identification and acceleration of the time-consuming functions in an
image segmentation algorithm: the Chan-Vese active contour model (ACM), and 4) in
an image registration algorithm Free-Form Deformation (FFD) using high-performance
computing and profiling tools.

Hence, the outcomes of this project suggest that performance analysis based on
profiling can be adapted to effectively reduce the processing times of algorithms, and
make them suitable for a real-time diagnosis just by exploiting all the computational
power commonly available in modern computers.

The following articles are included in Part B:

Article 1

Techniques of medical image processing and analysis accelerated by

high-performance computing: a systematic literature review

Carlos A. S. J. Gulo, Antonio C. Sementille and João Manuel R. S. Tavares

Journal of Real-Time Image Processing (2017), DOI
https://doi.org/10.1007/s11554-017-0734-z

Article 2

Efficient parallelization on GPGPU of an image smoothing method based on

a variational model

Carlos A. S. J. Gulo, Henrique F. de Arruda, Alex F. de Araújo, Antonio C.
Sementille, and João Manuel R. S. Tavares

Journal of Real-Time Image Processing (2016), DOI:
https://doi.org/10.1007/s11554-016-0623-x
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Article 3

Detection of computationally-intensive functions in a medical image

segmentation algorithm based on an active contour model

Carlos A. S. J. Gulo, Antonio C. Sementille and João Manuel R. S. Tavares

Submitted to Journal of Real-Time Image Processing, 2019

Article 4

Optimizing a medical image registration algorithm based on profiling data

towards real-time performing

Carlos A. S. J. Gulo, Antonio C. Sementille and João Manuel R. S. Tavares

Submitted to Journal of Medical Systems, 2019

4 Brief description of the developed work

The use of high-performance computing techniques is challenging due to the learning
curve required for developers coding medical image applications in parallel design. This
Ph.D. project focused on the development of methodologies for detection and evaluation
of performance bottleneck snippets1 in medical image processing and analysis algorithms
using profiling models. The proposed approach was applied to a well known medical
image segmentation algorithm and also to a well-accepted classical image registration
algorithm; besides, a parallelization of an image filtering algorithm based on GPU
was also developed. The following works were accomplished to fulfill the objectives
established in this project:

• The state-of-the-art performed in this Thesis aimed to present an updated and
concise, systematic literature review of the methods already used in the acceleration
of techniques of medical image processing and analysis. The most important
studies found related to the main high-performance computing methods applied to
the acceleration of the techniques of medical image processing and analysis were
categorized in terms of the metrics used to evaluate computational performance,
the high-performance computing architecture and parallel design involved, and the
objects, i.e. tissues or organs, addressed by the techniques. The advantages and
limitations of each study were also discussed. Additionally, the review evidenced

1Snippets is a common known programming term for a small block of re-usable source code, machine
code or text.



4 Brief description of the developed work 7

the most significant programming efforts developed in the reviewed studies: the
learning curve required for parallel programming implementations in order to attain
a complete understanding of the advanced concepts related to memory hierarchy,
and the design of the shortest-possible optimal data paths. The review is presented
in Article 1 included in Part B.

• Image filtering methods have attracted much attention in recent years. Ultrasound
is a non-invasive, low-cost imaging modality that has proved useful for many
medical applications. However, in practice, ultrasound images are corrupted
by speckle noise, which complicates image processing tasks such as tissue
segmentation. Many of the original images that need to be enhanced have large
dimensions and need to be processed in real time. Therefore, the use of parallel
computing strategies has attracted attention, and this has led to higher processing
speeds, particularly in time-constrained applications for medical diagnosis. The
method developed by Jin and Yang [46] for smoothing of images corrupted
by multiplicative noise was accelerated based on general purpose computing on
graphics processing units techniques. This new approach is based on compute
unified device architecture (CUDA), which is focused on massively parallel
programming; thus, the multiplicative noise smoothing method can operate with
parallelization strategies based on the data decomposition technique. In the
proposed approach, the input image data are stored in the GPU’s memory in order
to reduce as many data accesses as possible to the main memory system. Thus,
input image processing is executed in parallel in the GPU. The proposed method
achieved noise smoothing in real time, reducing the runtime by up to 10.65 times
compared with the CPU-based implementation, for a set of six images with a
different dimension. The new method is presented in Article 2 included in Part
B.

• The adoption of high-performance computing techniques by image processing and
analysis community is an intensive focus of research since it plays an essential
role in the treatment and follow-up of diseases in real-time. Image segmentation
is one of the most critical operations performed on medical images; however,
these operations require developing optimization strategies in order to reduce
runtime. Thus, an approach to identify the most time-consuming functions in the
well-known image segmentation algorithm named Chan-Vese [47] was developed.
The novel profiling model applies performance analysis tools commonly available
in traditional computing operating system. The overall cost of execution time,
memory accesses, and performance bottlenecks are measured in execution time.
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A call graph visualization can suggest to users a quick graphical overview of
the execution time of their codes and, therefore, guarantees the shortest possible
learning curve by the community of researchers from medical image processing
and analysis. The method is described and discussed in Article 3 included in Part
B.

• Image registration is a critical operation performed on medical images. The
free-form deformation algorithm [48, 49] is a well-established technique developed
to perform nonrigid image registration; however, it is incredibly time-consuming.
Hence, the developed approach for detecting the potential parallelism in order
to exploit all the computational power commonly available in modern computers
was used again on this algorithm. The applied approach significantly reduces
the difficulty of measuring programs concerning the widely used technique of
placing some code on each basic block of the algorithm under study. Guidelines
were developed aiming to help the community of researchers from medical
image processing and analysis to achieve real-time in nonrigid image registration
applications. The multi-thread parallelization implemented using the application
programming interface OpenMP of the most costly functions in the free-form
deformation algorithm reduced the runtime by up to 7 times compared with the
single thread-based implementation. The new approach is presented in Article 4
included in Part B.

5 Main contributions and accomplishments

The research in this Thesis focused on developing methodologies for reducing time to
implement parallel versions of medical image processing and analysis algorithms. The
most important contributions of this Ph.D. project were the following:

• A comprehensive systematic literature review of techniques of medical image
processing and analysis that have been accelerated by different high-performance
computing solutions was successfully reviewed. The content contained in this
review is important to provide a better understanding of methods, techniques,
imaging modalities, metrics of computational performance, and the most frequently
used computing architectures.

This concise and up-to-date review reveals that the most significant programming
efforts found in parallel programming model are: a) the learning curve required
for programming parallel implementations, b) obtaining a complete understanding
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of the advanced concepts related to memory hierarchy, and c) the design of the
shortest-possible optimal data paths. Additionally, there is another aspect point
out by the reviewed authors: modifying the design of a CPU-based algorithm in
order to make it parallel usually requires changing the programming model, the
programming language, and the memory strategy. Thus, this review contributed for
evidencing a potential topic for further research. Moreover, the methods described
in this review are classified in terms of the parallel computing technique used in
filtering, segmenting, and in registering different medical images. Additionally,
the review can help other researchers to exploit the benefits of parallelization and
improve their application performance for routine clinical use in real-time. The
developed review was disseminated through Article 1 included in Part B.

• Development of a new optimization of the multi-variational image noise smoothing
algorithm [46] based on general purpose computing on graphics processing units
(GPU) techniques. Microscopy, ultrasound and infrared images are typically
corrupted by multiplicative noise during the acquisition procedure or by artifacts
generated by data transmission. An image smoothing method based on a variational
model has been successfully applied to medical images; however, at a high
computational cost, especially for high dimensional images. The computational
complexity of this algorithm for processing input images is equal to O(m×n×T ),
where m and n are the number of rows and columns of the input image, which
are processed for T iterations. Our approach using GPU achieved high processing
performance at a low cost when compared with sequential implementations or
parallel implementations in multi-computers. The whole input image processing
is executed in parallel in the GPU, beginning with the memory allocation in the
device’s memory (GDRAM) and then copying the input image as a data matrix from
the memory system (RAM) to the device’s memory. The parallel implementation
has transparent and portable scalability in GPUs; the developed image smoothing
method based on the variational model using CUDA architecture is illustrated in
the Figure 1 and explained in details in Article 2 included in Part B.

• Development of a novel model for detecting computationally-intensive functions in
the well known Chan-Vese image segmentation algorithm. This algorithm has been
used in contour detection through a topological change of the segmentation curves,
mainly by medical image processing and analysis community, and has already
been validated by various numerical results. The pseudo-code of the Chan-Vese
algorithm is presented in Algorithm 1:
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Figure 1: Parallel GPU-based implementation of the image smoothing method based on
a variational model using the CUDA architecture.

Our approach, shown in Figure 2, applies performance analysis tools to measure
the algorithm performance concerning the overall cost of execution time, memory
access, and performance bottlenecks. For measuring the performance of each
function of the Chan-Vese algorithm implementation, we focused on gathering
profile tools for collecting data while monitoring software interruptions and
performance counters. Then, the gathered data is analyzed to extract performance
statistics and also record the arc in the call graph for activating the function under
analysis. The generated call graph is then analyzed, regarding time-consuming
functions and the number of times these functions were invoked. In the Chan-Vese
algorithm, the function responsible for computing locally the signed distance
function to its zero level set was the most frequently called and the most costly one,
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Algorithm 1: Chan-Vese Segmentation Algorithm
Input: Image I(x,y)

1 Preprocessing;
2 Compute feature map (Input Image I);
3 Compute gradient map G = ∇Gσ ⊕ I;
4 Normalize G;
5 Compute regional information-based normalized feature map F ;
6 Initialize ϕ;
7 for n = 1,2, ...,Nmax do
8 Search the 3 x 3 neighborhood;
9 Compute c1 and c2 as the region averages;

10 Evolve ϕ with one semi-implicit timestep;
11 if ‖ϕn+1 - ϕn ‖2 / |Ω| ≤ tol then
12 stop;
13 end
14 end
15 Update the contour information;

as shown in Figure 3. Afterward, a high-performance computing implementation
was developed in order to effectively reduce the runtime of the Chan-Vese image
segmentation method, making it suitable for real-time segmentation by simply
exploiting all the computational power available in a common personal computer.

Figure 2: Diagram of the Profiling Method developed to identify time-consuming
functions in the Chan-Vese ACM algorithm.

Parallelization assisted by our method combined an approach to detect the available
parallelism in an algorithm and also substantially reduced the overall time needed
for writing parallel implementations from scratch.

• The method previously developed was applied for identifying potential parallelism
and evaluate possible optimization snippets, using the support call graph
visualization provided by performance analysis tools, in a nonrigid image
registration algorithm: the Free-Form Deformation (FFD) algorithm [48, 49],
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Figure 3: Call graph representing the most frequently invoked functions in the Chan-Vese
algorithm. Function ReinitPhi is responsible for locally computing the signed distance
function to its zero level set, and was identified by our method as the most called and
the most computational time. Function GetCVC computes coefficients needed in the
Chan-Vese algorithm for the used level set function. Function Image:data is used to
assign the image element to minimal energy neighborhood; the auxiliary functions min
and max are used in the minimization procedure of the functional with respect to c1, c2,
and f (more details are available in Article 3 included in Part B).

which is one of the most popular image registration algorithms used in medical
applications. The computations of the geometric transformation and the similarity
measure were the time-consuming bottlenecks identified in the studied FFD
registration algorithm. Basically, the approach presented in Figure 2 was also
used with the FFD registration algorithm; the only modification was concerning
the monitoring runtime behavior of the algorithm implementation under analysis,
which involves aggregating information on the base of the number executions of
every basic-block, instrumenting different type of events, such as free and malloc,
and similar low level functions.

The studied FFD nonrigid registration algorithm is computationally costly, and to
accelerate it, it should be taken into account the transformation of the floating image
using splines and an interpolation function, the evaluation of an objective function,
besides the optimization of this function. The generated call graph is shown in
Figure 4, representing the time propagated for each function from its descendants,
and the number of times each function was called.
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Figure 4: Call graph generated by perf representing the most often
functions called by the FFD nonrigid registration algorithm. Function
reg_getEntropies is responsible for computing the joint histogram filling. Function
reg_cubic_spline_getDeformationField3D: generates the deformation field a
lattice of equally spaced control points is defined over the reference image using cubic
B-splines. Function ResampleImage3D: computes the value Is(T (x)) for every pixel x,
or voxel in 3D, inside the reference image. In this case, the computational complexity
is linearly dependent on the number of pixels/voxels in the reference image. Function
UpdateParameters measures the quality of a registration using a cost function, such
as mutual information. In order to achieve the perfect registration between two images,
the parameters of the used transformation are optimized iteratively (more details are
available in Article 3 included in Part B).

This case study showed that profiling tools could assist programmers to quickly
identify the critical bottlenecks in their algorithms and then develop their parallel
implementation.

To the best of our knowledge, no other study suggested profiling tools to support and
facilitate the parallelization of the Chan-Vese image segmentation algorithm neither of
the FFD nonrigid image registration algorithm.

Based on the contributions achieved during this project, four articles were written and
submitted to international journals.

6 Conclusion and Future research

The deployment of high-performance computing techniques is critical in many clinical
scenarios to reduce the runtime of algorithms used for medical image processing and
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analysis.
The main contributions of this Ph.D. project were the development of strategies to

exploit the computational power commonly available in traditional computing systems
such as multi-core and GPU. Our GPU-based parallelization approach of the image
smoothing variational model is portable, transparent, and scalable due to the parallel
design adopted in the implementation [50–52]. Developing parallel algorithms assisted
by our profiling method does not require any new computing system, can increase the
application performance and facilitate implementation efforts, which makes its adoption
potentially easy by the community of researchers from medical image processing and
analysis.

The methodologies developed for acceleration of the Chan-Vese and FDD algorithms
were successfully evaluated using real images, always maintaining the accuracy and
robustness of the original algorithm, as can be confirmed in Articles 3 and 4 of Part B
of this Thesis.

As a conclusion of this Ph.D., the initial goals were successfully reached, which is
confirmed by the fact that the studies developed were published in international journals.

Although the proposed methods were shown to be effective in the acceleration of the
filtering, segmentation, and registration of medical images, it is recognized that there are
limitations that can be tackled by the following future research:

• Extend the image smoothing GPU-based implementation to perform in
multi-GPUs, besides combining it with multi-thread (OpenMP) and multicomputer
(MPI); then, optimize this heterogeneous purpose of achieving higher performances
regarding runtime.

• Optimize the most time-consuming functions already detected in the image
smoothing algorithm by using heterogeneous parallel computing platforms based
on GPUs. Algorithm parallelization assisted by profiling tools would not
only increase the maximum application performance and reduce the required
implementation efforts but also provide a pragmatic incentive for developers to
begin exploiting this strategy.

• The most time-consuming functions detected in the image segmentation and
registration algorithms, respectively described in Articles 3 and 4 of Part B, can
be optimized, and further speedups can be achieved using more sophisticated
data-parallel algorithms. Optimizing these algorithms by using heterogeneous
parallel computing platforms based on GPUs is also recommended. Additional
challenges can be addressed; for instance, the issue in shared memory systems
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for protecting simultaneous data access in order to avoid data inconsistency and
errors, load balancing, and the efficient management of reading/writing data on
the mass storage devices. These challenging requirements are all critical for
achieving efficiency and the maximum performance possible in the used computer
architecture. Both image segmentation and registration optimized algorithms have
been evaluated using only one image dataset; therefore, it is always recommended
to evaluate our implementations using different datasets and different evaluation
criteria.
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Abstract

Techniques of medical image processing and analysis play a crucial role in many clinical
scenarios, including in diagnosis and treatment planning. However, immense quantities
of data and high complexity of the algorithms often used are computationally demanding.
As a result, there now exists a wide range of techniques of medical image processing
and analysis that require the application of high-performance computing solutions in
order to reduce the required runtime. The main purpose of this review is to provide a
comprehensive reference source of techniques of medical image processing and analysis
that have been accelerated by high-performance computing solutions. With this in mind,
the articles available in the Scopus and Web of Science electronic repositories were
searched. Subsequently, the most relevant articles found were individually analyzed
in order to identify: (a) the metrics used to evaluate computing performance, (b) the
high-performance computing solution used, (c) the parallel design adopted, and (d) the
task of medical image processing and analysis involved. Hence, the techniques of
medical image processing and analysis found were identified, reviewed, and discussed,
particularly in terms of computational performance. Consequently, the techniques
reviewed herein present the progress made so far in reducing the computational runtime
involved, and the difficulties and challenges that remain to be overcome.
Keywords: Medical imaging, Image segmentation, Image registration, Image
reconstruction

1 Introduction

Throughout the history of computer systems, the evolution of processors and increases in
computing speed have been closely related. Traditionally, the integrated circuit industry
has fitted ever more transistors into a single chip thereby achieving high performance [1].
However, this approach is limited by physical restrictions of silicon, mainly excessive
energy consumption and overheating of processors [2].

In recent years, advances in this area have taken a different direction, leading to
modern processor architecture used for (a) multi-core CPUs (which contain two or more
processing cores) and (b) the general purpose computing on graphics processing units
(GPGPU), which is defined in this review as “many-core architecture”. Both many-
and multi-core architectures exploit parallelism features that offer performance gains and
faster computing [2].
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The demand for high-performance computing has generally been addressed with
costly computational systems. However, in view of the popularity of graphics processing
units (GPUs) and the adoption of parallel programming methods, a number of research
areas can advance significantly without the need for major investment in computational
systems. Examples of these areas include: scientific simulation [3], life sciences [4],
statistical modeling [4], emerging data-intensive applications [4], electronic design
automation [4], ray tracing and rendering [5], computer vision [6], signal processing [4,
6], and medical image processing and analysis [7–9].

The area of medical image processing and analysis has contributed to significant
medical advances [6, 9–14] by integrating systems and techniques that support more
efficient clinical diagnosis. These systems and techniques are based on images acquired
by different imaging modalities such as, endoscopy [15], X-ray [9], microscopy [16,
17], computed tomography (CT) [18, 19], optical coherence tomography (OCT) [20],
magnetic resonance (MR) [7, 21], functional magnetic resonance (fMR) [22, 23],
magnetic resonance elastography (MRE) [24], positron emission tomography (PET) [25–
27], single photon emission computed tomography (SPECT) [28], and 3D ultrasound
computer tomography (USCT) [13].

Medical imaging assists physicians in extracting information for the purposes of
diagnosing diseases, surgical intervention, treatment and follow-up of diseases, as
well as in designing better rehabilitation plans [8, 22, 29, 30]. Such extraction of
relevant clinical information is a complex task requiring advanced computational systems
able to process and obtain image-based features accurately and consistently within the
shortest possible runtime. As a result, a new research area has emerged that combines
computational techniques used for medical image processing and analysis [6, 9, 10] and
high-performance computing solutions [11–14]. These two components can be briefly
described as follows:

• Medical image processing and analysis - Typically, the researchers of this area
attempt to find solutions that start by improving the quality of the input images,
and then apply operations on the enhanced images in order to identify and extract
meaningful clinical information [6, 9, 10]. In this context, the term “medical image
processing and analysis” is used throughout the present review.

• High-performance computing - The main goal of this area is to optimize
computational methods to achieve greater robustness, effectiveness, efficiency, and
faster execution. To accomplish these objectives, parallel computing techniques are
usually exploited to use the maximum available performance in the computational
architecture adopted [11–14].
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The number of researchers combining techniques of medical image processing and
analysis and of high-performance computing has increased considerably in recent years;
consequently, this article aims to present an updated systematic literature review of
this area. The scientific articles selected for this review provide valuable information
for researchers in the two fields identified; specifically, the articles address methods,
techniques, imaging modalities, metrics of computational performance, and the most
frequently used computing architectures. The contributions made by each selected article
are therefore set out and the remaining research gaps are identified; this will be of
significant value to those who intend to develop, evaluate and compare algorithms used
in medical image processing and analysis accelerated by high-performance computing
architectures.

The term “performance” is sometimes ambiguous; hence, in this article,
“performance” refers to the efficiency of computing systems when executing algorithms,
including the factors of throughput, latency, and availability. The methodology employed
to select, identify, and validate the articles considered is presented in Sect. 2; the
main findings extracted from the articles analyzed are summarized in Sect. 2.1; the
contributions found in the selected articles and the gaps identified are presented and
discussed in Sect. 3; finally, concluding remarks are presented in Sect. 4.

2 Systematic literature review

This section describes the protocol used to locate, gather, and appraise the state of the
art under study. The first issue that was examined was the range of high-performance
computing platforms and methods that have been used to speed up techniques of medical
image processing and analysis. In addition, the following complementary questions were
considered:

1. Which imaging modality was involved?

2. Which task of medical image processing and analysis was addressed?

3. Which human organ or tissue was analyzed?

4. What computational architecture was adopted and/or developed?

5. Which high-performance computing technique was adopted and/or developed?

6. Is the approach adopted and/or developed able to achieve real time?

The criteria defined for the selection of articles are as follows:
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1. Domain

(a) Medical image processing and analysis; and

(b) High-performance computing.

2. Methods

(a) Techniques of medical image processing and analysis accelerated by
high-performance computing solutions.

3. Measures

(a) Techniques of medical image processing and analysis; and

(b) Performance in runtime.

After defining the selection criteria, the next step involved defining the exclusion
criteria, which were as follows:

1. Duplicated references; for example, the same article retrieved from the different
electronic repositories searched;

2. Less than four pages;

3. No description available on the technique of medical image processing and analysis;

4. No information available on the metric used to assess computing performance;

5. None of the research questions under consideration (numbered 1-5) are addressed.

Before initiating the article-gathering process, the language of the articles, the
research domains, and the electronic repositories to be considered were defined. We
decided to only review articles written in English, the dominant language used in the
scientific domains of computer science and engineering. The repositories selected for
searching were: Scopus 2 and Web of Science 3.

The systematic review was carried out from March 2016 to August 2016, and updated
in March 2017. Table 1 presents the search terms used when querying each repository
and the total number of articles retrieved.

2http://www.scopus.com - Science Direct.
3http://apps.webofknowledge.com - Web of Science Core Collection.
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Table 1: Total number of articles retrieved from each electronic repository

Repositories Queries Performed No. of
Articles

Scopus

TITLE-ABS-KEY ( ( “medical image”
OR “medical imaging” ) AND ( “high
performance computing” OR “parallel
programming” OR “parallel computing"
OR “real-time processing") ) AND (
LIMIT-TO ( DOCTYPE , “cp” ) OR
LIMIT-TO ( DOCTYPE , “ar” ) )

421

Web of
Science Filtering using the same queries

searched above
2, 158

Total 2,579

The search of the Web of Science repository was defined in order to locate the articles
related to each of the following queries: a) “medical image” OR “medical imaging”,
b) “high performance computing” OR “parallel computing” OR “parallel programming”
OR “real-time processing”. These queries were combined using the AND logical operator
in order to mimic the equivalent searches in the other repository. “image processing”
was not used in the search because it could generalize the results too much; instead, the
purpose of using “medical image” and “medical imaging” was to gather all scientific
articles related to techniques of medical image processing and analysis.

After removing the 467 duplicate references, each of the remaining 2, 112 articles
were then filtered according to the selection criteria, as shown in Table 2. The selection
criteria were applied systematically to the title, keywords, and abstract of the articles
in the electronic repositories searched, and this resulted in 594 articles. The content
of each abstract was initially analyzed with the aim of identifying evidence of the use
of high-performance computing architectures in order to support the acceleration of
techniques of medical image processing and analysis.

Table 2: Total articles retrieved, duplicated and remaining after applying each criteria

Repositories Retrieved Duplicated Selection
criteria

Exclusion
criteria

Scopus 421 17 288 32
Web of Science 2, 158 450 306 55

Total 2, 579 467 594 87

Additionally, each article was classified according to three priority levels:

• Prio-1: Articles that are very relevant and suitable for the review such that there was
evidence of the (previously defined) article-extraction criteria in the title, abstract,
and even keyword fields;
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• Prio-2: Articles that are less important but still suitable;

• Prio-3: Articles that may be relevant to other related research, but are not main
sources of knowledge for this review.

The classification priorities of the articles selected from each repository are indicated
in Table 3. The values shown in this table indicate the suitability of each repository
relative to each classification priority previously enumerated.

Table 3: Relevance of each repository used to retrieve articles related to techniques
of medical image processing and analysis combined with high-performance computing
solutions

Repository Prio-1 (%) Prio-2 (%) Prio-3 (%)

Scopus 71.64 17.41 10.95
Web of Science 17.82 5.63 76.55

2.1 Review of selected articles

In the evaluation stage, the sections of each article presenting the applicable methodology,
results, and conclusions were analyzed, in order to identify important information that
answers the research questions (1-5) defined in Sect. 2.

In this review, a total of 594 articles were initially selected; however, 507 articles were
then removed in accordance with the exclusion criteria, and the 87 remaining articles
were analyzed in depth. The exclusion criteria were defined in such a way as to answer
the aforementioned, main research questions. Hence, it was critical to identify in each
article: the metric(s) used to evaluate computational performance; the high-performance
computing architecture and parallel design involved; and the object(s), i.e., tissue(s)
or organ(s), addressed by the techniques(s) of medical image processing and analysis.
Therefore, during the in-depth analysis of each article, critical information was collected
to answer each specific research question.

Table 4 presents in descending chronological order the most relevant information
extracted from the 87 articles analyzed, including the description of the main
high-performance computing methods applied to the acceleration of the techniques of
medical image processing and analysis. The speedup column presents the computational
performance results achieved by the authors in respect of the methods studied. Here,
speedup is defined as the ratio of the execution time of serial and parallel implementations
when both are applied on the same dataset and running on the same computer.
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One conclusion drawn from the articles found is that, in recent years, and especially in
the last decade, there has been considerable research into the use of techniques of image
processing and analysis accelerated by high-performance computing solutions.

The first step in medical imaging consists of acquiring the data using a suitable
imaging device and then reconstructing the related images. After that, a number of
techniques of image processing and analysis can be applied, such as image reconstruction,
image filtering, image segmentation and image registration.

Research
Impact
factor

Imaging
modality(ies)

Image task(s)
Object(s)
analyzed

Parallel
architecture(s)

Parallel programming
model

Speedup

Miller and Butler, 1993 2.12 CT, SPECT reconstruction brain
Massively Parallel
Processor (MPP)

SIMD 64×

Kerr and Bartlett, 1995 0.90 CT, SPECT reconstruction cardiac MPP SIMD 139×
Higgins and Swift, 1997 0.30 CT reconstruction cardiac MPP SIMD 5×
Formiconi et al., 1997 0.45 CT, SPECT reconstruction brain MPP MIMD 135×
Christensen, 1998 1.57 CT registration craniofacial MPP and Cluster SIMD and MIMD 20×
Daggett and Greenshields,
1998

7.68 MRI classification
bladder and
urethra

Cluster SPMD 6×

Warfield et al., 1998 5.10 CT, MRI registration brain Cluster MIMD 15×

Saiviroonporn et al., 1998 2.10 CT, MRI segmentation
bones, aorta,
kidneys, skin,
brain

MPP SIMD
10×*
4

Yip et al., 1999 0.61 MRI reconstruction skull Cluster MIMD 500×

Rohlfing and Maurer, 2003 17.28
MRI,
Microscopy

registration brain and breast MPP MIMD 50×

Wachowiak and Peters, 2004,
2006

1.15,
3.72

MRI registration brain and heart Cluster MIMD 5×

Tirado-Ramos et al., 2004 1.84
MRI and
CT

reconstruction beast Cluster MIMD 3×

Doyley et al., 2004 1.84 MRE reconstruction beast Cluster MIMD 3×
Salomon et al., 2005 1.66 MRI registration brain Cluster MIMD 10×
Eidheim et al., 2005 0.91 ultrasound segmentation liver GPU SIMT 34×*
Crane et al., 2006 0.90 MRI reconstruction brain Cluster MIMD 3×

Deng et al., 2006 2.90 CT reconstruction
shepp-Logan
phantom

Cluster MIMD 32×

Dandekar and Shekhar, 2007 4.6 CT, PET registration abdominal FPGA SIMD 30×
Yeh and Fu, 2007 1.5 fMRI classification brain Cluster MIMD and SPMD 2×
Kalmoun et al., 2007 2.7 CT reconstruction heart Cluster MIMD 28×
Kumar et al., 2008 2.22 Microscopy reconstruction breast Cluster MIMD 2×
Samant et al., 2008 12.77 4DCT registration lung GPU SIMT 56×
Sehellmann et al., 2008 2.77 PET reconstruction lung GPU SIMT 7.5×

Melvin et al., 2008 0.66 CT reconstruction
shepp-Logan
phantom

multi-core SIMD 30×

Kegel et al., Kegel et al.,
2009, 2011

3.62,
1.14

PET reconstruction rats multi-core SPMD 3×

Rehman et al., 2009 5.62 MRI registration brain GPU SIMT 965×
Rohrer and Gong, 2009 0.37 CT, MRI registration abdominal CBEA SIMD and MIMD 13×*
Zhuge et al., Zhuge et al.,
2011, 2009

2, 3.33 CT, MRI segmentation head GPU SIMT 18×*

Moyano-Avila et al., 2009 0 X-Ray reconstruction vessels MPP MIMD 15×
Chung et al., 2010 1.57 microscopy reconstruction viruses GPU SIMT 16×
Shackleford et al., 2010 14 3D CT registration lung GPU SIMT 15×*
Shams et al., Shams et al.,
2010, 2010

11
CT, MRI,
PET

registration brain GPU SIMT 50×*

Gabriel et al., 2010 2.57 FNAC segmentation thyroid Cluster and multi-core MIMD and SIMD 11×
Lapeer et al., 2010 2.57 CT, MRI registration head GPU SIMT 10×
Zhu and Cochoff, 2010 1.42 CT, PET registration lung multi-core SPMD 2-10×
D’Amore et al., 2011 1 MRI segmentation skin multi-core SIMD 6×
Meng et al., 2011 4.5 CT reconstruction lung cloud computing MIMD 10×
Schmid et al., 2011 2.66 MRI segmentation bones GPU SIMT 70×
Schellmann et al., 2011 2.33 PET reconstruction mouse GPU SIMT 2×
Gao et al., 2011 1.16 MRI segmentation brain GPU SIMT 1440×*
Lee et al., 2012 7.8 MRI registration brain GPU SIMT 129×
Adeshina et al., 2012 1.66 MRA reconstruction brain GPU SIMT 3×
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Research
Impact
factor

Imaging
modality(ies)

Image task(s)
Object(s)
analyzed

Parallel
architecture(s)

Parallel programming
model

Speedup

Murphy et al., 2012 22.4 MRI reconstruction torso GPU and multi-core SIMT and SIMD 40×
Zinterhof, 2012 0 CT classification kidney GPU SIMT 120×

Shi et al., 2012 0.40 CT, MRI
segmentation
and
reconstruction

head, breast,
vessels

GPU and multi-core SIMT and SIMD 40×*

Rodrigues and Bernardes,
2012

2 OCT filtering retinal GPU SIMT 18×*

Domanski et al., 2013 1.25 CT reconstruction brain GPU and multi-core SIMT and SIMD 9×
Treibig et al., 2013 5.75 CT, X-ray reconstruction rabbit multi-core SIMD 6×
Gallea et al., 2013 1.28 CT, MRI registration brain GPU SIMT 100×
Saran et al., 2014 1.33 MRI segmentation breast GPU and multi-core SIMT and SIMD 35×
El-Moursy et al., 2014 0.66 3D MRI segmentation brain Cluster MIMD 2.6×
Balla-Arabé and Gao, 2014 1.33 MRI segmentation breast GPU SIMT 6×*

Eklund et al., 2014 9 fMRI
registration,
segmentation,
filtering

brain GPU SIMT 195-525×

Barros et al., 2014 0 CT segmentation brain GPU SIMT 36×

Alvarado et al., 2014 2.33
CT, PET,
MRI

segmentation brain GPU and multi-core SIMT and SIMD 8×

Birk et al., 2014 7 USCT reconstruction breast GPU and multi-core MIMD 25×*
Blas et al., 2014 2 CT reconstruction rats GPU and multi-core SIMT and SIMD 2×
Mafi and Sirouspour, 2014 3.33 MRI reconstruction stomach GPU SIMT 28×*
Meng, 2014 1.33 CT registration thorax GPU SIMT 255×
Wei et al., 2014 0.33 MRI reconstruction eye optics GPU SIMT 100×

Fan and Xie, 2015 0 CT reconstruction
shepp-Logan
phantom

GPU SIMT 20×

Serrano et al., 2015 0.5 CT reconstruction human body GPU and Cluster SIMT and MIMD 22×
Gates et al., 2015 8 CT segmentation brain GPU SIMT 43.5×
Akgun et al., 2015 1.50 fMRI segmentation brain GPU and multi-core SIMT and SIMD 157×

Tan et al., 2015 0 microscopy reconstruction virus
FPGA, GPU and
multi-core

SIMD, SIMT and
MIMD

14×

Mahmoudi and Manneback,
2015

1.50
X-ray and
MRI

segmentation vertebra
multi-core and
multi-GPU

SIMD and MIMD 98×*

Johnsen et al., 2015 7.50 MRI registration breast GPU SIMT 5×
Hamdaoui et al., 2015 0 MRI reconstruction brain FPGA SIMD 37×
Cai et al., 2015 2.50 MRI registration lung GPU and multi-core SIMT and SIMD 4×

Smistad et al., 2015 0
CT, 3D
ultrasound

filtering and
segmentation

bone structure,
retina blood
vessels

GPU and multi-core SIMD and SIMT 20×

Gulo et al., 2016 3 Ultrasound filtering stomach GPU SIMT 10×

Nguyena et al., 2016 4.50 MRI filtering brain
GPU, Cluster, and
multi-core

SIMT, MIMD and
SIMD

510×

Koestler et al., 2016 3.50 X-ray reconstruction head GPU SIMT 1.6×
Hu et al., 2016 1 CT reconstruction thorax GPU SIMT 202×
Du et al., 2016 0 CT, MRI registration brain, lung GPU SIMT 17×
Ellingwood et al., 2016 1 CT registration lung GPU SIMT 112×
Heras et al., 2016 2 MRI,CT segmentation brain GPU SIMT 6×
Chen et al., 2016 7 Ultrasound reconstruction forearm GPU SIMT 60×
Aitali et al., 2016 2 MRI segmentation skin GPU SIMT 52×
Riegler et al., 2016 4 endoscopy classification gastrointestinal multi-core and GPU SIMD and SIMT 10×
Pang et al., 2016 7 ultrasound segmentation breast GPU SIMT 16×
Wang et al., Sabne et al.,
2016, 2017

4, 2 CT reconstruction lungs GPU SIMT 4×

Jaros et al., 2017 2 CT segmentation heart and liver GPU SIMT 44×

Table 5: The Impact Factor column was calculated using the ratio of the number of Google
citations of the paper and the number of years since its publication.

2.1.1 Image reconstruction

Image reconstruction is the process used to generate 2D/3D images of an object from
the data, i.e., signals, acquired by an imaging device. In the data acquisition stage, the
imaging device is responsible for converting the anatomical/physiological information
into digital signals. However, digital signals are easily corrupted by noise introduced by
the electronic/mechanical components of the imaging device [94]. Dominant physical
effects such as resolution, attenuation and scatter, are spatially variant, and in the cases
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of attenuation and scatter, may also differ according to the type of object, i.e., tissues,
under study. In addition, a number of noise source displacements occur when acquiring
MRE images. Lengthy extended movements produce common ambiguity errors, which,
for example, result in weak estimates in regions with low signal noise rate. Susceptible
effects generate inconsistencies during the estimation stage and result in erroneous
estimate displacements. In general, all the image reconstruction approaches demand high
computational costs and require large memory capacity, for example, in MRI, SPECT and
CT cases, where large datasets are used to reconstruct complex 3D images.

The article of Miller and Butler [18] considers the implementation of the maximum
a posteriori (MAP) and maximum likelihood (ML) methods in a system that creates a
complete 3D reconstruction from CT images and is accelerated by massively parallel
processors. The iterative expectation-maximization (EM) algorithm, which is applied in
order to generate ML and MAP estimates for SPECT image acquisitions, is considered
highly complex in terms of computation [18]. Their parallel system was implemented
on a massively parallel computer (DECmpp-SX 128 × 128 processor) and designed
according to the single instruction, multiple data stream (SIMD) parallel programming
model. Although the implementation did not indicate a linear scalability, the speedup
achieved was 64x, relative to an optimal programmed implementation to be executed in
a reduced instruction set computing (RISC) architecture (64 × 64 processor). Formiconi
et al. [28] also presented a parallel implementation of the EM algorithm; however, their
approach was combined with ML estimates and applied in order to reconstruct images
from SPECT data. The authors designed their implementation on the basis of a multiple
instruction, multiple data stream (MIMD) parallel programming model and used a World
Wide Web (WWW) interface. A massively parallel computer, Cray T3D, was used to
calculate their computational solution remotely.

Massively parallel computers were adopted by Kerr and Bartlett [31] as described in
another article. The authors examined the simulation and rapid training of a very large
artificial neural network that reconstructs and compresses SPECT images. In this study,
when comparing the performances obtained by CPU- and Parallel-based implementations,
a speedup of 139× was achieved. The authors designed the suggested algorithm on the
basis of the SIMD model.

Another research study that developed a parallel computer architecture was presented
in the Higgins and Swift [29]’s article. These authors defined a “meta-computer” as
a combination of communication devices and a heterogeneous processing architecture.
Their goal was implement a new parallel architecture using the parallel computer MasPar
in order to manage multiple workstation interactions and process 3D medical images
as fast as possible. The parallel architecture used in the experiments included typical
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tasks of medical image processing and analysis: image preprocessing, morphological
and topological image operations, image segmentation, image manipulation, image
measurement and the input and output of images. The approach of the authors resulted
in a performance 5× faster than the equivalent algorithm implemented using a sequential
fashion programming model.

Doyley et al. [24] proposed in their article a parallel approach to obtain partial volume
reconstructions from 3D high-resolution data. The authors combined the finite element
method (FEM) and the Newton-Raphson iterative scheme in this approach, which was
implemented using Message Passing Interface (MPI) and executed on a PC-cluster. In
the experiments, the authors adopted an optimized sequential approach in contrast to a
parallel-based one. The parallel version improved the in/out storage disk operations and
achieved a linear speedup.

Kumar et al. [17] developed a middleware system based on a PC-cluster architecture,
the purpose of which was to support the execution of a set of techniques of image
processing and analysis. These techniques were divided into two main stages:
preprocessing and analysis. These tasks resulted in preprocessed data that could be
queried and analyzed using the techniques of image analysis. The authors combined
data and task parallelism models in order to achieve better scalability; moreover, they
implemented the tasks of image processing and analysis by changing the number of
processors in the PC-cluster; in the experiments performed, a 2× speedup was obtained
with the best cluster configuration found.

In the approach of Kegel et al. [26, 27], the Threading Building Blocks (TBB)
library and the OpenMP application programming interface were adopted and compared
in order to evaluate programming effort, programming style and abstraction, and
runtime performance. The authors presented several implementations for systems that
support shared- and distributed memory of the list mode ordered subset expectation
maximization (LM OSEM) algorithm, resulting in reducing of the processing time spent
on reconstruction of PET images. LS OSEM is a computationally intensive block-iterative
algorithm for 3D image reconstruction. The authors concluded that the TBB library is
much easier to implement than OpenMP, especially when starting a new implementation
to exploit parallelism; however, they did not analyze the exact influence of the grain, the
block size, or the scheduling strategy for different amounts of input data on the program
performance.

The approach presented by Murphy et al. [62] consists of an optimized iterative
method, self-consistent parallel imaging (SPIRiT), combined with compressed sensing
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for image reconstruction. This approach allows auto-calibrating parallel imaging5

reconstructions with clinically feasible runtimes. The purpose was to achieve real-time
performance via an hybrid implementation using both multi-GPU and multi-core CPUs
as parallel execution platforms. Two data parallelism models, SIMD and SIMT,
were exploited and optimized through Streaming SIMD Extensions (SSE) and compute
unified device architecture (CUDA) instructions, respectively. Parallel GPU and CPU
implementation achieved the speedup of 40× when comparing with the runtime of a
sequential C++ implementation using high-performance libraries and compiled with full
compiler optimization.

Domanski et al. [3] developed a Cluster web services (CWS) framework capable
of taking advantage of massively parallel technologies composed of a PC-cluster 6 and
GPUs 7. This framework facilitated communication between the client and server through
the Internet in order to balance and distribute the computational load. Although the
framework was able to solve a wide range of scientific problems, its main application
was the full reconstruction of CT images. The parallel programming languages adopted
were Open Computing Language (OpenCL) and MPI, for the GPU architecture and the
PC-cluster, respectively.

Treibig et al. [9] presented an approach to the achievement of optimal performance
according to the processor specifications and different optimization levels. The authors
presented a number of low-level optimizations and algorithms for a back-projection
reconstruction strategy from CT data, running on multi-core processors. The
implementation was based on SSE and Advanced Vector Extensions (AVX) instructions.
The result of this approach was a speedup of up to 6×; however, the authors considered
that further studied were needed (a) to improve the implementation performance using
distributed memory, (b) to optimize and analyze the AVX kernel update, and also (c) to
include the new AVX2 operations collector.

Blas et al. [71] described the performance optimization process of a modular
application based on a GPU architecture using the Feldkamp, Davis and Kress
(FDK) reconstruction algorithm. However, even though the authors performed most
parallelization procedures using the SIMT model, the projection decomposition step
was performed using the SIMD model and the Open Multi-Processing (OpenMP)
language. The experiments were conducted with different multi-GPU configurations
and code optimization levels, and a speedup of up to 2× was achieved relative to the

5Parallel imaging is a well-established acceleration technique based on the spatial sensitivity of array
receivers [62].

632 Intel Xeon CPU cores.
76 NVIDIA cards with Tesla GPU.
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implementations discussed in their own literature review. Meng et al. [56] accelerated the
FDK algorithm using MapReduce in a cloud computing environment. Map functions were
used to filter and back-project subsets of projections, and Reduce function to aggregate
those partial back-projections into the whole volume. The findings of this approach were
the reconstruction time achieved, whose correlation with the number of nodes employed
was roughly linear. Experiments showed a speedup of 10× using 200 nodes for all cases,
when compared to the same code executed on a single machine.

Birk et al. [13, 95] adopted multi-GPU and multi-core as a parallel architecture in
order to accelerate 3D reconstructions based on ray casting from ultrasound data. Their
approach was extended to identify the ideal number of GPUs required to reconstruct
high-resolution image volumes, especially when the processing load had substantially
greater DRAM capacity than the CPU system. However, the approach was not able
to display in real time the high-resolution images at the pre-visualization stage. The
experiments took into consideration the implementation of the optimized method for both
architectures: multi-core and multi-GPU. The authors emphasized that they combined
SIMT and SIMD parallel programming models.

Wei et al. [5] presented a work that used a ray tracing technique to simulate retinal
image formations. This approach simulated realistic light refraction through ocular
structures in 3D using polygonal meshes and GPU parallel computing.

Chen et al. [88] described a novel imaging system for real clinical applications.
The system could provide incremental volume reconstructions and volume rendering;
it could also generate high-quality 3D ultrasound strain images in near real-time due
to GPU-based implementation. The approach achieved a 60× speedup compared to a
CPU-based implementation. However, it could not provide real-time imaging because the
time spent on complex data processing and data transfer was excessive.

2.1.2 Image filtering

Rodrigues and Bernardes [20] improved the process of speckle noise reduction for visual
analysis of medical images like optical coherence tomography. The authors proposed
preserving edges and other relevant features through filter expansion from 3D OCT
images of the posterior segment of the human eye for the adaptive complex-diffusion filter.
Their implementation was divided into an environment setup stage and four other stages
that were called iteratively. CUDA kernels were considered in parallel convolutions,
parallel reductions, and element-wise arithmetic operations over the inputs.

Nguyena et al. [83] presented a hybrid parallelization scheme the aim of accelerate
the NL-Means filter algorithm. In their approach, the authors divided the input 3D MRI
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volume into sub-volumes in order to reduce the search region at the boundary zone. Then
the image was divided into superimposed images and the superposition of the search
region radius. In the implementation stage, the following parallel technologies were used:
MPI, multi-threading on multi-core machines and GPUs. Communication between each
cluster node was enabled by using MPI. The main contributions of the authors are an
approach that requires different modes of implementation and the possibility of using
the MPI technology alone or in conjunction with POSIX Threads (Pthreads) and GPUs.
This latter approach reduced the computational time by a factor of approximately 510
when applied to 3D medical data. On the other hand, high memory usage emerged as a
drawback of this approach, with up to three times more memory required than with the
original method.

Gulo et al. [82] described in their study how to use the high-performance computing
CUDA-based architecture as a computational infrastructure to accelerate an algorithm for
noise image removal. The parallel GPU-based implementation developed was compared
against the corresponding sequential CPU-based implementation in several experiments.
The parallelization of the image smoothing method based on a variational model using
CUDA architecture reduced the runtime by up to 10 times in comparison with the
CPU-based implementation.

2.1.3 Image Segmentation

Image segmentation is one of the most important operation of the image processing and
analysis area, being responsible for identifying and delineating objects of interest in input
images. In general, tasks of 3D visualization, interpolation, filtering, classification, and
even registration depend heavily on the image segmentation results in order to achieve
optimum performance [11, 96, 97]. There are several approaches of image segmentation
based on, for example, thresholding [33, 67], clustering [8] and deformable models [38].

Daggett and Greenshields [7] designed a parallel algorithm using a PC-cluster to
segment MRI images by means of automatic image classification in order to reduce
the inter-process communication overhead. This parallel algorithm was based on the
virtual shared memory technique, which enables processes to communicate by directly
sharing data as though it existed in a global shared memory space. The main idea was
to segment anatomical images in order to obtain quantitative anatomical features and
geometrically-shaped models of the objects under study.

In the article of Yeh and Fu [22], an approach called parallel adaptive simulated
annealing was developed to assist computer-aided measurements for identifying the
associated activation regions of the brain through response waveform of functional MR
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images. This approach was based on a coarse-grained model performed on a cluster
of four PCs; it was designed using the MPI parallel programming language and the
single program, multiple data stream (SPMD) data decomposition model. The purpose
of this parallelism was to reduce the computational time required by the minimization
of the weighted sum of the squared Euclidean distances between each input vector and
the prototypes. Additionally, it was able to automatically make clinical diagnoses of
schizophrenia and multiple sclerosis.

Gabriel et al. [8] suggested the Gabor filtering system for texture-based image
segmentation of thyroid cells. This approach was based on distributed memory and
exploited a PC-cluster and the current multi-core CPU architecture. The authors
combined several metrics to evaluate the performance of their approach; they then
used OpenMP and MPI to compare the speedup, communication overhead, the different
memory systems, and the different number of threads used. The multi-core architecture
achieved the highest speedups, which were up to 11× faster compared to the PC-cluster.
Although the authors presumed that their computational system would be able to make
medical diagnoses, their implementation did not have a module for image analysis, or
even a tool for the addition of an image set combined with the related diagnosis result.

Zhuge et al. [11, 97] developed a semi-automatic segmentation method based on the
fuzzy connected technique, which was implemented using a GPU architecture. Moreover,
they designed a robust and efficient parallel version of Dijkstra’s algorithm in a SIMD
model. This new approach took advantage of the CUDA architecture, especially by
supporting atomic read/write operations in the GPU global memory.

Shi et al. [12] proposed an automatic image segmentation method for medical images
based on a pulse coupling neural network combined with the 2D Tsallis entropy. Stronger
adaptability, high image segmentation precision, and adequate image reconstruction from
CT and MR data were the main advantages of this approach. The achievement with
this GPU-based approach was the rendering of 3D volume images in real time using ray
tracing implemented using a SIMT model.

In the approach by Saran et al. [65], the rigid registration of magnetic resonance
venography (MRV) images and magnetic resonance angiography (MRA) images based
in mutual information is performed to increase the accuracy of vessels segmentation
in MRI images. The unfavorable effects of Rician noise and RF inhomogeneity in the
MRI, MRA, and MRV images during vessels segmentation are removed by applying
a subtraction schema where the cost function and choice of minimization method are
executed simultaneously using multi-core and GPU.

Balla-Arabé and Gao [67] presented a new level set method (LSM) for image
segmentation. The authors designed a selective entropy-based energy functional method,
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robust against noise, and new selective entropy external forces for the Lattice Boltzmann
method (LBM). The LSM and LBM were combined and implemented on GPUs.
However, LBM requires significant memory and the approach did not achieve volume
image segmentation in real time. Hence, the authors identified a need for future studies to
extend their approach to a GPU cluster environment.

Aitali et al. [21] exploited the performance of GPU to accelerate a Bias Field
Correction Fuzzy C-Means algorithm used for segmenting MR images. This
approach was applied to correct the inhomogeneity intensity and segment the images
simultaneously. However, the expensive computation required by the algorithm
demanded optimization strategies in order to reduce the runtime; hence, the authors
adopted the SIMD architecture to model their approach. The GPU implementation
achieved about 52x× speedup relative to the CPU implementation, and consisted of a
novel SIMD architecture for bias field estimation and image segmentation.

Heras et al. [87] used GPU features to accelerate the Fast Two-Cycle method, which is
a level set-based segmentation method. In their approach, they aimed to divide the active
domain into fixed-size tiles and therefore intensively use shared memory space, resulting
in a low latency close to that of the register space. Although the authors did not use real
images, they measured the performance of their approach using a set of realistic MRI
data volumes produced by an MRI simulator. The volumes produced by this simulator
are available to be downloaded at the BrainWeb Simulated Brain Database8 and they
have been broadly used in other published articles. In the experiments, the GPU approach
achieved about 6× speedup relative to the CPU implementation.

2.1.4 Image registration

Image registration is a computational task that establishes a common geometric reference
frame across two or more image datasets; it is required, for example, in the comparison or
fusion of image data obtained at different times or using different imaging modalities
or devices [16, 46]. Intensity-based registration techniques are accurate, efficient,
and robust; in addition, they depend on the interpolation scheme, search space, a
similarity metric, and an optimization approach [36]. Consequently, these techniques
are based on geometric transformations [32], optimization algorithms [36], and measures
of similarity [19, 25].

The mutual information-based (MI-based) deformable registration algorithm was
considered promising by Dandekar and Shekhar [25], mainly because it was able to
correct the misalignment of tissue in CT slice images. The authors demonstrated a

8BrainWeb Simulated Brain Database - http://www.bic.mni.mcgill.ca/brainweb.
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registration accuracy comparable to one achieved by a group of clinical experts [25, 30].
Computationally, MI-based registration is extremely intensive and so requires several
thousand of iterations, with the precise number depending on the degree of the initial
misalignment, the transformation complexity, the image content, and the optimization
algorithm used to maximize the MI function. In order to reduce the runtime on the order
of minutes or seconds, and thereby become suitable for clinical routine use, MI-based
algorithms have been accelerated in parallel architectures such as clusters [32, 64],
GPU [10, 64, 72], multi-core cell broadband engine architecture (CBEA) [47], and field
programmable gate array (FPGA) [25].

Christensen [32] developed a 3D linear elastic transformation model using an SGI
Challenge parallel computer in order to generate global non-rigid deformations of
template image volumes. This approach was optimized to maximize the ratio of
computation to the parallelization overhead. In this research, parallel overhead consisted
of the runtimes for creating processes, starting and ending parallel regions, and running
extra code required for parallelization. The authors performed experiments using
implementations optimized for MasPar (SIMD) and Challenge (multiple instruction,
multiple data (MIMD)) parallel architectures. The MIMD parallel programming model
achieved speeds of up to 20× greater than the SIMD model.

Warfield et al. [30] presented a new registration algorithm that identifies features in
image scans which need to be aligned and find the transform that minimizes the mismatch
of corresponding tissue labels. This approach was implemented on a parallel platform in
order to conform to a clinically acceptable timeframe. The authors adopted a multi-core
PC-cluster and the MPI language as the high-performance computational infrastructure to
perform the experiments; their approach was designed based on the MIMD-based parallel
programming model.

Rohlfing and Maurer [16] solved problems related to the high computational efforts
that are commonly incurred when non-rigid image registration techniques are used. The
authors took advantage of shared-memory multiprocessor computer architectures as well
as data and task partition parallel programming models. Non-rigid image registration
techniques demand lengthy execution times because of the input images are usually
large and because the adopted transformation model requires substantially more time to
compute and evaluate the similarity measure used. The experiments were performed on
an SGI Origin 3800 massively parallel computer, and all the results were compared using
different degrees of parallelism (2, 16, 32, and 48 threads); the performance achieved
showed a reduced linear execution time.

Salomon et al. [38] presented a parallel implementation of a deformable image
registration approach based on the multi-resolution technique. In this study, the authors
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designed their implementation by applying the MIMD parallel programming model and
the OpenMP parallel programming language. However, the SIMD parallel programming
model can be considered most suitable when a large number of processors are used. This
parallel approach achieved a speedup of up to 10× when applied to the registration of 3D
MR images.

Wachowiak and Peters [36] developed two methods - DIviding RECTangles
(DIRECT) and Multi-Directional Search (MDS) - that were used to optimize a similarity
metric, which is an essential component of intensity-based medical image registration
algorithms. The DIRECT method was employed as a global technique for linearly
bounded problems and was followed by local refinements attained with the MDS method.
This approach was implemented and optimized for execution in shared memory systems.
With the use of 8 or 12 CPUs on a PC-cluster, the results demonstrated efficiency gains,
yielding a speedup of up to 5×.

Rehman et al. [46] employed GPU architecture to achieve high performance using the
multi-resolution approach that is typically applied in non-rigid 3D image registration.
In this article, the authors developed a parallel approach of non-rigid registration by
regarding it as an optimal mass transport problem. The experiments showed a speedup
improvement in the parallel architecture of up to 965× relative to the CPU-based
implementation.

Rohrer and Gong [47] and Shams et al. [10] enabled different high-performance
computing architectures to achieve real-time image registration. Rohrer and Gong [47]
combined mutual information and multi-resolution techniques, and implemented them
on a heterogeneous multi-core architecture called CBEA. The implementation of this
approach on a GPU architecture Shams et al. [10, 52] made an innovative contribution
to the computing of MI by computing joint histograms. On the basis of this approach, the
registration of 3D CT, PET and MR images was achieved in real time.

Assuming relatively small non-linear displacements and deformations in the
registration of CT and MRI data related to the head, Lapeer et al. [53] presented a
point-based registration method. This new method was developed in order to speed up
a nonlinear multimodal registration algorithm on a GPU architecture. The approach
integrated the radial basis function (RBF) as a smooth function and sought to mimic the
interacting deformation of biological tissues. The performance tests demonstrated that
the GPU-based implementation yielded a run-time 10× faster than that of the CPU-based
implementation.

Zhu and Cochoff [54] demonstrated how to use parallel programming patterns aiming
to obtain better performance in applications relating to image visualization, registration,
and fusion. The parallel programming pattern used depends on the architecture adopted.
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Thus, it can involve data parallelism, task parallelism, coordination based on events,
data sharing, asynchronous calls, and fork/join. Using multi-core and symmetric
multiprocessor (SMP) architectures, the speed was up to 10× faster relative to a CPU
architecture. In addition, the parallel implementation confirmed the presence of the
important features of portability and flexibility.

Mafi and Sirouspour [14] developed a GPU-based computational platform for
real-time analysis of soft object deformation. This GPU-based computing scheme solved
a large system of linear equations and updates the nonlinear FEM matrices in real time.
However, this approach can be extended to even further optimize all computations related
to single- and double-precision operations. In addition, it can enable multiple GPU-based
computing, deformation analysis with multiple contact points, and auto-adaptive mesh
refinement in order to improve analysis accuracy.

Ellingwood et al. [19] presented a novel computation- and memory-efficient
Diffeomorphic Multi-Level B-Spline Transform Composite method on GPU for the
performance of non-rigid mass-preserving registration of CT volumetric images. The
authors adopted the sum of squared tissue volume difference (SSTVD) as the similarity
criterion to preserve the lung tissue mass; hence, SSTVD was used for computing the
tissue volume. A cubic B-Spline-based free-form deformation (FFD) transformation
model was employed for capturing the non-rigid deformation of objects such as human
lungs. The experiments used lung CT images, which indicated a speedup of 112 times
relative to the single-threaded CPU version, and of 11 times compared to the 12-threaded
version when considering the average time per iteration using the GPU implementation.
The authors compared the following types of algorithms: single-threaded CPU-based,
multi-threaded GPU-based, and GPU-based.

3 Discussion

The deployment of high-performance computing techniques has greatly contributed to
reducing the processing time of techniques used for medical image processing and
analysis, making them suitable for routine clinical use. Briefly, these techniques were
used in order to exploit all the computational power commonly available in modern
high-computing architectures such as multi-core, GPU and PC-cluster.

Following the recent advances in GPU [5, 10, 11, 14, 20, 46, 52, 53, 72, 97],
multi-core [3, 8, 9, 12, 13, 19, 23, 54, 62, 71, 95], and FPGA [25, 76, 98–100]
architectures, researchers have confirmed a trend towards lower computational costs
without any consequential reduction in terms of the accuracy of the techniques of image
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processing and analysis. Hence, Domanski et al. [3], Shi et al. [12], Birk et al.
[13], Murphy et al. [62], Saran et al. [65], Alvarado et al. [70], Serrano et al. [74], Birk
et al. [95] designed their models using parallel programming in GPU and multi-core; on
the other hand, Blas et al. [71], Tan et al. [76], Mahmoudi and Manneback [77], Cai et al.
[80], Riegler et al. [89], Nguyen et al. [101] have demonstrated an approach which is more
focused on load-balancing techniques, multi-GPU, GPU, and multi-core architectures.
Therefore, there is an increasing number of methodologies that achieve high performance
levels and that combine parallel programming methods and high-performance computing
architectures; furthermore, the run-time and energy consumption required by these
methodologies are decreasing considerably.

The articles evaluated in this review provide an overview on techniques of medical
image processing and analysis accelerated by high-performance computing solutions.
Figure 1 shows that the majority of the selected articles were published in the last decade
and the last five years have seen remarkable progress thanks to multi-core processors and
GPU architecture [6]. It is important to highlight that this review covers papers published
up to March 2017.

Figure 1: Distribution of selected articles related to techniques of medical image
processing and analysis accelerated by high-performance computing solutions published
in recent years

Although the articles listed in Table 4 report on highly positive speedup findings,
it is important to analyze these results carefully. The majority of the selected articles
indicated speedup as the main metric used to evaluate the performance gain. Almost
half of the articles compared sequential and parallel implementations, as can be seen in
Gabriel et al. [8], Shams et al. [10], Shi et al. [12], Birk et al. [13], Mafi and Sirouspour
[14], Rohlfing and Maurer [16], Yeh and Fu [22], Dandekar and Shekhar [25], Rehman
et al. [46], Rohrer and Gong [47], Zhuge et al. [48], Shams et al. [52], Lapeer et al.
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[53], Zhu and Cochoff [54], Murphy et al. [62], Blas et al. [71], Meng [72], Birk et al. [95].
One of the greatest challenges in this sort of comparison is to describe how well sequential
implementation was optimized, and more particularly: (1) whether the SSE instruction
set was used; (2) whether the code was compiled in 32 or 64 bits; and (3) whether 32-
or 64-bit floating point operations were used. This sort of optimization is critical when
comparing implementations that use multi-core, GPU, or cluster architectures. Usually,
it is necessary to rewrite code in order to improve application performance and so exploit
the benefit of parallelization. As a result, it is good practice to divide an application into
smaller tasks that can be executed in parallel [102]. However, during task deconstruction,
the communication process and the general coordination of processing jobs among the
processors used need to be taken into account.

When adopting a parallel programming design, two main features must be taken into
account: (1) the parallel architecture and (2) the type of processor communication [103].
The high computational costs of data access and task performance are dependent on the
computational resources available to the computing system. Hence, parallel design should
make use of data decomposition and allocate available memory efficiently.

Most of the analyzed articles focused on the parallelizing of techniques of medical
image reconstruction and registration. PC-clusters are the parallel infrastructure most
often adopted by researchers [7, 17, 22, 24, 30, 33, 38], FPGA [25, 76, 98–100], in
addition to the most recent GPU-based technologies [5, 10, 11, 14, 46, 52, 53, 67, 72, 97]
and multi-core [3, 8, 9, 12, 13, 19, 23, 54, 62, 71, 95] architectures. Moreover, it is clear
that the research topic discussed in this review is recent and promising, as confirmed
by the remarkable increase in the number of related scientific articles published in the
last decade. In summary, the reviewed articles demonstrated a reduction in the run-time,
including in real time, which is ideal for routine medical applications. However, just a few
of the selected articles focused on speeding up techniques of medical image segmentation,
which suggests a potential topic for further research.

This article presents a concise and up-to-date review of techniques of medical
image processing and analysis that have been implemented based on high-performance
computing solutions. As a result, related researchers can identify: (a) the GPUs as
computing systems, (b) the SIMD as the main parallel programming model, that have
been most widely used to deal with the typical demands of techniques of medical
image processing and analysis. The most used computing systems are presented in
Fig. 2. In particular, this review also reveals that data-parallel computations with high
arithmetic intensity are well-suited to SIMD parallelization; then, it is well suited for the
computation on GPUs. This is because the execution model of GPUs is based on SIMD
parallel programming model, which allows multiple processing elements to perform the
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same operation on multiple data, concurrently.
The greatest programming efforts found in the selected articles are: (a) the learning

curve required for programming parallel implementations, (b) obtaining a complete
understanding of the advanced concepts related to memory hierarchy, (c) and the design
of the shortest-possible, optimal data paths.

Usually, modifying the design of a sequential algorithm in order to make it parallel
requires changing the programming model, the programming language, and the memory
access strategy. Successful implementation of these changes will also achieve maximum
performance and a higher optimization level due to lower throughput across different
memory types.

Figure 2: Main parallel programming models applied to accelerate tasks of medical image
processing and analysis

4 Conclusion

In this article, the main research articles relating to the combination of techniques
of medical image processing and analysis with different high-performance computing
solutions have been reviewed. The selected articles describe the use of high-performance
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computing systems, including multi-core, GPU, FPGA and PC-cluster, and their capacity
to support tasks of medical image processing and analysis.

This article reviewed a set of articles related to complex techniques of medical image
processing and analysis, and experiments performed using high-performance computing
systems. By combining parallel computer solutions with algorithms of medical image
processing and analysis, the scientific community is able to make significant advances in
the field of medicine, especially by reducing the required runtime; this in turn enables
solutions to be implemented in routine clinical scenarios. Moreover, this article will
be useful in developing new research that evaluates and compares different algorithms
of medical image processing and analysis supported by high-performance computing
solutions.

GPUs are considered to be extremely fast processors, especially when used in
computational systems like multi-GPU. On the other hand, the use of multiple GPUs
has presented additional challenges; for instance, regarding the efficient management
of reading and/or writing data on the data store system, time-consuming data transfers
between the CPU and GPU, and load-balancing. The main issue in shared memory
systems is that data must be protected against simultaneous access so that errors and data
inconsistency can be avoided; additionally, the number of parallel tasks must be at least
the same number of processing units (cores), and each task must have enough memory
for its computing requirements.
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Abstract

Medical imaging is fundamental for improvements in diagnostic accuracy. However,
noise frequently corrupts the images acquired, and this can lead to erroneous diagnoses.
Fortunately, image preprocessing algorithms can enhance corrupted images, particularly
in noise smoothing and removal. In the medical field, time is always a very critical factor,
and so there is a need for implementations which are fast and, if possible, in real time.
This study presents and discusses an implementation of a highly efficient algorithm for
image noise smoothing based on general purpose computing on graphics processing units
techniques. The use of these techniques facilitates the quick and efficient smoothing of
images corrupted by noise, even when performed on large-dimensional data sets. This
is particularly relevant since GPU cards are becoming more affordable, powerful and
common in medical environments.
Keywords: GPGPU, CUDA, Image processing, Multiplicative Noise

1 Introduction

Computational image processing is a field that has seen tremendous advances in recent
years. These advances are the result of huge demands coming from areas such as
medicine [1], agriculture [2], security [3], traffic and satellite data analysis [4] and
industry [5]. These fields require image processing tasks such as noise and artifact
removal and smoothing [6], geometrical correction [7], contrast enhancement [8], image
restoration [9], and illumination correction [10]. Briefly, the use of image processing
techniques, particularly of image preprocessing, is mainly intended to enhance the
data presented in the original images so that the processed data can be analyzed more
easily using higher-level techniques of computational image analysis, such as image
segmentation [11] or image registration [12]. However, many of the original images that
need to be enhanced have large dimensions [13] and need to be processed in real time or
near real time [14]. This is the case, for example, in the fields of robotic navigation or
assisted surgery, or even when the input data are long sequences of 2D or 3D images, such
as in ultrasound imaging [15]. Additionally, to obtain more robust and efficient results, the
computational complexity of the more recent methods has considerably increased, leading
to slower runtimes. Therefore, the use of parallel computing strategies has attracted
attention, and this has led to higher speeds, particularly in time-constrained applications
for medical diagnosis [16].
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Frequently, noise corrupts images, and this may be due to the image acquisition
procedure involved or to artifacts generated by data transmission or other processes [17].
The image smoothing method proposed by Jin and Yang [18] has obtained very
promising results, particularly when applied to medical images. However, a long
computational time when performing several iterations on the input image is required
by this method, especially when applied to large-scale images; as a result, its use has
become less attractive for some potential applications. Additionally, there is a frequent
and increasing demand for fast responses from computational methods in high-resolution
image processing, and real time is preferable due to the severe time constraints that
characterize medical imaging.

Therefore, we have developed a parallel implementation of the smoothing method
proposed by Jin and Yang [18] using general purpose computing on graphics processing
units (GPGPU) [19] and compute unified device architecture (CUDA) [20] in order to
speed up its runtime. We have assessed the performance of this strategy by comparing
the runtime of parallel implementation (GPU) against that of sequential implementation
(CPU).

The method adopted for image smoothing selects each pixel from the input image and
thus requires a large number of calculations; this leads to the long runtime mentioned.
Briefly, the method involves the use of an (m× n) matrix, which is processed for T

iterations. Thus, the computational complexity of the processing of the input image is
equal to O(m×n×T ), where m and n are the number of rows and columns of the input
image, respectively.

In our parallel implementation, the input image data are stored in the GPU’s memory,
where the highest number of accesses occurs, in order to eliminate as many data
accesses as possible within the main memory system [19, 21]. Hence, input image
processing is executed in parallel in the GPU. The experimental findings confirmed that
the combination of the CUDA architecture and GPGPU techniques was very promising in
terms of speeding up the runtime of image processing and computational analyses. These
approaches led to high processing performance at a low cost, mainly when compared with
parallel implementations in multicomputers.

As far as the authors known, this was the first time that the smoothing method adopted
was parallelized using CUDA architecture and GPGPU techniques. The findings are of
great interest for image processing and analysis, mainly within the medical community. In
this case, medical images of ever higher resolution need to be smoothed as fast as possible
in real clinical scenarios. Nowadays, computers with GPUs are commonly available in
medical environments and, although these computers are not always the most up-to-date
models, their computational power is still sufficient to achieve efficient fast results.
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This paper is organized as follows: Sect. 2 introduces the image smoothing method
proposed by Jin and Yang [18]; Sect. 3 describes the metrics of structural similarity
(SSIM), peak signal-to-noise ratio (PSNR) and normalized cross-correlation (NCC), all
of which are used to assess the quality of the smoothing results. Sect. 4.3 presents the
parallel implementation of the image smoothing method; the computational runtimes
demanded by the CPU- and GPU-based implementations are discussed in Sect. 5; and
finally, Sect. 6, presents the concluding remarks.

2 Image smoothing method

Images frequently have multiplicative noise, which comes from multiplying an original
image I by a noisy image In [22]. This type of noise is present, for example, in microscopy,
ultrasound and infrared imaging [23]. Multiplicative noise is usually more difficult to
remove than additive noise [24]. Therefore, to overcome this problem, variational models
for multiplicative noise removal have been integrated into smoothing methods specially
developed for such images [24, 25]. In 2011, Jin and Yang [18] proposed a very promising
method for removing and smoothing multiplicative noise from corrupted images using the
variational model for additive noise removal proposed by Rudin et al. [26], as shown here:

minu

{
J(u)+λ

∫
Ω

( f −u)2

}
, (1)

where Ω is a closed area belonging to R2, f is the image corrupted by additive noise, u

is the image in the current smoothing iteration, J(u) is a regulator term and λ is a weight
parameter. Jin and Yang designed the method specifically to remove multiplicative noise
from ultrasound images, and they concluded that the function proposed by Krissian et
al. [27] could be adopted to solve the variational model of Eq. 1, using:

E(u) =
∫

Ω

( f −u)2

u
, (2)

where u is the original image, f = u +
√

ug is now the input image corrupted by
multiplicative noise and g is a Gaussian variable with a nonzero mean. Thus, the
variational model adopted by Jin and Yang [18] is:

minu

{
J(u)+λ

∫
Ω

[
( f −u)2

u

]}
, (3)
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where λ > 0 is a weight parameter. As such, the model given by Eq. (3) deals with the
problem of multiplicative noise removal by adopting:

∂tu = div

(
∇u
|∇u|

)
+λ

(
f 2

u2 −1

)
, (4)

where ∇ and div are the gradient and divergent operators, respectively. In order to
discretize the continuous part of Eq. (4), Rudin et al. [26] used the finite difference
scheme, adopting h = 1 for the step size and ∆t for the time interval, which leads to:

A = D+
x
(ui, j) = ui+1, j−ui, j,

B = D−
x
(ui, j) = ui, j−ui−1, j,

C = D+
y
(ui, j) = ui, j+1−ui, j,

D = D−
y
(ui, j) = ui, j−ui, j−1,

|Dx(ui, j)|=

√√√√A2 +

(
m

[
C,D

])2

+δ ,

|Dy(ui, j)|=

√√√√C2 +

(
m

[
A,B

])2

+δ , (5)

where the parameter δ > 0 is a constant defined close to zero, and term m is defined as:

m[a,b] =
sign(a)+ sign(b)

2
min(|a|, |b|), (6)

where min(|a|, |b|) is a function that returns the smallest absolute value between a and b

and sign(a) is a function that determines the sign of a, returning 1 if a is positive, −1 if it
is negative and 0 if a is equal to 0. Assuming the iterations of the model k = 1,2, ..., Eq.
(4) can be rewritten as:

un+1
i, j =δ t

[
−D+

x
(un

i−1, j)+D+
x
(un

i, j)

−|Dx(un
i−1, j)|+ |Dx(un

i, j)|
+

−D+
y
(un

i, j−1)+D+
y
(un

i, j)

−|Dy(un
i, j−1)|− |Dy(un

i, j−1)|

]

+λ
n

(
f 2

(un
i, j)

2 −1

)
+un

i, j,

(7)
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Figure 1: Original, noisy and smoothed (128x128 pixels) images, respectively

where f is the input image affected by multiplicative noise. In this method, the λ

parameter automatically calculated for each new iteration as:

λ
n =

1
σ2

(
Σi, j

[(
D−

x

(
D+

x
(un

i, j)

|Dx(un
i, j)|

)
+D−

y

(
D+

y
(un

i, j)

|Dy(un
i, j)|

))
(un

i, j− f )un
i, j

un
i, j + f

])
,

(8)

where σ2 is the variance of the image at iteration k. As an example, Fig. 1 shows the
result of the smoothing method when applied to ultrasound images.

3 Assessment metrics

The comparison between two images is a natural task for the human visual system, but it
is not so natural for computer systems. Therefore, various authors have proposed different
solutions which assess the similarities between two images and, in particular, evaluate the
performance of image preprocessing methods [28–32]. Basically, there are two classes of
solutions: One is based on intensity error and the other on structural information.

3.1 Based on intensity error

For image smoothing, the comparative solutions or similarity indices use intensity error
in order to estimate the error between the enhanced image, i.e., the smoothed image, and
the original image before noise corruption. The main disadvantage of these similarity
indices is the possibility of failure where there are displacements between the images
under comparison. Moreover, these indices compare the intensity variation of each pixel
of the input images, which can lead to similar results for images with different types of
geometrical distortions [29]. Nevertheless, indices based on intensity error are frequently
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used to compare the performance of image enhancement [33–35] and smoothing [17, 36]
methods, due to their simplicity.

In particular, the peak signal-to-noise ratio (PSNR) index has been widely used
to assess the performance of image restoration and smoothing methods. This index
determines the ratio between the highest possible strength of a signal, which in the case
of images is the highest intensity value, and its strength as affected by noise [15, 17]. For
simplicity, the PSNR is represented according to a logarithmic scale (base 10), since some
signals can have very high values.

The PSNR can be calculated from the mean squared error (MSE), which is computed
as:

MSE =
1

m n

m−1

∑
i=0

n−1

∑
j=1

[I(i, j)− Ir(i, j)]2 , (9)

where m and n are the dimensions of the images I and Ir to be compared, as follows:

PSNR = 10log10

(
MAX2

I
MSE

)
, (10)

where MAXI is the maximum intensity value that a pixel can assume, which is equal to
255 for 8-bit grayscale images. Thus, the higher the PSNR value is, the more efficient the
performance of the preprocessing algorithm is. The two images are considered identical,
when the MSE value is 0 (zero), and the PSNR value is undefined.

Normalized cross-correlation (NCC) is another metric based on pixel intensity. It is
widely used in image registration [37] to compare the degree of similarity between two
input images. NCC is as follows

NCC =
∑

m×n
i=1 xiyi√

∑
m×n
i=1 x2

i ∑
m×n
i=1 y2

i

, (11)

where xi and yi denote the intensity values of each pixel of the (m× n) images under
comparison, leading to values in the interval [0,1], where 1 (one) indicates a best
match [38].

3.2 Based on structural information

In this class of quality metrics, the goal is to find changes in the structural information of
the images under comparison. The analysis of the structural information represented in
the input images assumes that the human vision system is adapted to extract, i.e., segment,
structural information from what is seen, and to search for changes in the structures
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detected. In other words, any possible differences, such as those due to artifacts generated
by noise processes [39], are quantified.

The structural similarity index (SSIM) is the main index in this category which
analyzes the performance of computational image processing methods [36, 40]. Wang et
al. [29] proposed this similarity index in an attempt to prevent images with very different
visual qualities ending up with high similarity values, as can happen when the similarity
indices are based on intensity error. The index measures the change in three components
of each image under comparison: luminance, contrast and image structure. The former is
defined as average pixel intensity. The contrast component is modeled using the standard
deviation of the intensity, while image structure comes from the normalized image using
the standard deviation of images under comparison. The SSIM is as follows:

SSIM(x,y) = l(x,y)α · c(x,y)β · s(x,y)γ , (12)

where l refers to luminance, c to contrast and s to structure, and α > 0, β > 0 and
γ > 0 are weights. These three components are relatively independent, and therefore,
modifying one of them does not affect the others. More details of the calculation of these
components, as well as a detailed analysis of them, are presented in [29].

The SSIM is an index which applies to each pixel of the input image, and for
convenience, the mean SSIM is usually adopted. The mean structure similarity index
(MSSIM) is the average of all the SSIM values obtained. For identical images, this index
is equal to 1 (one). As the images become different, the index becomes lower until it is
equal to −1 when the images are exactly opposite, i.e., one is the negative of the other.

4 Parallelization of the smoothing method

Studies have shown that GPU-based parallel methods have focused on massively parallel
programming [41], and most common image processing methods can operate with
parallelization strategies based on the data decomposition technique. This section
describes the steps involved in the GPU-based parallel implementation, which was
developed in order to optimize the runtime performance of the adopted smoothing
method.

The smoothing method adopted in this study, as described in Sect. 2, made use of four
fundamental equations to find a solution for the multiplicative noise smoothing process
give by Eq. (4). The method starts by solving the finite difference scheme adopted in Eq.
(5). Then, Eq. (7) obtains the final value for each pixel according to the ongoing iteration,
and Eq. (8) finds the associated weight parameter. Thus, Eqs. (4), (5), (7) and (8) define
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a sequence of steps for the parallelization of the smoothing method. The implementation
procedure was based on the NVIDIA programming best practices guide [19].

The CUDA architecture was developed with the objective of using data parallelism, by
establishing a new model named single instruction multiple thread (SIMT). In this model,
data are represented as a stream, which is structured as an array, and when running one
or more instructions using this array, the instructions are defined as a kernel [16, 19]. A
kernel performs operations in parallel along the entire stream, using it as both input and
output [19, 42].

In the SIMT model, the calling of multiple kernels follows a hierarchy of thread
groups. This feature divides each kernel into independent blocks, and as a result, the
efficient threading support in the GPUs ensures transparency, portability and scalability,
besides allowing a CUDA program to be executed in any number of processor cores.
Threads are used for fine-grained parallelism; groups of threads, defined as “blocks”, are

Figure 2: Representation of the single-instruction multiple-thread model (adapted
from [19])

used for coarse-grained parallelism; groups of blocks are placed in a grid which represents
a kernel call. As illustrated in Fig. 2, this hierarchy allows each thread within a block and
each block in a grid to have a unique identifying index [42].

4.1 Setting the occupancy level

The setting of each kernel must be adjusted to use the correct number of blocks and
threads in order to optimize the occupancy of the CUDA cores (code lines in Fig. 3);
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i.e., if the number of blocks and threads is not sufficient, some cores will not be able to
execute the code, wasting some of the processing power. In our implementation, we used
256 threads per block in all the kernels. The number of blocks B is given by:

B =
Tpx +TT b−1

TT b
, (13)

where Tpx is the total number of pixels of the input image and TT b is the number of threads
per block. In this case, we defined one two-dimensional variable (numBlocks), which has
the image height (HImage) as the first dimension (Tpx) and the image width as the second
dimension (Tpx). These calculations determine the settings used to perform one thread per
pixel. When there are excess threads, a stopping criterion discards them.

1 dim3 threadsPerBlock(16, 16)
2 dim3 numBlocks((HImage + 15) / threadsPerBlock.y,
3 (WImage + 15) / threadsPerBlock.x)

Figure 3: Definitions for the settings of each kernel used in the experiments

Applications developed for massively parallel architectures achieve greater
performance when the graphics card resources are used efficiently. The occupancy level
of the GPU measures the proportion of active processors in the graphics card during a
kernel execution. This calculation takes into account the following specification query
attributes acquired from the CUDA device: the maximum number of threads per block,
the number of blocks per multiprocessor, the number of registers per multiprocessor and
the shared memory per multiprocessor. Increasing the number of concurrent threads is a
good strategy for the purpose of making full use of the GPU, and the limit of threads is
defined by the architecture. However, a high level of GPU occupancy does not guarantee
an additional performance gain [19] because there is a problem of memory latency, and a
high level of occupancy may reduce the overall performance [43].

4.2 Optimizing the memory hierarchy in CUDA

As shown in Fig. 4, each multiprocessor can use four types of memory: a set of registers
for each stream multiprocessor (SM), a shared memory between the SMs, a constant
cache shared between the SMs, and a texture cache which optimizes the bandwidth of the
texture memory. Registers have the largest bandwidth, and like other kinds of memory,
threads can access them; threads can also access data in different memory spaces. Each
SM used in the experiments has 256 kB worth of memory registers [19].
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Figure 4: Memory spaces accessed by each thread (adapted from [41])

In the case of shared memory, the bandwidth is similar to the registers, and threads
can cooperate to load and compute data shared by them. Each memory module has a set
of 32-bit registers, which makes the threads access consecutive positions of a data vector
more efficiently. A module can receive multiple requests for the same data, but this creates
conflicts. However, automatic serialization satisfies all memory access requests. As this
serialization can reduce bandwidth performance, a broadcast device is set up to prevent
the reading of all the threads at the same memory address [19]. On the other hand, all
threads can access the GPU global memory (GDRAM) simultaneously.

However, there are some restrictions which improve the bandwidth. Global memory
has the lowest bandwidth but has the largest storage capacity. In order to obtain the
maximum possible speedup, a group of threads are used which has consecutive indices
and is bundled into a unit named a warp. Thus, a single SM can run multiple warps
simultaneously. The size of a warp depends on the GPU specification [19, 42].

All threads have read-only access to the GPU memory cache, which has 48 kB for
each SM; moreover, the threads of a half-warp can read only one memory address. Only
instructions from the GPU can write into this kind of memory, and these processes persist
throughout the execution of multiple kernel calls [19].

All threads can also access the texture memory, which is only read by kernels. This
kind of memory uses a separate cache with a capacity of 32 kB per SM and provides
high-performance accesses when all threads perform operations on memory addresses
close to them [43]. The types of access of on-chip memory for Compute 3.5 and later
devices are indicated in Table 1.
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4.3 Implementation of kernels in CUDA C

Tasks of computational image processing and analysis usually involve a large amount of
data processing. Thus, the first strategy is to allocate the required space in the GDRAM
and then copy the input image as a data matrix from the host memory (RAM) to the
device’s memory (GDRAM); this process allows data to be managed directly in the GPU.
Accesses to the coalesced memory are performed in contiguous segments; half-warps
access the segments simultaneously. Such accesses are known as coalesced memory
accesses, and they enable parallel operations, thereby reducing the number of memory
transactions [19, 42]. The data are then loaded into contiguous segments, and this allows
a thread block to process an input image more efficiently; moreover, both the global
memory and the texture memory are used.

Table 1: Types of memory access in CUDA [44]

Memory Location Access Cached Scope
Register INT r/w No One thread

Local INT r/w Yes One thread
Shared INT r/w N/A All threads in a block
Global EXT r/w Yes All threads + host

Constant EXT r Yes All threads + host
Texture EXT r/w Yes All threads + host

r Reading access, w writing access, INT internal memory space location, EXT external
memory space location

Equations (5), (7) and (8) were implemented in the kernels called kDiFinitas,

kVariancia and kFinal, respectively. The threads from the kDiFinitas kernel perform
the computations in Eq. (5) in each image pixel independently. This kernel has several
threads, each of which represents a matrix index and processes a specific image pixel.
Thus, to manage access to a set of image pixels in the “for-loops”, each pixel has an
access condition.

First of all, in the kDiFinitas kernel, each pixel from the input image is associated
with a thread, and then the thread blocks are stored in the texture memory. After running
the kDiFinitas kernel, the kVariancia kernel performs the parallelized computation of the
λ parameter according to Eq. (7). In the parallel implementation, an auxiliary vector
stores the values of the operations involved in each iteration, i.e., each thread calculates
the resultant value of each iteration. Figure 5 presents the pseudocode of the developed
algorithm.

The kFinal kernel computes the weight parameter, used previously in the kVariancia

kernel, and then applies it to each image pixel, giving access to the texture cache and
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1 Input: Noisy image
2 /* Host program executed on CPU */
3 Allocate CPU and GPU memory
4 Store image to CPU memory
5 Copy image from CPU memory to GPU memory
6 Set the number of threads per blocks
7 /* kDiFinitas: Kernel program executed on each thread block */
8 Parallel each image pixel
9 Compute the finite difference using Eq.(5)

10 /* kVariancia: Kernel program executed on each thread block */
11 Parallel each image pixel
12 Compute weight parameter by Eq.(8)
13 Call kFinal kernel
14 /* kFinal: Kernel program executed on each thread block */
15 Parallel each image pixel
16 Create a new vector with zeros to store the smoothed image
17 Compute the new pixel values for each new iteration using Eq.(7)
18 Copy image from GPU memory to CPU memory
19 Output: Smoothed image

Figure 5: Pseudocode of the developed parallel implementation

coalesced access to the global memory. Each thread attributes the resulting value to the
corresponding memory, providing the data needed to calculate the final sum of each image
pixel. Finally, the SomaElem kernel assists with the calculation of the vector values. The
vector is divided into two equal parts, their values are summed, and each thread sums two
values and keeps them in the lowest available vector position. This procedure continues
until only one vector position remains for the storage of the resulting sum. In the case of
a vector with an odd number of elements, an extra element with a zero value is used. This
procedure uses the partitioning strategy of the global memory to optimize the bandwidth
of the active warps during memory access; the warps are organized into partitions. This
is the slowest kernel used, and this is because the memory blocks become less contiguous
while the elements are processed. Figure 6 illustrates the implemented parallelization
technique.

An image corrupted by multiplicative noise is used as input (step 1), and after running
the kernels described previously in steps 4-8, the result will be a new noise-smoothed
image. Steps 4, 6, and 7 perform the reading of data in the texture memory. On the other
hand, the results of each step of memory writing go into the global memory, where the
output images are stored.

Equations (5), (7) and (8) were implemented as a nested “for-loop”. A CPU-based
implementation was also developed as a comparison with the GPU-based implementation.
The main memory system was accessed contiguously for all of these loops in order to
optimize execution, and the GDRAM was accessed contiguously as well, creating a fair
comparison [19] between the implementations.
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5 Experiments and discussion

This section describes the infrastructure used to perform the experiments and also
discusses the results.

5.1 Test Infrastructure

The used test infrastructure includes a desktop computer equipped with an Intel(R)
Core(TM) i7-4790 3.60 GHz processor, 16 GB of RAM (DDR3-1600 MHz), Linux
Ubuntu 14.04 operating system, CUDA 9 nvcc release 7.5 compiler driver and GNU
gcc/g++ compiler version 4.8.4. Additionally, there was a GPU NVIDIA Tesla K20c,
with 2496 CUDA cores and 5 GB of GDRAM.

5.2 Results and Discussion

In this section, we present results of experiments aimed at evaluating the performance
of the method adopted. The runtime performance of GPU-based implementation is the
focus of this study; however, the PSNR, SSIM, and NCC metrics were used to confirm
the smoothing method’s accuracy. In the tests, 15, 25 and 50 smoothing iterations were
adopted.

Table 2: Comparison between the computational time (in milliseconds) required by the
CPU- and GPU-based implementations to smooth the test static images with 50 iterations

Images Tesla CPU

128×128 30.41±0.81 14.08±0.10
256×256 36.72±0.20 56.37±0.26
512×512 59.04±0.96 225.90±1.17
1024×1024 133.38±1.86 944.99±18.34
2048×2048 423.94±1.23 3761.56±32.18
4096×4096 1617.16±7.09 15,180.35±26.22

We used a set of six images with different resolutions (128× 128, 256× 256, 512×
512, 1024×1024, 2048×2048 and 4096×4096 pixels), built synthetically with an image
editor software and then corrupted with synthetic multiplicative noise of a variance equal
to 0.3. There were 100 iterations for each test, and the mean and the standard deviation
values of the time spent smoothing each input image were calculated. The total time spent
(Table 2) was computed from the moment the data were loaded into the main memory

9CUDA compiler and development suite are available to download through the NVIDIA Web site
https://developer.nvidia.com/cuda-downloads.
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Figure 6: Parallel CUDA-based implementation of the adopted image smoothing method

system until the end of the smoothing process when the resultant image was produced.
The function cudaThreadSynchronize was performed after each kernel call, forcing the
CPU to wait for the complete kernel execution, and the sdkResetTimer, sdkStartTimer

and sdkStopTimer timing functions were used to obtain the kernel execution time. The
execution times of each kernel were added together to obtain the total execution time.
Table 2 shows that the execution times of the CPU-based implementation were longer
than those of the GPU-based implementation except in the case of the smallest test image
(128× 128 pixels). This distinct behavior occurred because the speedup achieved with
the data processed in the CUDA cores did not justify the computational effort involved in
transferring a small amount of data to the GPU memory or the latency times necessary
for the initialization of the GPU. For larger images, the speedup of the GPU was around
10, but less for smaller ones. Moreover, the GPU-based implementation achieved noise
smoothing in real time for all tested images. The parallel implementation had transparent
and portable scalability in GPUs based on CUDA architecture; besides, the performance
scales increased exponentially, as shown in Fig 7. Furthermore, when we considered
images with dimensions greater than 256× 256 pixels, a speedup of the GPU-based
implementation was evident; for example, it was about 10.65 times faster for images
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with 4096×4096 pixels.
As an illustrative example, Fig. 8 shows the results of the CPU- and GPU-based

implementations applied to the test images. Figure 8 shows, from left to right, the image
affected by the multiplicative noise and the images smoothed by the CPU- and GPU-based
implementations.

Figure 7: Processing time of the proposed GPU-based implementation, which scales up
exponentially

Table 3: NCC and SSIM values computed for the static test images using 15, 25 and 50
iterations

Images
NCC SSIM
15 25 50 15 25 50

128×128 0.99999 0.99996 0.99962 0.99992 0.99869 0.98652
256×256 0.99973 0.99884 0.99752 0.99894 0.99612 0.98383
512×512 0.99667 0.99679 0.99554 0.99959 0.99932 0.99715
1024×1024 0.99664 0.99696 0.99587 0.99967 0.99967 0.99914
2048×2048 0.99819 0.99827 0.99798 0.99996 0.99995 0.99988
4096×4096 0.99889 0.99894 0.99864 0.99999 0.99999 0.99997

The values listed in Table 3 were computed using NCC and SSIM metrics in order
to confirm that the structural information resulting from the noise images corresponded
to smoothed images, since all values were close to 1 (one). As for the smoothing
method’s accuracy and time performance, the optimal number of iterations for better
image preservation seems to be 15.
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Figure 8: Original noisy test image with 4096× 4096 pixels and the smoothed images
obtained by the CPU- and GPU-based smoothing implementations, respectively

The PSNR values were also computed for each static test image before and after
being smoothed by the CPU- and GPU-based implementations (Table 4). The values
demonstrated the efficiency of the smoothing method and confirmed that the two
implementations smoothed the images using the method adopted.

We also tested three synthetic videos with 240 frames and different resolutions (128×
128, 256×256, 512×512) and one real ultrasound video with 255 frames of 320×240
pixels. The smoothing method was applied only once for each video frame.

The average runtime for the real ultrasound video was 5.92 s for the CPU-based
implementation and 2.87 s for the parallel implementation in CUDA. Thus, the processing
time of the parallel implementation was about 2.06 times faster when processing the entire
ultrasound video. Figure 9 shows an example of the smoothing of a video frame selected
randomly from the tested video.

Table 5 indicates the frame rates of the CPU- and the GPU-based implementations
when smoothing the four test videos. In this table, the values in bold can be considered
in line with real-time processing (>20 frames per second) and therefore acceptable for
routine medical image processing [44, 45]. As given in Table 5, the experiments using
the parallel GPU-based implementation revealed an even higher reduction in the runtime
of the smoothing method in relation to the CPU-based implementation, confirming initial
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Table 4: PSNR values computed for the static test images before (noisy) and after being
smoothed by the CPU- and GPU-based implementations using 15, 25 and 50 iterations

Images
PSNR

Noisy GPU smoothed CPU smoothed
15 25 50 15 25 50

128×128 +16.71226 +26.45354 +28.01845 +27.08323 +26.45101 +28.01758 +27.08876
256×256 +13.63118 +21.45840 +21.15450 +20.48712 +21.46481 +21.13883 +20.51067
512×512 +10.71005 +11.70306 +11.84286 +12.18230 +11.70372 +11.84272 +12.18366
1024×1024 +11.04700 +14.64996 +14.63267 +14.81482 +14.64584 +14.63146 +14.80796
2048×2048 +10.39326 +13.64743 +13.73511 +14.05504 +13.64635 +13.73472 +14.05501
4096×4096 +9.92586 +13.15495 +13.30716 +0.99864 +0.99999 +13.30648 +13.67202

expectations.

Table 5: Frames per second (FPS) rate obtained in the CPU- and GPU-based
implementations with the smoothing method applied with 15, 25 and 50 iterations

Video Resolution
Total of FPS rate obtained

GPU CPU
15 25 50 15 25 50

128x128 116.60 69.91 34.12 249.79 152.93 76.78
256x256 94.23 57.16 28.84 52.73 33.10 16.39
320x240 88.61 54.00 27.93 48.16 32.20 16.81
512x512 57.79 37.10 19.59 13.75 8.44 4.21

The CUDA architecture as a computational infrastructure for image preprocessing
has revealed to be a viable, capable and alternative option to deliver high-performance
processing in many applications; moreover, it can even provide real-time processing at an
affordable cost. Here, the performance gain of the parallel GPU-based implementation
confirms the high processing capacity available in the CUDA architecture, with all
videos used in the experiments processed in real time. Today, the available resource
in these graphics cards have increased the performance gain more efficiently, taking into
consideration the number of cores and GDRAM memory as well as the SIMT parallel
model associated with memory optimization techniques.

Therefore, the benefit of using GPU-based implementations can be totally justified
since the reduction in the runtime can minimize or even eliminate the time restrictions;
such restrictions are common in many applications (such as in the medical field) that
use image processing and analysis methods, requiring fast or real-time results for
image-based [4, 46]. However, optimal implementation requires maximum efforts,
particularly when using the CUDA architecture.
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Figure 9: Original image and the image smoothed by the parallel implementation,
respectively

6 Conclusions

The use of parallel computing techniques to fully explore the high-performance
multiprocessor architecture is not new. However, the cost of the more traditional hardware
for high-performance computing is not low; thus, more affordable alternatives such as
GPU hardware should be considered.

The present work has described how to use the high-performance computing
CUDA-based architecture as a computational infrastructure to accelerate an algorithm for
noise image removal. The parallel GPU-based implementation developed was compared
against the corresponding sequential CPU-based implementation in several experiments,
and image quality metrics confirmed the similarity of the smoothing results achieved by
each implementation. The parallelization of the image smoothing method based on a
variational model using CUDA architecture reduced the runtime by up to 10.65 times in
comparison with the CPU-based implementation.

The novel CUDA-based implementation developed to smoothing multiplicative noise
by using an effective variational method seems to be a high-performance solution for
applications with images susceptible to this type of noise, and which have high processing
time constraints. Moreover, the proposed GPU-based parallelization approach has
transparency, portability and scalability, thanks to the adopted SIMT model.

More and more complex methods and larger and larger data sets are used in the
medical imaging domain that has high time constraints, which makes the use of the CUDA
architecture extremely attractive as the study conducted here confirms. As a future works,
we intend to extend the proposed CUDA-based implementation to enable it to perform
in multi-GPUs, besides combining it with multi-thread (OpenMP) and multicomputer
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(MPI) in order to achieve higher performances using heterogeneous parallel computing
platforms.

7 Acknowledgments

The first author would like to thank the “Universidade do Estado de Mato
Grosso” (UNEMAT), in Brazil, for the support given. The National Scientific and
Technological Development Council (CNPq) partially supported this work through
process 234360/2014-9 and Grant 2010/15691-0. Henrique Ferraz de Arruda thanks
the Coordination for the Improvement of Higher Education Personnel (CAPES) for
the financial support received. Authors gratefully acknowledge the funding of Project
NORTE-01-0145-FEDER-000022 - SciTech - Science and Technology for Competitive
and Sustainable Industries, cofinanced by “Programa Operacional Regional do Norte”,
(NORTE2020), through “Fundo Europeu de Desenvolvimento Regional” (FEDER).

References

[1] Z. Ma, J. M. R. S. Tavares, R. N. Jorge, and T. Mascarenhas. A review of algorithms
for medical image segmentation and their applications to the female pelvic cavity.
Comput. Methods Biomech. Biomed. Eng., 13(2):235–246, 2010.

[2] H. Erives and G. J. Fitzgerald. Automated registration of hyperspectral images for
precision agriculture. Comput. Electron. Agric., 47(2):103–119, 2005.

[3] R. Arjona and I. Baturone. A hardware solution for real-time intelligent fingerprint
acquisition. J. Real Time Image Process., 9(1):95–109, 2014. ISSN 1861-8200.

[4] E. Todorovich, A. L. D. Pra, L. I. Passoni, M. Vazquez, E. Cozzolino, F. Ferrara, and
G. Bioul. Real-time speckle image processing. J. Real Time Image Process., 11(3):
535–545, 2013.

[5] I. Kunttu and L. Lepisto. Shape-based retrieval of industrial surface defects using
angular radius Fourier descriptor. IET Image Proc., 1(2):231–236, 2007.

[6] T. Mélange, M. Nachtegael, S. Schulte, and E. E. Kerre. A fuzzy filter for the
removal of random impulse noise in image sequences. Image Vis. Comput., 29(6):
407 – 419, 2011. ISSN 0262-8856.



80

[7] T. Aittokallio, J. Salmi, T. A. Nyman, and O. S. Nevalainen. Geometrical distortions
in two-dimensional gels: applicable correction methods. J. Chromatogr. B Anal.

Technol. Biomed. Life Sci., 815(1-2):25–37, 2005.

[8] R. Jha, P. Biswas, and B. Chatterji. Contrast enhancement of dark images using
stochastic resonance. IET Image Process., 6(3):230–237, 2012.

[9] Y.-D. Wu, Y. Sun, H.-Y. Zhang, and S.-X. Sun. Variational PDE based image
restoration using neural network. IET Image Process., 1(1):85–93, 2007.

[10] M. Ezoji and K. Faez. Use of matrix polar decomposition for illumination-tolerant
face recognition in discrete cosine transform domain. IET Image Process., 5(1):
25–35, 2011.

[11] Z. Ma, R. N. M. Jorge, and J. M. R. S. Tavares. A shape guided C-V model to
segment the levator ani muscle in axial magnetic resonance images. Med. Eng.

Phys., 32(7):766–774, 2010.

[12] F. P. M. Oliveira, T. C. Pataky, and J. M. R. S. Tavares. Registration of
pedobarographic image data in the frequency domain. Comput. Methods Biomech.

Biomed. Eng., 3(6):731–740, 2010.

[13] L. Chen, M. Zhang, and Z. Xiong. Series-parallel pipeline architecture for
high-resolution catadioptric panoramic unwrapping. IET Image Process., 4(5):
403–412, 2010.

[14] V. Ponomaryov. Real-time 2D - 3D filtering using order statistics based algorithms.
J. Real Time Image Process., 1(3):173–194, 2007. ISSN 1861-8200.

[15] F. P. X. de Fontes, G. A. Barroso, P. Coupé, and P. Hellier. Real-time ultrasound
image denoising. J. Real Time Image Process., 6(1):15–22, 2011. ISSN 1861-8200.

[16] A. Merigot and A. Petrosino. Parallel processing for image and video processing:
issues and challenges. Parallel Comput., 34(12):694–699, September 2008.

[17] E. López-Rubio. Restoration of images corrupted by Gaussian and uniform
impulsive noise. Pattern Recogn., 43(5):1835–1846, 2010.

[18] Z. Jin and X. Yang. A variational model to remove the multiplicative noise in
ultrasound images. J. Math. Imaging Vis., 39(1):62–74, 2011.

[19] NVIDIA. GPU Tutorial: Build environment, Debugging/Profiling, Fermi,

Optimization/CUDA 3.1 and Fermi advice. NVIDIA, 2010.



REFERENCES 81

[20] N. Wilt. The CUDA Handbook: A Comprehensive Guide to GPU Programming.
Addison-Wesley, Reading, 2013.

[21] D. Castano-Diez, D. Moser, A. Schoenegger, S. Pruggnaller, and A. S. Frangakis.
Performance evaluation of image processing algorithms on the GPU. J. Struct. Biol.,
164(1):153 – 160, 2008. ISSN 1047-8477.

[22] G. A. Triantafyllidis, M. Varnuska, D. Sampson, D. Tzovaras, and M. G. Strintzis.
An efficient algorithm for the enhancement of JPEG-coded images. Comput. Graph.,
27(4):529 – 534, 2003. ISSN 0097-8493.

[23] J. Ji. Robust approach to independent component analysis for SAR image analysis.
IET Image Process., 6(3):284–291, 2012.

[24] G. Aubert and J.-F. Aujol. A variational approach to removing multiplicative noise.
SIAM J. Appl. Math., 68(4):925–946, 2008.

[25] Y.-M. Huang, M. K. Ng, and Y.-W. Wen. A new total variation method for
multiplicative noise removal. SIAM J. Imaging Sci., 2(1):20–40, 2009.

[26] L. I. Rudin, S. Osher, and E. Fatemi. Nonlinear total variation based noise removal
algorithms. J. Phys. D, 60(1-4):259–268, 1992.

[27] K. Krissian, R. Kikinis, C.-F. Westin, and K. Vosburgh. Speckle-constrained
filtering of ultrasound images. In Proceedings of the 2005 IEEE Computer Society

Conference on Computer Vision and Pattern Recognition, number 1, 2005.

[28] F. P. M. Oliveira and J. M. R. S. Tavares. Medical image registration: a review.
Comput. Methods Biomech. Biomed Eng., 2014. 17(2):73-93.

[29] Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli. Image quality assessment:
from error visibility to structural similarity. IEEE Trans. Image Process., 13(4):
600–612, 2004.

[30] M. P. Eckert and A. P. Bradley. Perceptual quality metrics applied to still image
compression. Signal Process., 70(3):177–200, 1998.

[31] S. Winkler. Issues in vision modeling for perceptual video quality assessment.
Signal Process., 78(2):231–252, 1999.

[32] G. Ramponi, N. K. Strobel, S. K. Mitra, and T.-H. Yu. Nonlinear unsharp masking
methods for image contrast enhancement. J. Electron. Imaging, 5(3):353–367, 1996.



82

[33] S. Hashemi, S. Kiani, N. Noroozi, and M. E. Moghaddam. An image contrast
enhancement method based on genetic algorithm. Pattern Recogn. Lett., 31(13):
1816–1824, 2010.

[34] O. Ghita and P. F. Whelan. A new GVF-based image enhancement formulation for
use in the presence of mixed noise. Pattern Recogn., 43(8):2646 – 2658, 2010. ISSN
0031-3203.

[35] Y. Shkvarko, A. C. Atoche, and D. Torres-Roman. Near real time enhancement of
geospatial imagery via systolic implementation of neural network-adapted convex
regularization techniques. Pattern Recogn. Lett., 32(16):2197–2205, 2011.

[36] Q. Chen, Q. Sun, and D. Xia. Homogeneity similarity based image denoising.
Pattern Recogn, 43(12):4089–4100, 2010.

[37] R. S. Alves and J. Tavares. Computer image registration techniques applied to
nuclear medicine images. In J. M. R. da Silva Tavares and R. M. N. Jorge, editors,
Computational and Experimental Biomedical Sciences: Methods and Applications,
volume 21, pages 173–191. Springer, 2015.

[38] A. Nakhmani and A. Tannenbaum. A new distance measure based on generalized
image normalized cross-correlation for robust video tracking and image recognition.
Pattern Recogn. Lett., 34(3):315–321, 2013.

[39] Z. Wang, A. C. Bovik, and L. Lu. Why is image quality assessment so difficult?
In ICASSP International Conference on Acoustics, Speech, and Signal Processing,
2002.

[40] L. Zhang, W. Dong, D. Zhang, and G. Shi. Two-stage image denoising by principal
component analysis with local pixel grouping. Pattern Recogn., 43(4):1531–1549,
2010.

[41] W. M. Hwu. GPU Computing GEMS. Emerald ed. Morgan Kaufmann and NVIDIA,
2011. ISBN 978-0-12-384988-5.

[42] D. Kirk and W.-M. Hwu. Programming Massively Parallel Processors: A Hands-on

Approach. Elsevier, 2010. ISBN 978-0-12-381472-2.

[43] I. K. Park, N. Singhal, M. H. Lee, S. Cho, and C. W. Kim. Design and performance
evaluation of image processing algorithms on GPUs. IEEE Trans. Parallel Distrib.

Syst., 22(1):91–104, January 2011. ISSN 1045-9219.



REFERENCES 83

[44] R. Farber. CUDA Application Design and Development. Elsevier, 2011.

[45] N. Kehtarnavaz and M. Gamadia. Real-Time Image and Video Processing: From

Research to Reality. Morgan & Claypool Publishers, University of Texas at Dallas,
USA, 1st edition, 2006.

[46] D. Levin, U. Aladl, G. Germano, and P. Slomka. Techniques for efficient, real-time,
3D visualization of multi-modality cardiac data using consumer graphics hardware.
Comput. Med. Imaging Graph., 29(6):463 – 475, 2005. ISSN 0895-6111.





Part B - Article 3

Detection of computationally-intensive
functions in a medical image

segmentation algorithm based on an
active contour model

85





1 Introduction 87

Abstract

Most image segmentation methods proposed in the literature are computationally
expensive, especially when run on large medical datasets, and require powerful
hardware to achieve image-based diagnosis in real time. This article describes our
approach to detecting computationally-intensive functions in a competent medical image
segmentation algorithm based on an active contour model. Profiling methods can assess
an algorithm’s performance concerning the overall cost of execution time, memory access,
and performance bottlenecks. Our approach applies performance analysis techniques
commonly available in traditional computing operating systems. Therefore, it does not
require any new setup nor the development of new performance-measuring techniques,
and thus ensures the shortest possible learning curve. This makes the approach potentially
easy to be adopted and generalized by the researchers from the area of medical image
processing and analysis. Hence, this article presents guidelines that can help researchers
a) use profiling tools and b) detect and evaluate potential optimization snippets in medical
image segmentation algorithms based on an active contour model by measuring overall
performance bottlenecks. At a comparable cost in terms of execution time, both profiling
tools tested in our experiments gather accurate data about the relationship between
execution time and paths in the call graph. Additionally, the used call graph visualization
provides users a quick graphical overview of the execution time of their codes, as well
as throughput in memory accesses, and performance bottlenecks, which can significantly
facilitate the performance analysis.
Keywords: Medical Image Processing and Analysis, Profiling Tools, Performance
Analysis

1 Introduction

Image segmentation is one of the most critical operations performed on medical images,
as it is responsible for identifying and delineating important regions within an image. In
general, 3D vision, image registration, image classification, and interpretation tasks, just
to name a few, depend on competent image segmentation steps in order to achieve the
best results [1].

Active contour models (ACM), or “snakes” as they are widely known in the
scientific community [2–5], offer an attractive approach to addressing contour detection
problems. Furthermore, because of their application to fundamental medical image
analysis problems, ACMs are capable of segmenting, matching, and tracking images of
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anatomical structures by exploiting features such as the location, size, and shape of these
structures. The Chan-Vese algorithm is a well-known image segmentation method based
on active contours; it employs internal and external energy forces using graph theory
to track a contour as it moves toward the structure of interest [6]. However, because
this method requires complex calculations, there is a need to develop new optimization
strategies in order to reduce the required runtime. Fortunately, the deployment of
profiling methods has contributed effectively to identifying and evaluating portions of
code responsible for excessive computational resources consumption [5, 7].

Profiling tools can accurately calculate the number of times a function is activated
when an algorithm is operating as expected and can indicate timing information about
the analyzed function [8]. Profiling information, at this level, is a useful tool in assisting
algorithm’s optimization based on collecting and measuring data related to the memory
space, frequency, and duration of function calls, as well as time complexity of the
algorithm under analysis. Several profiling tools, including gprof [8], perf [9],
tiptop [10] and others [11–13], have been proposed to assist programmers in identifying
performance bottlenecks when executing an algorithm on a CPU under a particular
workload [9, 14].

The goal of this article was to identify time-consuming functions in the Chan-Vese
ACM algorithm using profiling tools. Hence, the performance analysis based on
profiling was adapted to effectively reduce the processing time of this algorithm and
make it suitable for real-time diagnosis by simply exploiting all computational power
commonly available in current personal computers. It should be noted that, here, the term
“performance” refers to the efficiency of computing systems when executing algorithms,
including the factors of throughput, latency, and availability.

This article is mainly focused on medical image processing and analysis applications
and offers important guidelines to assist researchers in identifying time-consuming
functions in their algorithms using profiling tools. The experimental results confirm that
the obtained profiling information can identify most bottlenecks in the algorithm. This
study also provides insight into why profiling information is valuable.

As far as the authors know, this is the first time that the adopted profiling tools were
used to support the parallelization of a medical image segmentation algorithm. The
findings contribute to better understandings in the image processing and analysis area. In
this area, an increasingly higher number of images of high resolution need to be processed
and analyzed rapidly in real clinical scenarios. Currently, computers with a multi-core
processor are available in medical environments and, even though these computers are not
always state-of-the-art models, their computational power is adequate to provide efficient
image processing and analysis, if the used algorithms are efficiently implemented, which



2 Background and Related Work 89

makes paramount the insights and guidelines provided.
This article is organized by the following sections: Section 2 reviews the background

of the problem tackled, section 3 presents methodologies commonly used in this research
area, section 4 details our findings and discussion concerning the use of the profile
information gathered about the medical image segmentation algorithm under study, and
section 5 contains our conclusions and suggestions for future studies.

2 Background and Related Work

This section covers two topics: the segmentation of medical images, with focus on the
Chan-Vese ACM algorithm, and the profiling method used to pinpoint bottlenecks that
present excessive CPU consumption. Once found, these bottlenecks can be parallelized
in order to achieve better computing performance by using multi-core processors.

2.1 Medical Image Segmentation

Segmentation is the partitioning of an image into its constituent homogeneous regions.
This partitioning is commonly carried out on the desired feature(s), such as color,
intensity, or texture [4, 15]. Medical image segmentation is crucial, for example, for
the successful extraction of image features and their subsequent classification, and also
for facilitating the visualization by performing the detection process more effectively.
Briefly, medical image segmentation can have purposes such as image-based diagnosis
and monitoring, and planning and navigation during surgery [3, 15].

Image segmentation methods have been applied in the partitioning of images
acquired from a wide variety of objects, such as lungs [16], skin lesions [17, 18],
and vessels [4, 19]. Different imaging modalities have been used to acquire clinically
useful information about anatomical structures such as magnetic resonance, computed
tomography, ultrasound, and others, and many image segmentation methods have been
developed to segment the acquired images [4, 15, 16, 19].

Image segmentation techniques can be grouped into four categories: pixel-based,
region-based, edge-based, and model-based [15]. Region- and pixel-based techniques
are based on the concept of the discontinuity of pixel values, whereas these pixel values’
similarity is the basis of the edge-based techniques. Region-based techniques rely on
similar patterns in intensity values within a region of neighboring pixels; they include
approaches such as thresholding, region growing, region splitting and merging. In the
edge-based techniques, boundaries are detected based on abrupt changes in the intensity
levels of an image; in these methods, the focus is on finding discontinuities - points,
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lines and edges - concerning features such as color, intensity, or texture. In model-based
techniques, image segmentation is framed as an statistical optimization problem [20].

By convention, image segmentation can be defined as the problem of finding a
partition of a dataset Sk ⊂ I into homogeneous regions, the union of which makes up
the entire image I. Thus, the sets that perform a segmentation must satisfy:

I =
K⋃

k=1

Sk, (1)

where Sk
⋂

S j = φ for k 6= j, and each Sk is connected. Ideally, a segmentation method
finds those sets that correspond to distinct anatomical structures or regions of interest in
the image.

The concept of active contours was introduced by Kass et al. [2]; it was widely
accepted as a new approach for image segmentation. The main disadvantages of active
contour models are related to the initial contour that must be close to the boundary of
interest, and active contours have difficulties to progressing into boundary concavities.
Based on that, the Chan-Vese algorithm was proposed by Chan and Vese [6] to deal
with those limitations and shortcomings of the traditional snake model. The Chan-Vese
algorithm is derived from a compilation of two other techniques: the level set method,
used in edge detection through a topological change of the curves, and also the
Mumford-Shah region-growing technique, applied in image segmentation.

The core computation in the Chan-Vese algorithm is the massive local window
matching between input images, and this has proven to be a powerful and fast technique
for both contour detection and region-based segmentation. In [6], the Chan-Vese
algorithm was seen to have achieved significant results in the segmentation of different
objects with various shapes and with inner contours.

In many cases, locations of boundaries are well detected and preserved by the
Chan-Vese algorithm, even for objects whose boundaries are not defined by gradient or
with very smooth boundaries. Internal forces are computed within the curve to keep it
smooth throughout the deformation. External forces are usually derived from the input
images to drive the curve towards the desired features of interest [3]. An active contour
model moves according to its dynamic equations and performs successive minimization
iterations of a given energy associated with the curve. The Chan-Vese ACM is based
on variational methods and each successive iteration is updated with the preceding curve
points. The energy functional of the Chan-Vese model is defined in terms of the level set
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function φ(x,y) as follows:

F(c1,c2, f ) = µ ·
∫

o
de( f (x,y))|∇ f (x,y)|dxdy

+λ1

∫
o
|u0(x,y)− c1|2He( f (x,y))|dxdy

+λ2

∫
o
|u0(x,y)− c2|2(1−He( f (x,y)))|dxdy

(2)

where µ , λ1 and λ2 are positive constants used to modulate the contribution of each
term; f is any variable curve, and the constants c1, c2, depending on f , are average
intensity inside and outside a zero level set, respectively. This minimization problem
is solved using the level set method which replaces the unknown curve f by the level set
function φ(x,y), considering that φ(x,y) > 0 if the point (x,y) is inside f , φ(x,y) < 0 if
(x,y) is outside (x,y) and φ(x,y) = 0, if (x,y) is on f . Hε(z) and δε are the regularized
approximation of Heaviside function H(z) and Dirac delta function δ (z) as follows:

H(z) =

1 if z > 0,

0 if z < 0.
and d(z) =

d
dz

H(z). (3)

Equation 2 is performed by successive iterations, and at each iteration, the curve is
updated point by point; hence, by analyzing the neighborhood of each point, it is possible
to calculate the energy involved, move the curve towards image features, and approach
the object boundary [2, 20]. The Chan-Vese method was already validated by various
numerical results such as, for example, in [6]. The Chan-Vese algorithm is presented in
Algorithm 2:

2.2 Profiling Method

This section reviews the employment of profiling in measuring the time required for each
function in a computer algorithm. Profiling is a method commonly used to discern the
behavior of an algorithm and measure its performance through the process of collecting
information during execution.

Program profiling is typically used to measure the use of the instruction set to identify
and assess portions of code presenting excessive CPU consumption; in addition, it is used
to locate both memory allocation, usage, or leaks, cache performance, execution time,
or even energy consumption [13]. Profiling methods include instrumented, event-based,
statistical, and simulation [7–9].
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Algorithm 2: Chan-Vese segmentation algorithm.
Input: Image I(x,y)

1 Preprocessing;
2 Compute feature map (Input Image I);
3 Compute gradient map G = ∇Gσ ⊕ I;
4 Normalize G;
5 Compute regional information-based normalized feature map F ;
6 Initialize ϕ;
7 for n = 1,2, ...,Nmax do
8 Search the 3 x 3 neighborhood;
9 Compute c1 and c2 as the region averages;

10 Evolve ϕ with one semi-implicit timestep;
11 if ‖ϕn+1 - ϕn ‖2 / |Ω| ≤ tol then
12 stop;
13 end
14 end
15 Update the contour information;

Performance analysis based on profiling usually follows these main steps:
instrumentation or modification of the algorithm to produce performance data, measuring
notable aspects of execution, which generates the performance data, analysis, and
visualization of the performance data [12], as shown in Fig. 1.

Figure 1: Diagram of the Profiling Method. Each part of the diagram shown is described
in the text.

2.2.1 Instrumentation

Instrumentation is the process of incorporating measurement code into an algorithm at
compile time, resulting in a much more precise measurement of execution times. This
procedure adds to the object file a detailed listing of the running statistics and links the
executable with standard libraries that have profiling information enabled. However, it
requires the availability of the source code and the compiler [5, 12].
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When using a profiling method, one should note that: first and foremost, the algorithm
behavior should be modified as little as possible; the monitoring of the runtime behavior
of algorithms involves instrumenting the binaries to record desired events; and the system
event data, in essence, keep track of the interaction between programs and the hardware.

2.2.2 Measuring

Gathering profile data is the second step of the profiling method; it is responsible for
monitoring hardware interrupts, operating system calls and performance counters [8].
After performance data from one or more executions have been recorded, information
relating to functions is extracted and then stored in output files. In general, gathering
profiling data does not interfere with the execution of the algorithm.

Performance counters are available in most modern processors; they enable count
hardware performance events such as clock per cycles, floating-point operations, cache
misses. In summary, performance counters are incremented when either comparison or
arithmetical instructions are issued.

2.2.3 Data Analysis

The resulting binary leads to an output file named perf.data for the perf profiler, and
another one named gmon.out for gprof, both of which contain the execution profile.
Data is analyzed to extract performance statistics, for instance, the number of times each
function is called and the time spent on each function. The profilers also record the arc
in the call graph that is responsible for activating that function [8, 9, 12]. Information
like the returning address for a function is used for identifying the source of the arc, call
named caller, and the destination of the arc named callee [11].

When it comes to finding the most costly function in an algorithm, it is critical to
collect the arcs of the dynamic call graph traversed by the execution of the algorithm.
Hence, in post-processing this data, it is possible to visualize the call graph graphically
and to represent the measures collected from the algorithm execution.

2.2.4 Visualization

In the last step, the gathered data can be visualized. Call stack walking is a technique that
shows the inner workings of any algorithm even without access to the source code. This
technique can show what functions are called and the CPU usage time for each function.
The gprof and perf provide dynamic call graph information for all instrumented code
snippets. A call graph is binary and sometimes is treated as multi-graph, instead of as
relations - relation over functions, or procedures, defined in an algorithm [8, 9]. The
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edges represent all the calls between the functions executed by the algorithm together
with the call frequency. The nodes show the individual functions in the executable.

2.3 Related Work

With the emergence of multi-core processor architectures, one can no longer avoid
parallelizing applications. Besides, while writing parallel algorithms from scratch
has always been considered a difficult task, parallelizing legacy algorithms written by
someone else, today a common scenario in the medical image processing and analysis
area, is even harder [21]. On the other hand, several studies have been proposed to
address the segmentation of medical images using high-performance computing [21–23];
however, it is not common for medical image processing and analysis developers make
use of profiling methods to detect costly function in their algorithms.

An updated overview of image processing and analysis methods accelerated by
high-performance computing architectures is given by Gulo et al. [24]. Many authors
deploy approaches of image segmentation based on thresholding [25, 26], clustering [27]
and deformable models [28], on a PC-cluster [27, 29, 30], using graphics processing
unites (GPUs) [21, 25, 31–35] or multi-core processors [27, 35].

Daggett and Greenshields [29] and Yeh and Fu [30] designed a parallel algorithm
using a PC-cluster to segment magnetic resonance (MR) images in order to reduce the
inter-process communication overhead. This parallel algorithm was based on the virtual
shared memory technique, which enables processes to communicate by directly sharing
data as though it existed in a global shared memory space. This approach was designed
using the Message Passing Interface (MPI) programming model and the Single Program,
Multiple Data Stream (SPMD) data decomposition model. Examples of application
include automating the clinical diagnosis of schizophrenia and multiple sclerosis. In the
Gabriel et al. [27] approach, they used a multi-core processor and a PC-cluster to compare
the speed-up, communication overhead, different memory systems, and different number
of used threads. The multi-core architecture achieved the highest speed-ups, which were
up to 11x faster compared to the PC-cluster.

The performance of GPUs was exploited to accelerate image segmentation algorithms,
such as level set-based segmentation [25, 33] and Bias Field Correction Fuzzy
C-Mean [21]. However, the expensive computation required by the algorithms demanded
optimization strategies in order to reduce the run-time; hence, Lamas-Rodríguez et al.
[33] aimed to divide the active domain of the input images into fixed-size tiles and
therefore, intensively use shared memory space, resulting in a low latency close to that of
the register space. Balla-Arabé and Gao [25] designed a selective entropy-based energy
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functional method, robust against noise, and new selective entropy external forces for
the Lattice Boltzmann method (LBM). However, neither Lamas-Rodríguez et al. [33]
nor Balla-Arabé and Gao [25] approaches achieved volume image segmentation in real
time. Hence, the authors identified a need for future studies to extend their approach to a
GPU cluster environment. In the approach of Aitali et al. [21], the GPU implementation
achieved real time in segmenting volume images.

Zhuge et al. [31, 32] took advantage of the CUDA architecture, mainly by supporting
atomic read/write operations in the GPU global memory, in order to develop a
semi-automatic segmentation method based on the Fuzzy Connected technique. Shi
et al. [34] proposed an automatic image segmentation method for medical images based
on a Pulse Coupling Neural Network combined with the 2D Tsallis entropy, resulting
in stronger adaptability and high image segmentation precision. The results with this
GPU-based approach was in real time using ray tracing.

In the Saran et al. [35] approach, a rigid mutual information registration of magnetic
resonance venography (MRV)/magnetic resonance angiography (MRA) images was used
to increase vessel segmentation accuracy in MR images. The unfavorable effects of Rician
noise and Radio-frequency (RF) inhomogeneity in MR, MRA, and MRV images during
vessel segmentation are removed by applying a subtraction scheme. In this scheme, the
cost function and choice of the minimization method are executed simultaneously using
multi-core and GPU.

3 Material and Methods

As described in Section 2.1, the usual image segmentation algorithm consists of multiple
steps, including general tasks such as image reading and setting up the segmentation
parameters. On the other hand, opportunities to optimize their implementations can be
identified by recognizing parallelization options, by using profiling tools [5, 36], see
Section 2.2.

3.1 Experimental Setup

The used test infrastructure included a desktop computer equipped with Linux Debian 8
operating system, GNU gcc/g++ compiler version 4.9.2, gprof 2.25, perf 3.16.7-ckt20,
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gprof2dot 10, and dot 11 2.38, 16 GB of RAM (DDR3-1600 Mhz), and an Intel(R)
Core(TM) i7-4790 3.60 GHz processor. This processor has four physical cores, with each
one being capable of running two logical threads simultaneously.

3.2 Dataset

This study used Multiple Sclerosis (MS) images selected from the MS Longitudinal
Challenge Data Set repository [37]. These images are readily available for research
purposes. Thirteen images were chosen from the initial dataset to validate the studied
image segmentation method. The randomly selected images were built and preprocessed
in the same manner, with the data acquired using a 3.0 Tesla MR imaging scanner
(Philips Medical System, Best, The Netherlands) according to the following parameters:
T1-weighted (T1 − w) magnetization prepared rapid gradient echo (MPRAGE) with
TR=10.3 ms, TE=6 ms, flip angle=8°, and 0.82x0.82x1.17 mm3 voxel size; a double spin
echo (DSE) which produces PD-w and T2−w images with TR=4177 ms, TE1=12.31 ms,
TE2=80 ms, and 0.82×0.82×2.2 mm3 voxel size; and a T2−w fluid attenuated inversion
recovery (FLAIR) with TI=835 ms, TE=68 ms, and 0.82x0.82x2.2 mm3 voxel size [37].
Figure 2 shows an example of a segmentation obtained by the algorithm under analysis.

(a) (b) (c)

Figure 2: Segmentation of a MR brain image:(a) Original image, (b) Segmentation
initializing, (c) Segmentation obtained using the Chan-Vese algorithm.

10A gprof2dot is an open source script written in Python used to convert output from a range of
profiles into a dot graph. This script can be downloaded for free at https://github.com/jrfonseca/
gprof2dot.

11A dot is a Graphviz feature for producing hierarchical drawings of directed graphs. Graphviz is an
open source visualization software for representing structural information such as diagrams of abstract
graphs. More information is available at http://graphviz.org.
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3.3 Segmentation Results Evaluation

Dice Similarity Coefficient (DSC) is a statistical validation metric commonly used to
evaluate the performance of both the reproducibility of ground truth segmentations and
the spatial overlap accuracy of automated probabilistic fractional segmentations. The
DSC value is a simple and useful summary measure of spatial overlap, which can be
applied to studies of reproducibility and accuracy in image segmentation [38]. The DSC
value ranges from 0 (zero) indicating no spatial overlap between two segmentation results
to 1 (one) indicating complete overlap. Hence, the DSC measures the spatial overlap
between two segmentations, X , and Y , and is defined as:

DSC =
2|X

⋂
Y |

|X |+ |Y |
, (4)

where |X | and |Y | are the number of pixels in X and Y , respectively, with X being the area
of the segmentation obtained by the segmentation algorithm, Y the area of the ground
truth segmentation and Y

⋂
Y the overlapping area of the two segmentations.

3.4 Performance Evaluation

In order to measure the performance of the Chan-Vese algorithm, we focused on the
runtime required by each function in this algorithm, using the profiling tools: gprof

and perf. We selected gprof and perf tools because they can combine three profiling
methods: instrumented, event-based, and statistical. On one hand, gprof is commonly
considered easy to use and portable, although it is limited in scope; it is designed
to produce a detailed call graph identifying the functions responsible for calling other
functions and how many times they were called. Besides, gprof provides information
about the number of calls to each function, lists the percentage of time spent in a function,
and computes the amount of time needed to execute that function. On the other hand,
perf makes use of statistical sampling to collect profile data thereby generating an
interruption at regular time intervals. All process running on the CPU is identified by
perf, which then captures all relevant information such as the program counter, CPU
core number; it then writes all of this data to an output file called perf.data.

The Chan-Vese single thread-based algorithm was compiled with parameters that
create a working executable: a)-fno-omit-frame-pointer, this enables frame
pointer analysis; b)-g, used to generate symbol information and in turn enables source
code analysis; and c)-pg, used to compile and link the source code with profiling
information enabled - the monitor function mcount is inserted before each function call.
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The compiler parameter -pg generates the monitoring function named mcount, which
is immediately called by each profiled function, and mcount returns the address were is
recorded. This address falls inside the profiled function that is the destination of an arc
in the call graph. The monitoring function also identifies the source of the arc. Arcs
represent invocations in the same function and are named cycles. When a child function is
a member of a cycle, the time shown is the appropriate fraction of the time for the whole
cycle. Self-recursive routines have their calls broken down into calls from the outside
and self-recursive calls; thus, only the outside calls affect the propagation of time. It is
important to point out that the algorithm calls libc-2.19 are related to the C runtime
library, and that is not uncommon to spend significant amounts of time in a runtime library
and not in the algorithm code itself.

4 Results and Discussion

In this section, we provide results of experiments aimed at getting useful profiling
information, accumulating data producing statistically meaningful observations, and
reducing measurement errors of the Chan-Vese algorithm. For this purpose, each test
image was segmented by the Chan-Vese algorithm. However, it was not the goal of
the present article to assess the accuracy of the used segmentation algorithm, rather we
focused on measuring the performance of functions on the Chan-Vese’s implementation
and on its speed-up for the multi-thread implementation.

4.1 Algorithm Evaluation

A quantitative evaluation was performed to analyze the obtained segmentation results;
i.e., the ground truth of the segmented regions were used to confirm whether each lesion
presented in the 13 images were correctly segmented or not. Hence, the segmentation
results obtained by our implementation were compared against the ground truths using
Dice Similarity Coefficient, Table 1.

4.2 Runtime Evaluation

For performance evaluation, we measured the running time in seconds using a C++
function for all the reported experiments. Each experiment was executed fifty times for
each image; then, the mean and standard deviation values of the time required to segment
each input image were calculated, including the time spent to load the data into the main
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Table 1: Direct comparison of ground truth and algorithm-based segmentation results for
13 images via the Dice Similarity Coefficient (DSC).

Image Dimension DSC

# 1 256x256x35 0.93062
# 2 256x256x120 0.94457
# 3 256x256x70 0.94104
# 4 256x256x70 0.95521
# 5 256x256x70 0.94667
# 6 256x256x120 0.95533
# 7 256x256x70 0.95167
# 8 256x256x70 0.94509
# 9 256x256x70 0.96565
# 10 256x256x120 0.95143
# 11 256x256x70 0.94293
# 12 256x256x70 0.95363
# 13 256x256x120 0.96453

system memory until the end of the segmentation process, when the resultant image was
produced, Table 2.

Table 2: Means and standard deviations of the runtime (in seconds) required by the
sequential-based Chan-Vese algorithm implementation.

Image Dimension Runtime

# 1 256x256x35 14.086114 ± 0.01345
# 2 256x256x120 15.946149 ± 0.03271
# 3 256x256x70 14.280519 ± 0.01961
# 4 256x256x70 13.486183 ± 0.01808
# 5 256x256x70 15.202701 ± 0.03133
# 6 256x256x120 12.112178 ± 0.07894
# 7 256x256x70 15.680396 ± 0.32751
# 8 256x256x70 15.297073 ± 0.41024
# 9 256x256x70 13.940298 ± 0.14520
# 10 256x256x120 14.173801 ± 0.14520
# 11 256x256x70 15.082609 ± 0.14520
# 12 256x256x70 15.830090 ± 0.14520
# 13 256x256x120 13.926398 ± 0.20677

4.3 Performance analysis

Gathering profile data was then the next step performed, including collecting data
while monitoring hardware interrupts, operating system calls and performance counters.
Profiling tools periodically interrupt the kernel of the operating system to record a new
sample and then save the samples that are stored in the ring buffer, generating overhead.
perfmitigates sampling overhead thereby enforcing sampling buffer locality when perf
creates one instance of the event on each CPU; then, the events are effectively measured
when the thread is executed on that CPU. All the samples are aggregated into a single
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output file once all profiles have been run. In the experiments conducted for this study,
the sampling mode in perf was used in order to trace the Chan-Vese algorithm events
in real time, perf generates output files larger than the ones resulting from the gprof
profiler. The size of the output files from the gprof profiler was 7.9 KB (for experiments
with 2, 4, and 8 threads) and 16 KB (for experiments with 1 thread), instead of dozens
of megabytes when obtained from the perf profile, as indicate in Table 3. This massive
difference in profiling data sizes is because a gprof output file stores a histogram of
algorithm counter samples and the arc table; perf depends on the frequency - the rate of
4000 samples per second - at which events are recorded, resulting in higher overhead and
larger output files.

Table 3: File sizes, indicated in kilo (KB) and megabytes (MB), generated by perf
according to the images dimension and the OpenMP-based implementation with different
number of threads.

Image Dimension Number of threads
1 Thread 2 Threads 4 Threads 8 Threads

# 1 256x256x35 938 KB 1 MB 2.1 MB 2.8 MB
# 2 256x256x120 2.1 MB 5 MB 6.8 MB 8 MB
# 3 256x256x70 1.5 MB 4.5 MB 2 MB 3.4 MB
# 4 256x256x70 1.46 MB 4.5 MB 2.2 MB 4.1 MB
# 5 256x256x70 1.65 MB 4.5 MB 2.4 MB 4.3 MB
# 6 256x256x120 2.1 MB 5 MB 6.8 MB 8 MB
# 7 256x256x70 1.36 MB 4.5 MB 6.7 MB 7.6 MB
# 8 256x256x70 1.37 MB 4.5 MB 7.8 MB 7.5 MB
# 9 256x256x70 1.36 MB 4.5 MB 6.9 MB 7.8 MB
# 10 256x256x120 2.1 MB 5 MB 6.9 MB 7.8 MB
# 11 256x256x70 1.6 MB 4.5 MB 6.9 MB 7.8 MB
# 12 256x256x70 1.6 MB 4.5 MB 6.9 MB 7.8 MB
# 13 256x256x120 2.1 MB 5 MB 6.8 MB 8 MB

The collected data was analyzed to extract performance statistics and also to record
the arc in the call graph responsible for activating each implemented function. Call graph
represents time-consuming functions and the number of times the functions were invoked.
By analyzing the call graph sample from the segmentation of image #1, the call graph
shown in Fig. 3 was generated, which includes the time required for each function from
its descendants, and the number of times each function was called.

The call graph normally displays the children as well as the parents of each function
in the graph, including the higher level functions that consume large portions of the total
execution time in the functions that they call. In the context of this study, children mean
functions that are called by another (parent) function. In Fig. 3, five items are indicated
by numbered circles: item 1 indicates the name of the caller function; item 2 concerns
the percentage of algorithm runtime accounted for the function and its children; item 3
represents time with different meanings depending on whether it is the primary function
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for that section, the function’s parent or child functions. In the first case, the time indicates
the time spent on that function during the execution of the algorithm. In the second case,
it shows the amount of the first self-time function being propagated for that parent, based
on the percentage of calls to the primary function made by the parent. Finally, for child
functions, it represents the amount of that child function self-time propagated for the
primary function based on the percentage of calls made to that function by the primary
function; item 4 is related to the number of times that function was called; and finally,
item 5 regards the percentage of total function time propagated for each child function.

Figure 3: Call graph generated by perf representing the most often functions called by
the Chan-Vese algorithm.

The call graph helps focus the analysis on the relevant parts of the algorithm
execution, making the experiments easier to understand. The main function called
the ChanVeseSegmentation function, and this one, called the functions GetCVC,
ReinitPhi, Image::data, min, and max. Function ReinitPhi is responsible for
locally computing the signed distance function to its zero level set, and was identified by
our method as the most called and the one that required the most part of the running time:
around 80% of the total running time (12.90 seconds), see Algorithm 2, from line 6 to line
12. GetCVC function computes the coefficients needed in the Chan-Vese algorithm for the
level set function. Image:data function is used to assign the point to minimal energy
neighborhood, see Algorithm 2, line 2; the auxiliary functions min and max are used in
the minimization of the functional with respect to c1, c2, and f (line 9 of Algorithm 2).

Fig. 4 represents the list of the most used functions in the studied image segmentation
algorithm. The first measurement shown in Fig. 4 reflects the time spent on each
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function based on counter events. All these times were obtained by running the Chan-Vese
algorithm fifty times and calculating the average of the time elapsed, as reported by the
profiling tool. In all cases, the execution times for different runs of the implementation
were extremely consistent. Functions ReinitPhi and GetCVC were the most frequent
in the run stack; they were responsible for occupying the processor for 23.50 seconds
(in terms of exclusive time), and this means 98.60% of the full runtime. In fact, these
functions iterated a hundred times, which makes them attractive parallelization targets.
Based on the large amount of work it performs, the algorithm under study exhibits a high
degree of instruction parallelism, since every element on the input image can be computed
independently.

Because of the high number of iterations and computations per iteration, the
segmentation algorithm under analysis is considered to be computationally-intensive so
that the most promising target was identified among the suggestions generated by the
profiling tools, i.e. the function that, by iterating over the lines of the input image and
solving Equation 2, represents the most demanded computation, and therefore most of
the execution time is consumed.

Figure 4: Most time-consuming functions detected by the profiling tools perf and
gprof.

4.4 Effected of the number of used cores

Finally, we discuss the effect of using a different number of physical cores on the
performance of the multi-threaded Chan-Vese segmentation algorithm. For a fixed
number of cores, we used an equal number of threads for the execution; mainly, one thread
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for each core. The costly function ReinitPhi, was implemented using OpenMP. All
the experiments previously performed were repeated and then compared using different
degrees of parallelism: 1, 2, 4 and 8 threads. As shown in Fig. 5, the experiments using
the parallel OpenMP-based implementation revealed a reduction in the runtime of the
segmentation algorithm relatively to the single-thread implementation.

Figure 5: Time-consuming functions detected by the profiling tools perf and gprof
using OpenMP-based implementation of the Chan-Vese algorithm.

When considering images with dimensions bigger than 768x576 pixels, a speed-up of
the OpenMP-based implementation was evident. Fig. 6 suggests that the performance
scales almost exponentially, being the processing time of the parallel implementation
about 7 times faster than the single thread-based implementation. Hence, the performance
gain of the parallel OpenMP-based implementation confirms the high processing capacity
available in multi-core processors. For a fixed number of cores, we used an equal number
of threads for the execution: one thread for each core. It is clear from Fig. 6 that for
each image size, the execution time decreased as we increased the number of cores.
Therefore, our findings confirm that computational parallelization assisted by profiling
tools can increase the application performance and facilitate implementation efforts.

5 Conclusion and Future Works

The present work has described how to use profiling tools to detect and evaluate
performance bottleneck snippets in an image segmentation algorithm based an the active
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Figure 6: Means and standard deviations of runtime spent for running the OpenMP-based
implementation of the Chan-Vese algorithm.

contour. The developed parallel OpenMP-based implementation was compared against
the corresponding single thread-based implementation in several experiments. The
parallelization of the costly function of the Chan-Vese algorithm reduced the runtime
by up to 7 times compared to the single thread-based implementation.

The novel profiling model applied to medical image processing and analysis seems
to be an elegant solution for applications that have high processing time constraints.
The profiling method provided a detailed profile that is combined with the source level
information to identify and evaluate performance bottleneck snippets in the Chan-Vese
algorithm. Not only does the combined approach detect the available parallelism targets,
but it also substantially reduces the overall time needed to parallelize the sequential
application.

As our findings confirm, parallel programming can provide substantial acceleration
in processing speed. In our study, the processing time decreased in all cases, as the
number of threads increased. The speed-up of the execution process relies on many
factors, including compiler optimizations, runtime support, data layout, operating system
noise, workload balancing and so on. Additionally, it may depend on the regions needing
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to be merged in the structure of the graph of the input image. In a parallel loop, even if
the threads complete their process, except for one, they will have to wait for this thread.
In these cases, the operating system might have executed another task on that thread in
the meantime. Nevertheless, the time saved through using parallelization is remarkable
and promising.

In future studies, we plan to further optimize the time-consuming functions already
detected and described in this article by using heterogeneous parallel computing
platforms based on GPUs. Program parallelization assisted by profiling tools would
not only increase the maximum application performance and reduce the required manual
implementation efforts, but also provide a psychological incentive for developers to adopt
this methodology.
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Abstract

A considerable number of algorithms have been developed to perform rigid and nonrigid
registration, which is a task commonly conducted in medical image analysis. Particularly,
the free-form deformation algorithm is frequently used to carry out nonrigid registration;
however, it is a very compute-intensive algorithm. Herein, we describe our approach
to identifying potential parallelism parts of this algorithm and exploiting their parallel
implementations using profiling data. Our approach assesses the performance of the
algorithm under study by applying performance analysis techniques commonly available
in traditional computer operating systems. Hence, this article presents guidelines
to support researchers working on medical image processing and analysis to achieve
real-time nonrigid image registration applications using common computing systems.
According to our experimental findings, significant speedups can be accomplished
by parallelizing sequential snippets, i.e. code regions that are executed more than
once. Based on the application programming interface OpenMP of the costly functions
previously identified in the studied free-form deformation algorithm, the developed
parallelization decreased the runtime by up to seven times relatively to the single
thread-based implementation. In conclusion, this study confirms that one can easily
detect and evaluate potential optimization snippets, in addition to throughput in memory
accesses, based on the call graph visualization and detected performance bottlenecks.
Keywords: Medical image processing and analysis, profiling tools, performance analysis,
nonrigid image registration

1 Introduction

The analysis of medical images plays a significant role in medicine. Image registration
is an important and widely used technique in this context. Nowadays, patients are
imaged on a routine basis using different imaging systems. Patients are also monitored
over time to assess disease progression or response to therapy. However, to be able to
study physiological and/or structural changes over time, or to combine complementary
information that different imaging systems produce, it is necessary to perform the
registration of the acquired images [1].

Image registration is a computational task that determines the spatial correspondence
between two images of the same object acquired at different angles or time or using
different image modalities, or under different acquisition conditions [2–4]. In general, an
image registration method can be decomposed into three parts: a transformation model, a
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similarity measure and an optimization process [4, 5]. Transformation models delineate
the transformation that can be used to represent the underlying correspondences: rigid
models, describe simple linear mappings such as translations, rotations, scalings and
shears; on the other hand, nonrigid transformation models can represent mappings that are
much more complex since local deformations are also taken into account usually resulting
in very time-consuming processes [5, 6]

Nonrigid image registration is an extensive research field, encompassing many
applications. It includes several specific algorithms; among others, there are
the ones based on mutual information [7, 8], elastic transformations model [9],
multi-resolution [10], and similarity measures [6]. However, many issues related to
the high required computational efforts are commonly encountered when nonrigid image
registration algorithms are used. Therefore, nonrigid image registration is well-known in
the literature as one of the most time-consuming tasks in medical image analysis [11, 12].

Beginning with the development of multi-core processor architecture, several
solutions have been proposed to deliver nonrigid image registration algorithms on
multi-core CPUs [13–15]. Although multi-core architecture was developed to improve
the performance of applications exploiting parallelism, writing parallel algorithms from
scratch is a very complex and demanding task. Furthermore, parallelizing legacy
algorithms written by someone else is even more challenging [16–18].

The deployment of a profiling method can contribute effectively to the identification
and evaluation of portions of code responsible for excessive computational resources
consumption [17, 18]. For example, a profiling tool can count the exact number of times
a function is activated when the algorithm under analysis is running, and display timing
information about that function [19]. At this level, profiling is a helpful approach in
program optimization based on gathering and calculating data regarding memory space,
frequency, duration of function calls, and time complexity of an algorithm. Many profiling
tools, like gprof [19], perf [20], tiptop [21] and others [22–24], have been proposed
to help programmers identify performance bottlenecks during the execution of algorithms
on CPU under a particular workload [17, 20, 23].

With this work, we aimed to identify high time-consuming functions in one of the
most popular image registration algorithms used: the Free-Form Deformation (FFD)
algorithm [11, 12], using profiling tools. Therefore, performance analysis based on
profiling data was used to effectively decrease the processing time of the algorithm and
adapt it to be suitable for real-time diagnosis by exploiting all the computational resources
typically available in modern personal computers. Here, the term “performance” refers
to the efficiency of computer operating systems while executing algorithms, including
factors of throughput, latency, and availability.
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Therefore, throughout this article, we provide guidelines and methods that can support
researchers of medical image processing and analysis in identifying very time-consuming
functions in their algorithms using profiling tools. The experimental findings show
that this profiling information can identify the majority of the bottlenecks in a real C
implemented algorithm. This study also provides insight into why profiling data is useful,
particularly to optimizing a nonrigid image registration algorithm towards real-time
application.

To the best of our knowledge, this is the first time that the adopted profiling tools
were used as support in parallelization of a nonrigid image registration algorithm. Our
findings are therefore, highly pertinent to the image processing and analysis area, mainly
for the medical imaging community. In this area, medical images of more and more higher
resolution must be processed and analyzed as quickly as possible in real clinical scenarios.
Additionally, computers with multi-cores are available in medical environments and, even
though these computers are not always the most up-to-date ones, their computational
power is still sufficient for efficient tasks of image processing and analysis. Therefore,
the insights to be presented are timely and demanded for researchers developing efficient
algorithms of medical image processing and analysis.

This article is organized as follows: Section 2 introduces the related background;
then, it is presented the profiling method used to identify snippets that present excessive
CPU consumption; afterwards, lists reviews relevant in the literature on methods that
speedup the computation of nonrigid image registration algorithms. The material and
methods used to speedup the studied algorithm of nonrigid image registration, including
the profiling tools, regarding tasks such as measuring algorithm performance, gathering
data to be analyzed, and building the visualization of the performance analysis, are
addressed in Section 3. Our main findings and the discussion of our experience with
the use of profile data in order to optimize the computation of the image registration
algorithm are presented in Section 4. Section 5 provides the conclusion of this study.

2 Background and related works

This section introduces the topic of medical image registration and the used profiling
tools. Next, we review related research regarding medical image registration algorithms
that have been speedup by high-performance computing techniques.
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2.1 Medical image registration

Image registration is the process of aligning images of the same object obtained at
different times and or from different viewpoints, using different or similar imaging
modalities/conditions [8, 16, 25]. This process geometrically combines two images,
which are usually known as the reference and sensed images. Image registration is
a critical step in image analysis tasks where the desired information can be gathered
from the combination of various data sources as in image fusion, change detection,
and multichannel image restoration, just to name a few [14, 26]. Here, we focus on
nonrigid registration, where the changes between the images are due to usual global
rotations, translations and scaling, but also due to complex local variations. Medical
image registration is also commonly used to follow up information on patient anatomy
along different time points, where one must account for deformation of the anatomy itself
due to, for example, the patient’s breathing or normal anatomical changes [9, 14].

As already aforementioned, a considerable number of image registration methods
have been developed both to obtain the combination, i.e. the fusion, of data acquired by
different clinically useful imaging modalities through mutual co-registration, for example,
or to register one image to other images to understand how patient anatomy has changed
over time [14, 15]. In general, the majority of the rigid image registration methods consist
of four steps: feature detection, feature matching, transform model estimation, and image
resampling and transformation [14, 25]. On the other hand, the nonrigid registration
methods commonly search for the optimal transformation parameters that maximise a
similarity measure. All these steps are well documented in the literature [14, 15, 25, 27],
and details are omitted for brevity.

Medical image nonrigid registration should establish a correspondence measure
between a reference image, Ir, and sensed image, Is, using a parameter transformation,
Tt(·), of image geometry in line with a similarity function, ρ(·), to specify the registration
performance. When Is has a higher dimension than Ir, projection operators Pr and Ps can
be used to reduce Is dimensionality. Then, the nonrigid image registration problem can be
expressed via maximizing the similarity measure function [26]:

T ∗t (·) = argTt(·)maxρ(Pr(Ir),Ps(Tt(Is))). (1)

An FFD model comprises a powerful tool for deforming an image volume using cubic
B-splines. This technique is applied, for example, in deformation analysis in brain images,
by deforming an object by adjusting an underlying mesh of control points, creating the
3D shape of the object, and a smooth and C2 continuous transformation [12]. To define a



2 Background and related works 117

spline-based FFD, we denote the domain of the image volume as Ω = {(x,y,z)|0 ≤ x <

X ,0 ≤ y < Y,0 ≤ z < Z}. Let the parameters of the transformation and the amount of
deformation Φ denote a nx× ny× nz mesh of control points φi, j,k with uniform spacing
δ . Thus, φ can be formed regarding a low resolution mesh for modeling global nonrigid
deformations, and high resolution mesh for more accurately modeling local deformations
of the control points mesh [11, 12]. Thus, the FFD can be written as the 3D tensor product
of 1D cubic B-splines, which can be expressed as:

Tlocal(x,y,z) =
3

∑
l=0

3

∑
m=0

3

∑
n=0

Bl(u)Bm(v)Bn(w)φi+l, j+m,k+n, (2)

where i = bx/nxc− 1, j = by/nyc− 1, k = bz/nzc− 1, u = x/nx−bx/nxc, v = y/ny−
by/nyc, and w = z/nz−bz/nzc. Bl represents the l-th basis function of the B-spline [11,
12]:

B0(u) = (1−u)3/6,

B1(u) = (3u3−6u2 +4)/6,

B2(u) = (−3u3 +3u2 +3u+1/6,

B3(u) = u3/6.

(3)

Considering Bl(u) = 0 for l < 0 and l > 3, the derivative terms are nonzero only in
the neighborhood of a given point. Therefore, the optimization of the objective function
using gradient descent can be efficiently achieved [11, 12]. However, the FFD algorithm
is computationally intensive, requiring considerably time to compute, particularly when
dealing with images of huge dimension, which is very common in several possible
applications [14]. For example, the parallel computation of the human brain deformation
is a new field of exploration, and it can be more efficiently studied through processing
large amounts of high-resolution images concurrently [3]. Also, the used conjugate
gradient descent algorithm can optimize all control points and interpolate the whole image
at each iteration [11]. However, the computation of the similarity measure and of the
geometric transformation are the computational bottlenecks of the nonrigid registration
algorithms. Thus, researchers should focus more attention on developing more effective
parallelization techniques for these computations.

2.2 Profiling methods

This section introduces the use of profiling methods for measuring the time needed by
each function in a computer algorithm. Profiling is a well-known tool that evaluates
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algorithms performance through gathering data during their execution, particularly, in
order to assist programmers in identifying performance bottlenecks.

Algorithm profiling is commonly used to understand an algorithm’s performance
and to assess the use of an instruction set in order to identify and evaluate portions
of code requiring excessive processor consumption; likewise, it is used to identify
both memory allocation, usage or leaks, cache performance, execution time, or even
energy consumption [22]. There are different profiling approaches such as instrumented,
event-based, statistical, and simulation [18–20].

Performance analysis based on profiling usually involves four different steps:
instrumentation or modification of the algorithm under study to generate performance
data, measurement of noteworthy aspects of execution, which generates the performance
data, analysis and visualization of the performance data [24], Fig. 1.

Figure 1: Diagram of the Profiling Method. The function of each stage of the diagram
shown is described in the text.

2.2.1 Instrumentation

Instrument an algorithm implementation requires the availability of the source code and
the compiler, thus at compile time, a detailed listing of the running statistics are added
to the object file, and the executable is linked to standard libraries that have profiling
information enabled. At this point, the instrumentation incorporates measurement code
into the implementation, resulting in an accurate assessment of running times [17, 24, 28].
All instrumentation processes are developed in order to determine how the algorithm’s
behavior should be modified. Monitoring runtime behavior of algorithms involves
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aggregating information on the base of the number of executions of every basic-block,
instrumenting binaries to trace various type of events such as free and malloc and similar
function utilities.

2.2.2 Measuring

Gathering profile data is the second step of the profiling method, consisting of gathering
the following information during algorithm execution: the approximate time spent in
each function; the number of times a function is invoked; a list of the caller functions
invoking a given function; a list of the descendant functions that a given function invokes;
and an estimate of the cumulative time spent in the descendant functions invoked by a
given function [19]. By post-processing of this information from one or more executions,
information relating to functions is gathered and then stored in output files. Therefore, a
dynamic call graph for the execution is created [18, 23]. In general, gathering profiling
data does not interfere with the execution of the algorithm under analysis [23, 24].

2.2.3 Data Analysis

In the third step of the profiling method, the related binary is produced, and the output data
is available for extraction. The output files are named perf.data for the perf profiler,
and gmon.out for gprof, respectively, and each file contain the execution profile. These
profilers analyze the data and extract performance statistics, besides recording the arc in
the call graph for activating each function [19, 20, 24].

At this stage, the profiler determines the most costly functions and collects the arcs of
the dynamic call graph traversed by the execution of the algorithm under evaluation. Thus,
enables to visualize the call graph graphically and to represent the measures collected
from the algorithm execution. Information like the returning address for a function call
named caller that is used for identifying the source of the arc and the destination, which
is named callee [23].

2.2.4 Visualization

In the final step, the gather profiling data is presented by incorporating the call graph of
the algorithm under analysis. Call stack walking is a technique that identifies calling
relationships between functions in an implementation. In this technique, every call
relationship that occurs is represented in the graph with the CPU usage time for each
function call.

Both gprof and perf tools provide dynamic call graph information for all
instrumented code snippets. A call graph is binary and sometimes is treated as a
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multi-graph, instead of as relations-relation over functions, or procedures, defined in
an algorithm implementation [19, 20]. Each edge ( f ,g) shows that function f invokes
function g; and the nodes show the individual functions in the executable.

2.3 Related works

In high-performance computing, parallel computing has been applied to highly complex
problems such as computing huge workload and data, and intensive critical analysis.
Sequential algorithm implementations are frequently re-coded in order to decompose the
algorithms or the data into smaller portions. These portions are commonly named as
tasks, and are distributed to be executed in many- or multi-cores, simultaneously [29,
30]. Throughout all this procedure, the tasks of communication and coordination are
performed based on memory usage by different computer processing units [30].

The growing popularity and use of multi-core processor architectures in medical
imaging applications have been documented [14, 15, 27] in the overview of multi-core
computing. Multi-core CPUs were designed to increase the performance of applications
exploiting parallelism; however, writing parallel implementations from scratch is a very
complex and demanded challenge. Besides, parallelizing legacy implementations written
by someone else is even harder [14].

Based on literature reviews presented by [26, 31, 32], it is clear that it is uncommon
for the medical image processing and analysis developers to use tools to detect
computationally costly functions in their algorithms; however, several studies have
been proposed to address performance issues in image registration algorithms using
high-performance computing [13, 15, 33]. For example, Shackleford et al. [14]
performed a comprehensive survey of nonrigid registration algorithms that are suitable
for use in modern multi-core architectures.

Due to their high parallelism, image registration tasks are computationally costly.
Therefore, multi-core computing with their high-performance parallel processing power
provides excellent opportunities for speeding up these tasks.

Computationally intensive, Mutual Information-based (MI-based) algorithms have
been successfully employed in parallel architectures such as clusters [34], Graphic
Processing Unit (GPU) [27, 33], multi-core Cell Broadband Engine Architecture
(CBEA) [35], and Field-Programmable Gate Array (FPGA) [7], reducing their runtime
and making them suitable for routine clinical use. For example, MI-based algorithms have
been used to correct the misalignment of tissue in computed tomography (CT), positron
emission tomography (PET) and magnetic resonance (MR) images, achieving accuracy
comparable to one achieved by clinical experts.
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Rohlfing and Maurer [3] and Christensen [34] exploited the use of shared-memory
multiprocessor computer architectures as well as data and task partition parallel
programming models. Rehman et al. [2] developed a parallel approach of nonrigid
registration by regarding it as an Optimal Mass Transport problem. Lapeer et al. [36]
presented a point-based registration method, integrating a Radial Basis Function (RBF)
as a smoothing function and sought to mimic the interacting deformation of biological
tissues. Mafi and Sirouspour [37] exploited a GPU-based computational platform for
real-time analysis of soft object deformation.

Ellingwood et al. [16] developed a new computation- and memory-efficient
Diffeomorphic Multi-Level B-Spline Transform Composite method on GPU for the
nonrigid mass-preserving registration of CT volumetric images. The Sum of Squared
Tissue Volume Difference (SSTVD) was adopted as the similarity criterion to preserve the
computed tissue volume. A cubic B-Spline-based Free-Form Deformation transformation
model was used to capture the nonrigid deformation of objects like human lungs. The
experiments used lung CT images, indicating an increase of speed of 112 times relative
to the single-threaded CPU version, and of 11 times compared to the 12-threaded version
when considering the average time per iteration using the GPU implementation.

3 Material and Methods

As described in Section 2.1, the nonrigid image registration algorithm under study
involves of transforming different sets of data into one coordinate system. To accelerate
the FFD algorithm, the transformation of the floating image using the splines and an
interpolation function, evaluation of an objective function, besides the optimization of
this function, are taken into account. Acceleration possibilities for the optimization
step were identified by recognizing parallelization options, through the use of profiling
tools [17, 18, 24].

3.1 Environment settings

The used test infrastructure included a desktop computer, with a Linux Debian 8
operating system, GNU gcc/g++ compiler version 4.9.2, gprof 2.25, perf 3.16.7-ckt20,
gprof2dot 12, and dot 13 2.38, 16 GB of RAM (DDR3-1600 Mhz), and an Intel(R)

12gprof2dot is an open source script written in Python used to convert the output from a range of
profiles into a dot graph. This script can be downloaded for free at https://github.com/jrfonseca/
gprof2dot.

13dot is a Graphviz feature for producing hierarchical drawings of directed graphs. Graphviz is an open
source visualization software for representing structural information such as diagrams of abstract graphs.
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Core(TM) i7-4790 3.60 GHz processor. This processor has four physical cores, and two
logical threads can be run simultaneously in each core.

This study used Multiple Sclerosis (MS) images, which were collected from the MS
Longitudinal Challenge Data Set repository [38]. The images are freely distributed
for research purposes. Thirteen images were randomly selected from the original
dataset to validate the nonrigid image registration results. The selected images were
scanned and preprocessed in the same manner, with the data acquired using a 3.0 Tesla
MR imaging scanner (Philips Medical System, Best, The Netherlands) according to
the following parameters: T1-weighted (T1−w) magnetization prepared rapid gradient
echo (MPRAGE) with TR=10.3 ms, TE=6 ms, flip angle=8°, and 0.82x0.82x1.17 mm3

voxel size; a double spin echo (DSE), which produces PD-w and T2−w images with
TR=4177 ms, TE1=12.31 ms, TE2=80 ms, and 0.82×0.82×2.2 mm3 voxel size; and a
T2 −w fluid-attenuated inversion recovery (FLAIR) with TI=835 ms, TE=68 ms, and
0.82x0.82x2.2 mm3 voxel size [38].

3.2 Registration evaluation

Dice Similarity Coefficient (DSC) is a simple and useful statistical validation metric
commonly used to evaluate the performance of both registration reproducibility and
spatial overlap accuracy against to registration ground truths [11]. The DSC value rates
the overlap of two masks between 0 (zero) and 1 (one), where 1 (one) indicates a perfect
overlap and 0 (zero) none. Therefore, DSC assesses the spatial overlap between the
registration result (Mm) and the corresponding registration ground truth (Mp) as:

DSC =
2‖Mm

⋂
Mp‖

‖Mp‖+‖Mp‖
, (4)

where ‖Mm‖ and ‖Mp‖ are the number of pixels, or voxels in 3D, in Mm and Mp,
respectively, Mm is the area, or volume in 3D, of the registration obtained by the automated
algorithm, Mp the area, or volume, of the ground truth registration and Mp

⋂
Mp the

overlapping area, or volume, of the two images under comparison.

More information is available at http://graphviz.org.
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3.3 Performance evaluation

In order to estimate the speedup of the studied Free-Form Deformation algorithm,
Amdahl’s law of speedup can be used:

Speedupenhanced =
1

(1− f )+ f
S

, (5)

where Speedupenhanced is the overall speedup of the algorithm, f the execution time of
a function eligible for optimization, and S the expected speedup of this function. The
key idea of this formula is to determine functions in an implementation that are more
time-consuming and can be speedup using optimization. Such a function (or a part of it) is
often referred to as a bottleneck. To gain significant overall speedup, the value of f should
be high [29, 30, 39]. Once the bottlenecks are identified, optimizations are postulated to
help improve their performance. These optimizations should then be individually verified
to ensure that they result in measurable improvements.

The performance of the FFD algorithm under study was then improved regarding
the bottlenecks identified through using the profiling tools gprof and perf.
These tools were selected because they combine profiling methods based on
instrumentation, event-based, and statistics. Both tools consist of two parts: a
runtime routine, a call to which is inserted by the compilers at the beginning of
every function compiled with profiling parameters; and a post-processing version of
the algorithm under analysis that aggregates and presents the data. We compiled the
Free-Form Deformation single thread-based algorithm implementation with the following
parameters: (-fno-omit-frame-pointer) in order to enable the frame pointer
analysis; (-g) for generating symbol information, which in turn enabled source code
analysis; and the parameter -pg, which is used for inserting the monitor function mcount
before each function call.

The monitor function mcount records the function address and identifies the source of
the cycles based on the addresses generated inside the profiled function. When a child
function is a member of a cycle, the time shown is the appropriate fraction of the time for
the whole cycle. Self-recursive routines have their calls broken down into calls from the
outside and self-recursive calls; thus, only the outside calls affect the time propagation.

gprof is considered easy to use and portable, although it is limited in scope; it is
designed to produce a detailed call graph identifying the functions responsible for calling
other functions and the number of times their functions were called. Furthermore, gprof
lists the percentage of time spent in a function and computes the amount of time needed
to execute that function. Perf makes use of statistical sampling to collect profile data,
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Table 1: Comparison of classical FFD and profiled-based algorithm results for 13 images
based on the Dice Similarity Coefficient (DSC) value.

Image # Dimension DSC

1 256x256x35 0.97262
2 256x256x120 0.95407
3 256x256x70 0.96194
4 256x256x70 0.96071
5 256x256x70 0.97167
6 256x256x120 0.93503
7 256x256x70 0.94767
8 256x256x70 0.95950
9 256x256x70 0.96650
10 256x256x120 0.97314
11 256x256x70 0.96029
12 256x256x70 0.95365
13 256x256x120 0.96493

thereby generating an interruption at regular time intervals. All processes running on
the CPU are identified by perf, which then captures all relevant information such as
the program counter, and CPU core number; next, it writes all of this data to an output
file called perf.data. Additionally, gprof and perf runtime routines gather accurate
call counts that combined with a post-processing version of the algorithm under analysis
lead to a table where the number of calls to each function is presented, as well as the
percentage, the amount of time spent in such function, and the average time per call.

4 Results and discussion

This section provides results of experiments aimed at getting useful profiling information,
accumulating samples producing statistically meaningful results of the FFD algorithm
under study using images of the MS Longitudinal Challenge dataset.

4.1 Algorithm Evaluation

The implementation was profiled using 13 images, and then the accuracy was evaluated
by comparing the registration results with those obtained using a classical FFD
implementation 14 by performing quantitative analysis using Dice Similarity Coefficient.
The comparative results are presented in Table 1.

14An executable version of the used FFD algorithm for comparison purpose can be downloaded from
Daniel Rueckert’s webpage: http://www.doc.ic.ac.uk/~dr.
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Table 2: Means and standard deviations of the runtime (in seconds) required by the
profiled-based FFD’s algorithm implementation.

Image # Dimension Runtime

1 256x256x35 73.08411 ± 0.05945
2 256x256x120 79.00041 ± 0.07101
3 256x256x70 74.08051 ± 0.01961
4 256x256x70 73.48618 ± 0.01920
5 256x256x70 74.20270 ± 0.01393
6 256x256x120 79.00217 ± 0.07294
7 256x256x70 74.68039 ± 0.01279
8 256x256x70 74.99707 ± 0.01484
9 256x256x70 73.94009 ± 0.01752
10 256x256x120 79.07080 ± 0.07590
11 256x256x70 74.08260 ± 0.01220
12 256x256x70 74.83009 ± 0.01522
13 256x256x120 79.00239 ± 0.08677

4.2 Computation time evaluation

To evaluate the benefit of a profile-based implementation regarding computer
performance, required runtime was investigated. Each experiment was executed fifty
times on each image; then the mean and standard deviation values of the time required to
process the profiled-based algorithm were computed. All input images were performed,
and it was included the time spent to load the data into the main memory system until the
end of the registration process, i.e. until when the resultant image was produced. These
results are presented in Table 2.

4.3 Performance analysis

As to performance analysis, it should be noted that the profiling tool collects data while
monitoring performance counters, hardware interruptions, and operating system calls.
Profiling tools periodically interrupt the kernel of the operating system to record a new
sample and then the samples are stored in a ring buffer, generating overhead. perf

mitigates sampling overhead thereby enforcing sampling buffer locality when perf

creates one instance of the event on each CPU; then, the events are effectively measured
when that CPU executes each thread. All the samples are aggregated into a single output
file once all profiles are run. In the experiments conducted in here, the sampling mode
in perf was used to trace the FFD algorithm events in real-time; perf generated output
files of dozens of megabytes (for experiments with 2, 4, and 8 threads), as indicate in Table
3. This considerable big data size is because perf depends on the adopted frequency -
here, a rate of 4000 samples per second was used - in which events are recorded, resulting
in higher overhead and larger output files. However, gprof generates output files with
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hundreds of kilobytes - 768 KB, mainly because the output file contains a histogram of
program counter samples and the arc table.

Table 3: File sizes, indicated in megabytes (MB), generated by perf according to images
dimension and the developed OpenMP-based implementation using different number of
threads.

Image # Dimension Number of threads
1 Thread 2 Threads 4 Threads 8 Threads

1 256x256x35 9.65 10.23 12.24 25.41
2 256x256x120 12.40 13.16 18.91 28.74
3 256x256x70 11.08 11.83 13.02 27.53
4 256x256x70 17.74 18.48 22.31 25.42
5 256x256x70 36.32 32.37 61.61 25.45
6 256x256x120 8.61 8.92 9.84 25.63
7 256x256x70 9.16 9.45 25.53 33.02
8 256x256x70 7.85 8.23 11.33 30.56
9 256x256x70 12.04 12.51 15.92 30.22
10 256x256x120 24.07 25.04 31.32 50.58
11 256x256x70 18.44 19.14 25.81 52.37
12 256x256x70 12.91 13.60 14.64 31.66
13 256x256x120 20.51 21.20 33.58 46.05

In order to extract performance statistics and also record the arc in the call graph, the
collected data were analyzed. This graph represents information intuitively employing
a visual map from a collection of hierarchical data in order to quickly facilitate the
understanding of large amounts of collected data [40–42]. Call graph represents
time-consuming functions and the number of times the functions were invoked. By
analyzing the call graph sample of the image registration algorithm under study, the graph
shown in Fig. 2 was generated, which includes the time propagated for each function from
its descendants, and the number of times each function was called.

The built call graph displays the descendants as well as the caller of each function,
including the time propagated to each routine from its descendants. The significant entries
of the call graph profile are the entries depicted by means of gray numbered circles in
Fig. 2: the name of the caller function is represented by element 1; the percentage of the
runtime accounted by the algorithm’s function and its descendants is indicated by element
2; element 3 concerns the time regarding different meanings depending on whether it is
the primary function for that section, the function’s caller or descendant functions. In the
first case, time shows the time spent on the function during the execution of the algorithm.
In the second case, it indicates the amount of the first self-time function being propagated
to that caller, based on the percentage of calls to the primary function made by that caller.
Finally, for descendant functions, it represents the amount of that descendant function’s
self-time being propagated to the primary function based on the percentage of calls made
to that function by the primary function; element 4 regards the number of times that
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Figure 2: Call graph generated by perf representing the most often called functions in
the studied image registration algorithm.

function was called; and finally, element 5 is related to the accumulated percentage of time
running a function and propagated for each descendant function. All the information in
Fig. 2 refers to the primary function of the studied nonrigid image registration algorithm.

The built call graph is helpful in evaluating the algorithm’s performance and
identifying its bottlenecks. Taking full advantage of profiling tools requires to focus on
the analysis of the relevant parts of the algorithm execution, making the experiments
easier to understand. Profiling tools identified that the function reg_getEntropies

is responsible for 68% of the total running time (56.90 seconds), meaning that joint
histogram filling is the main time-consuming task within this function. The other costly
functions identified by the profiling tools were:

• reg_cubic_spline_getDeformationField3D, which generates the
deformation field: a lattice of equally spaced control points is defined over the
reference image using cubic B-splines;

• ResampleImage3D, which computes the value Is(T (x)) for every pixel x, or voxel
in 3D, inside the reference image. In this case, the computational complexity is
linearly dependent on the number of pixels/voxels in the reference image;

• UpdateParameters, which assesses the quality of a registration using a cost
function such as mutual information. In order to achieve the perfect registration
between two images, transformation parameters are optimized iteratively.
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The runtime was obtained by running the algorithm implementation fifty times and
calculating the average of the time elapsed, as reported by each profiling tool. In all
cases, the execution times for different runs of the implementation were remarkably
consistent. The time-consuming functions iterate a hundred times and making them
desirable parallelization targets. Based on the massive amount of work it performs, the
studied algorithm exhibits a high degree of parallelism, since the algorithm iterates until
convergence, aiming to ensure the best possible registration.

For the performance analysis of our parallel implementation, a benchmark problem
was defined, which was qualified to evaluate the performance in sequential as well as in
parallel execution. Then, we studied the effect of using a different number of physical
cores on the performance of the multi-threaded developed algorithm. For a fixed number
of cores, we used an equal number of threads for execution; that is, one thread for each
core. The costly function reg_getEntropies, was implemented using OpenMP.

All the experiments previously performed were repeated and then compared using
different degrees of parallelism: 1, 2, 4 and 8 threads. As shown in Fig. 3, the experiments
using the developed parallel OpenMP-based implementation revealed a considerably
reduction in the runtime of the non rigid image registration algorithm relatively to the
single-thread implementation. This confirmed that profiling tools could help programmers
quickly identify critical bottlenecks.

Fig. 4 depicts the performance gain of the parallel OpenMP-based implementation
of the nonrigid image registration algorithm under study scales almost exponentially, and
that the runtime of the parallel implementation achieved about seven times faster than the
single thread-based implementation. The parallel-based implementation used one thread
for each core for the execution.

5 Conclusions and future research

The need for parallelization is continuously increasing as almost all computing devices
have multi-core processors, the applications are becoming more and more complex
and demanding and the involved data is getting bigger and bigger. However, writing
parallel code is still one of the biggest challenges for many programmers, because of the
learning curve required for coding applications in parallel design, reaching a complete
understanding of advanced concepts relating to memory hierarchy and the optimal (and
shortest) data paths in computer systems. Among many efforts to reduce the burden of
parallel programming, we mainly focused on support from profiling tools. As our findings
suggest, profiling tools can be highly effective detecting and evaluating performance
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Figure 3: Proportionality of the time-consumption functions detected by the profiling
tools perf and gprof using the developed OpenMP-based implementation of the FFD
algorithm.
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Figure 4: Means and standard deviations of runtime spent for running the developed
OpenMP-based implementation of the FFD algorithm under study.
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bottleneck snippets in a nonrigid image registration algorithm based on FFD, providing a
low-impact method for gathering useful information.

The developed parallel OpenMP-based implementation was compared against
the corresponding single thread-based implementation in several experiments. The
parallelization of the costly functions of the FFD algorithm reduced the runtime by up
to 7 times compared to the single thread-based implementation.

In conclusion, the proposed parallelization based on profiling tools substantially
improved the runtime performance of the studied nonrigid image registration algorithm.
This will facilitate medical practitioners and researchers, who commonly rely on image
registration to label anatomical data, identify diseases, compare patient images or
image sequences and perform patient follow-up, which therefore, makes substantially
accelerated nonrigid image registration solutions accessible to a broader audience.

In future work, we will further develop the time-consuming functions already
detected in this study, which can be made more efficient, and further speedups should
be possible using more sophisticated data-parallel algorithms. We plan to optimize
them by using heterogeneous parallel computing platforms based on GPUs. Additional
challenges need to be addressed; for instance, the issue in shared memory systems of
protecting simultaneous data access in order to avoid data inconsistency and errors, load
balancing, and the efficient management of reading/writing data to massive data units.
These challenging elements are all critical for achieving efficiency and the maximum
performance possible in the underlying architecture.
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