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A B S T R A C T   

This review provides an update on Neurorepresentationalism, a theoretical framework that defines conscious 
experience as multimodal, situational survey and explains its neural basis from brain systems constructing best- 
guess representations of sensations originating in our environment and body (Pennartz, 2015). It posits that 
conscious experience is characterized by five essential hallmarks: (i) multimodal richness, (ii) situatedness and 
immersion, (iii) unity and integration, (iv) dynamics and stability, and (v) intentionality. Consciousness is 
furthermore proposed to have a biological function, framed by the contrast between reflexes and habits (not 
requiring consciousness) versus goal-directed, planned behavior (requiring multimodal, situational survey). 
Conscious experience is therefore understood as a sensorily rich, spatially encompassing representation of body 
and environment, while we nevertheless have the impression of experiencing external reality directly. Contri-
butions to understanding neural mechanisms underlying consciousness are derived from models for predictive 
processing, which are trained in an unsupervised manner, do not necessarily require overt action, and have been 
extended to deep neural networks. Even with predictive processing in place, however, the question remains why 
this type of neural network activity would give rise to phenomenal experience. Here, I propose to tackle the Hard 
Problem with the concept of multi-level representations which emergently give rise to multimodal, spatially wide 
superinferences corresponding to phenomenal experiences. Finally, Neurorepresentationalism is compared to 
other neural theories of consciousness, and its implications for defining indicators of consciousness in animals, 
artificial intelligence devices and immobile or unresponsive patients with disorders of consciousness are 
discussed.   

1. Introduction 

What is consciousness? An easy and straightforward attempt at a 
definition follows from the realization that we regain consciousness in 
the morning, after a good night’s sleep, and lose it again when we fall 
asleep at night. In the morning we wake up, perceive the world around 
us, realize that it is us who are experiencing this situation, start making 
decisions and engage in other mental activities such as imagery, plan-
ning and memory retrieval. However, terms like ‘waking up’, 
‘perceiving’ and ‘experience’ lead us straight into circularity, as their 
definition requires referral to the same phenomenon captured by ‘con-
sciousness’. Therefore, I will defer a definition to a later point in this 

review, except to emphasize the distinction between consciousness as a 
state and the content of conscious experience. In colloquial conversation, 
expressions like ‘he is conscious’ or ‘he is regaining consciousness’ refer 
to a particular brain state that stands in contrast to nonconscious states 
such as deep sleep, coma or anesthesia, and the third-person evidence 
for such expressions arises from behavioral signs and verbal reporting. 
In addition to brain state descriptions, other characterizations of 
conscious state can be offered (meta-intentional, phenomenal states, 
etc.), but these will not be explicitly considered here. Knowledge about 
being in a state of consciousness tells us little about what another person 
may be experiencing – the subjectively experienced (or phenomenal) 
content of consciousness. When a subject regaining consciousness opens 

Abbreviations: AI, Artificial Intelligence; DoCs, Disorders of consciousness; GDB, Goal-directed Behavior; IoC, Indicator of Consciousness; NCC, neural correlate of 
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his eyes and starts talking, we interpret his body language and verbal 
signs and can thus draw inferences about the subject’s experienced 
content – which is different from experiencing this content the way the 
subject does so directly. 

This review will primarily target the question how consciously 
experienced content arises in the brain, although the concept of ‘state’ 
will come to pass when scrutinizing neural mechanisms for generating 
conscious experience. I will first describe what can be considered ‘hall-
marks’ of conscious experience – phenomenal properties that are core 
characteristics or inalienable features, at least of consciousness in 
healthy human subjects. This will lead us to a more precise definition of 
conscious experience, including its delineation from related cognitive 
abilities. Over the past forty years a combination of empirical and 
theoretical neuroscience, psychology, philosophy and computational 
neuroscience led me to formulate a theory dubbed Neuro-
representationalism, and the main tenets of this theory will be concisely 
summarized. Briefly, the philosophical position of Representationalism 
usually (but not necessarily) attempts to reconcile the existence of 
sensory qualities (e.g. the redness of a tomato) in conscious experience 
with materialism – the notion that brain matter constitutes an ultimate 
ground for conscious sensations [2]. 

These qualities traditionally pose a problem for many materialist 
theories of mind in the sense that one can ask where they are localized in 
physical space [2]. For instance, when we experience an illusion such as 
Kanizsa’s triangle, it would be incorrect to state that closed triangular 
contours are physically on the paper in front of us. But it is equally 
incorrect to infer that the contours are literally present inside our brain 
(which contains neurons, glial cells, blood vessels etc.). So where is the 
quality of contour shape? Representationalism solves this dilemma by 
regarding sensory qualities as being components of representations, 
which can be veridical or unveridical. The contour is therefore a rep-
resented property of the represented object, which in this case is 
illusory. 

Representationalism, as known from philosophy, is not a brain-mind 
theory in the sense of a comprehensive framework explaining how 
representations might arise from neural activity patterns [3]. Even 
though it has often been placed in the school of reductive, or elimina-
tivist, materialism, it need not be reductive per se [2,4–6]. Indeed, the 
neurorepresentationalist view proposed here defends a non-reductive 
variant of representationalism, as it acknowledges the reality of quali-
tative aspects of phenomenal experience (as being unequal to properties 
of underlying neural substrates such as action potentials, molecules, cell 
membranes etc.). The adoption of the term ‘neurorepresentationalism’ 
to describe the theory is warranted nonetheless because it properly re-
flects that conscious experience can be understood as implying a 
particular kind of representation of the world and body. The term can 
thus be contrasted with opposing views, such as Direct (or Naive) Re-
alism or Integrated Information Theory IIT (see below). 

This general representationalist stance has been in search of poten-
tial neural substrates that may provide plausible mechanisms for 
generating the kind of representations we are conscious of. Neuro-
representationalism aims to fill the gap between the philosophical 
notion of (conscious) representation and its mechanistic underpinnings 
in the brain. I will briefly outline what Neurorepresentationalism is 
about and indicate how conscious representations differ from noncon-
scious information processing. Two cornerstones of the theory will be 
highlighted in particular: the function of consciousness in the light of 
biological evolution [1] (cf. [7]), and the principles by which basic 
computational operations of predictive processing (PP, see below) are 
postulated to be expandable to enable conscious representation. In 
passing, I will pay attention to the different modes of consciousness that 
can be distinguished: perception (conscious sensation, externally driven 
via sensor activations), imagery (internally driven experience, under 
considerable cognitive control) and dreaming (also internally driven, 
but with less cognitive control)[1]. 

Subsequently, we will consider how this theory offers an approach to 

tackle the Hard Problem, which has been set apart from ‘Easy Problems’ 
charting the neural mechanisms underlying tractable cognitive abilities 
such as working memory, attention or motor decisions. Even if these 
abilities can be well explained with conventional neural mechanisms, 
Chalmers has argued that we remain ‘stuck’ with the Hard Problem of 
explaining why all of these mechanisms would give rise to subjective 
experience [8]. Differences between Neurorepresentationalism and 
other neuroscientific theories of consciousness will be pointed out, 
focussing on Global Neuronal Workspace [9–11], Information Integra-
tion Theory [12–15] and Active Inference theories [16–19]. Finally, I 
will briefly review some of the implications of Neurorepresentationalism 
for our thinking about consciousness in patients suffering from disorders 
of consciousness (DoCs), animals and Artificial Intelligence (AI) devices. 

2. Hallmarks of conscious experience 

Which aspects or properties of conscious experience can be argued to 
constitute hallmarks of it? A description of hallmarks is considered 
significant because it will help us to circumscribe what we mean with 
terms like ‘conscious experience’. Previously I have argued [1] that five 
hallmarks can be distinguished, constituting core properties of conscious 
experience in healthy human beings. That is, in healthy situations these 
core properties will always be present, and thus form an inalienable set 
of aspects. Without them, conscious experience would become a radi-
cally different phenomenon from what we commonly regard as such. I 
will refrain here from presenting a long list of other, potential proper-
ties; some of these will be considered below and can be better charac-
terized as auxiliary properties, as they appear not to be inextricably 
linked to conscious experience in every modality or circumstance. 

If we wake up in the early morning, we find ourselves in a particular 
situation. For example, we are lying in bed, see the sunlight shimmering 
through the curtains, hear birds singing and feel bedsheets sliding across 
our skin. This situation exemplifies the multimodal richness of conscious 
experience: it is endowed with sensations in several, qualitatively 
distinct modalities (like vision, audition and touch; Table 1). Within a 

Table 1 
Neurorepresentationalism considers five properties of phenomenal experience 
in healthy individuals to constitute inalienable hallmarks of consciousness.  

Hallmark of conscious 
experience 

Explanation 

Multimodal richness Conscious experience is qualitative in nature, i.e., it is 
characterized by sensations in multiple distinct 
modalities (vision, audition, somatosensation, smell, 
taste, vestibular sense). These main modalities can be 
partitioned into submodalities (e.g., for vision: color, 
texture, shape, motion, etc.). 

Situatedness and 
immersion 

In a conscious state we find ourselves situated in a space 
that is usually characterized by certain objects in the 
foreground and other stimuli in the background. Our 
body is experienced as immersed in the situation, 
occupying a central position relative to the surroundings. 

Unity and integration Consciousness is not made up of different elemental 
experiences, but is unified or integrated in that we have 
only one single experience at any given time. Our senses 
work together to enable the construction of an 
undivided, multimodal, spatially encompassing 
representation. 

Dynamics and stability Conscious experience is continuously updated following 
changes in the external environment and our body. 
Despite this dynamic aspect and ubiquitous movement of 
the head, eyes and other body parts, stationary objects in 
the environment are experienced as stable. 

Intentionality The property that a carrier substrate of consciousness can 
generate signals that are interpreted as, and refer to, 
something other than itself (‘aboutness’). The brain’s 
ability to interpret its own neural activity patterns not 
only pertains to ambiguous stimuli, illusions or 
hallucinations, but is considered a general and 
fundamental hallmark of consciousness.  
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single modality, such as vision, we experience a richness of sub-
modalities like color, texture, shape and (visual) motion occurring in a 
spatial arrangement, experienced as happening before our eyes. This 
multimodal richness is considered a first hallmark of conscious experi-
ence. Philosophically, it is related to the notion of qualia, although this 
concept has come to be strongly connotated with qualitative ‘stand- 
alone’ or non-representational properties of objects, whereas multi-
modal richness is meant to be fully inclusive of the integration of mul-
tiple sensory qualities into represented scenes we perceive as objects 
against a background. 

The example of waking up also appeals to the notion of space, but 
rather than relying on the Newtonian concept of an empty and abstract 
space, this second hallmark of conscious experience can be character-
ized as the property of being situated: in a conscious state we find our-
selves in a situation typically filled with objects and other stimuli, 
discernible from the background and in a spatiotemporal context. Bodily 
sensations also partake in this situatedness, as we find our own body 
immersed in the situation. This means that there is no phenomenal dis-
tance between the subject and its environment: we are not ‘looking at’ 
our surroundings as if looking at a painting or other distal representa-
tion, but are situated in the middle of our subjectively experienced 
world. If we are looking at a painting in a museum, our conscious 
experience is not fully defined by the visual qualities of the painting, but 
also by the fact we assume a certain posture and position in space, as 
specified by proprioceptive, vestibular, tactile and other modalities. 

In our daily life we need not pay attention to all sensory modalities at 
the same time: attention (in several of its incarnations, such as top-down 
and bottom-up attention) is considered a function separate from basic 
conscious experience (cf. [20]), and serves to amplify or intensify 
certain streams of sensory processing at the expense of others. Thus, 
multimodal richness characterizes conscious experience not because all 
kinds of modality are experienced simultaneously and continuously in 
the foreground, in the spotlight of attention; instead, many are 
contributing less conspicuously in the background. That they never-
theless contribute to conscious experience is underwritten by the reali-
zation that our conscious experience focused on the sunlight through the 
window of our bedroom would be quite different if we would not be 
lying in bed but standing upright, elsewhere in the room. To remove a 
potential source of confusion, multimodal richness does not equate with 
the popular notion of (Bayesian) cue integration, which refers to the 
brain’s more basic ability to integrate sensory evidence on a stimulus 
and its properties from multiple sensory sources, relying on the notion of 
Bayesian inference [21–24]. For conscious experience, it is equally 
important to recognize the separation between, and distinctness of, 
modalities, a problem that has its historical roots in the Labeled-Lines 
hypothesis and the related problem of Modality Identification [1,25]. 

Next to the hallmarks of multimodal richness and situatedness-with- 
immersion, conscious experience is fundamentally characterized by 
unity. Visually, for instance, we do not experience two images origi-
nating from our eyes at once, but have an integrated, stereoscopic 
sensation. This unity is also apparent in the merging of sensations from 
different modalities into one integrated experience: when another per-
son speaks to us, our brains merge sound information with visual in-
formation about lip movements, resulting in a crossmodal integration as 
long as the time lags between audition and vision remain limited [26]. 
Because ‘integration’ has been figuring as a key concept also in some 
other consciousness theories (e.g. IIT; [13]), I will not go into this 
hallmark here at length, but rather acknowledge that its inclusion in a 
set of hallmarks is appropriate: in conscious experience, different sen-
sory input streams are unified into a single, situational experience. 
However, the hallmark of unity does not imply that the neural mecha-
nisms underlying it would be unitary as well. Most likely, there are 
different neural mechanisms at work in our brain to mediate different 
aspects of integration (monocular integration for stereoscopic vision, 
multisensory integration, feature binding, etcetera). Only the result of 
all of these operations is experienced as being integrated or unitary. 

Some theories of consciousness have also proposed perspectivalness 
as a property of conscious experience [27–30]. Indeed, visual experience 
is bound to a first-person perspective or point of view, depending on the 
orientation of our eyes and head relative to their surroundings. How-
ever, when we consider conscious experience as made up by sensations 
in many modalities, the notion of a singular perspective becomes less 
strong. While visual and auditory sensations might be argued to be set in 
a perspective originating from an ‘egocenter’ in the subject’s brain [27], 
the existence and location of such a center (a ‘cyclopean eye’ located 
frontally in the brain and along the midline) are much less obvious for 
modalities such as somatosensation, taste and the vestibular sense. If 
anything, the focal point of sensation seems to be centered on the 
average location of the sensors being stimulated, such as the tongue or 
oral cavity in the case of gustation. Because of this failure in generalizing 
perspectivalness to a broad range of senses, and the accompanying dif-
ficulties in denominating a common, physical ‘egocenter’ across all 
modalities, I refrain here from classifying first-person perspective as a 
necessary hallmark of conscious experience – as opposed to unity or 
integration, which is considered here to constitute the third hallmark. 

Fourth, conscious experience is characterized by a combination of 
dynamics and stability. ‘Dynamics’ refers to the phenomenon that our 
experience is continuously updated following changes in body posture, 
head orientation, eye positions, etcetera, as well as changes in the 
external environment surrounding us. In contrast, ‘stability’ refers to the 
steady positioning of objects in the world around us, as it appears to us in 
the face of the multifarious movements our body produces, affecting a 
panoply of sensors in our body, whether or not contributing to conscious 
experience. We perceive a vase with flowers as having a stable position 
on the table that is close to us, even if our eyes and head are moving, and 
even if we walk around that table. Apparently, neural systems contrib-
uting to conscious experience have the ability to take into account, and 
correct for, body and sensor motion while they represent external ob-
jects as being invariant and stable. And yet, simultaneously our expe-
rience is dynamically and smoothly adjusted as changes in the external 
environment, our visual viewpoint, body position and orientation are 
incorporated in it. 

A fifth hallmark is constituted by the concept of intentionality, in 
other words, the brain’s ability to interpret neural activity patterns as 
something else than themselves – something that is moreover repre-
sented as being outside the brain. Phenomenologically, this interpret-
ability is illustrated by ambiguous pictures such as the Necker Cube (as 
an example of perceptual ambiguity) or Jastrow’s duck-rabbit (exem-
plifying a cognitive or semantic ambiguity given the same sensory 
input). However, intentionality stretches far beyond such individual 
cases, including the multi-interpretability inherent to illusions, the non- 
veridical nature of hallucinations (in the face of a subject feeling that his 
non-veridical experience is ‘real’), and Gestalt compositions from which 
objects can suddenly ‘pop out’ and recognized semantically (e.g., a 
Dalmatian dog). In representationalist terms, the illusory feature is also 
referred to as a non-actual intentional content, whereas a real triangle in 
front of our eyes will have actual intentional content [2]. Arguably, 
intentionality is such a widely encompassing, fundamental hallmark of 
consciousness that a theory failing to address it cannot be classified as a 
complete theory of consciousness. Importantly, intentionality is equally 
at stake in unambiguous and ambiguous percepts. This implies that the 
intentional, world-modeling machinery of the brain is constantly at 
work for as long as we are awake or dreaming, even when we receive 
sensory inputs that do not rival for different interpretations. 

The five hallmarks listed above constitute essential core properties of 
conscious experience in healthy human beings, but it is of note that 
pathological cases may present deviations from this listing. Conscious-
ness continues to persist in patients with brain damage affecting specific 
modalities such vision, and for instance blindsight type II [31] results in 
basic sensations of ‘sensing the presence’ of something that cannot be 
seen. Thus, blindsight type II arguably presents us with an exception to 
the core property of situatedness and immersion, even though the 
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patient will experience situatedness and spatiality by way of other, 
intact modalities (proprioception, vestibular sense, sound, etc.). 

This diminished form of (visual) consciousness is rare and should not 
distract us from the phenomenology reported by healthy people. For the 
sake of completeness, it may be added that the notion of ‘self’ (and self- 
awareness) is not irrelevant to the present discussion, but can be 
regarded as a more highly developed form of consciousness (or meta- 
cognition) than the concept of consciousness as sensorily rich experi-
ence, presented here. 

3. Neurorepresentationalism: biological function and definition 
of consciousness 

The hallmarks raised above characterize conscious experience as a 
multimodally rich, integrated phenomenon, having the subject in the 
midst of a spatiotemporal situation that contains stably positioned ob-
jects, whilst at the same time accommodating dynamic bodily and 
externally induced changes. Herein intentionality acts as an overarching 
concept, enabling us to perceive and semantically interpret the myriad 
of sensory inputs in a specified and quasi-stable manner. Yet, before 
attempting to define consciousness more specifically, we must consider 
its potential relationships to various kinds of body movement. Here, it is 
crucial to distinguish fast and automated actions from more slowly 
prepared and deliberate actions. Reflexes serve as examples of fast, 
automated actions par excellence, as their execution does not generally 
require an involvement of brain systems involved in consciousness 
(Fig. 1). For instance, the knee-jerk reflex is mediated by a reflex arc 
running from stretch receptors in the patellar tendon, via dorsal root 
sensory neurons and motor neurons in the spinal cord, towards antag-
onistic flexor and extensor muscles in the thigh. Although higher brain 
centers can exert modulatory control over this reflex, it is usually 
executed automatically, as illustrated by the fact that this reflex is uti-
lized almost continuously during regular walking, without the subject 
being conscious of it. We tend to become conscious of the stimuli and 
sensory consequences of reflexes after they have been executed – such as 
becoming aware of the fly that approaches our face after reflexively 
closing our eyelids– but this leaves the argument of reflexes operating 
without awareness intact. In adults, the acquisition of novel stimulus- 
response associations generally takes place with some level of aware-
ness of both stimuli and motor responses, but when numerous repeti-
tions lead to automatization of behavior (also known as habit formation 

[32]), people become much less aware of these simple stimulus-response 
behaviors, making place for percepts or imagery of other items that draw 
our interest and attention. Thus, both reflexes and habitual 
stimulus-response behaviors are generally not or weakly coupled to 
conscious experience. 

This weak coupling stands in contrast to goal-directed behavior 
(GDB), which is defined as planned behavior based on the subject sus-
taining a representation of its goal before and during execution of the 
action pattern [33–36]. Although the concept of GDB has been oper-
ationalized by the encoding of action-outcome relationships and of 
knowledge of the action being causally required to obtain a desired 
outcome [36], it is closely akin to the concept of model-based learning 
[34,37]. In contrast to model-free learning, which corresponds to clas-
sical Reinforcement Learning (i.e., with a tracking and caching of 
reward value of stimuli and actions, and thereby tightly connected to 
habit formation), model-based learning is defined by the subject 
acquiring a causal model of its environment, including the causal re-
lationships between sensory-specific stimuli and rewards, thus going 
beyond the memorization of the reward value of stimuli and actions 
alone. Because neural systems for GDB allow for complex planning of 
subsequent actions in time, lined up towards reaching an end goal 
beyond the subject’s immediate temporal horizon, they have a greater 
temporal depth than reflexes or simple habits, and enable the subject to 
deliberate and improvise based on the subject’s current situation. 

This distinction, viz. between (i) reflexes and habits, and (ii) plan-
ned, goal-directed behavior, leads us to delineate a biological function of 
consciousness: conscious experience provides the subject with a best- 
guess survey (or perceptual ‘summary’) of its current situation, including 
its own body parameters relative to its environment [1]. From the need 
to generate a comprehensive survey, it follows that it must leverage all 
modalities relevant to subsequent complex decision-making, and must 
be spatially encompassing in order to permit inspection of all environ-
mental items that may affect subsequent actions. The deeper temporal 
horizon associated with planned behavior confronts the subject with a 
potential problem: which environmental or body parameters, events and 
objects become important for future action sequences is often unknown 
from one’s current vantage point. Hence, from a 
teleological-evolutionary viewpoint it is understandable that conscious 
experience is spatially ‘wide’ and encompasses not only the object of 
immediate attention, but also items making up the contextual back-
ground, at least in the form of ‘summary statistics’ [38]. 

Fig. 1. Three types of behavior with different degrees of 
association with conscious experience. Upper panel: for 
executing a withdrawal reflex when the hand is exposed to 
excessive heat, no conscious processing is postulated to be 
necessary; conscious processing occurs mostly after with-
drawal and is not needed for reflex execution. Middle 
panel: after prolonged training on bicycle riding, execution 
of knee extension or flexion movements becomes habitual 
and occurs largely outside awareness. Both reflexes and 
habits can be under voluntary control, but this is not 
postulated to be required for movement execution. Bottom 
panel: when a subject, facing a novel Y-maze junction, has 
to make a deliberate choice, goal-directed behavior comes 
into play. It is based on goal representation, knowledge of 
action-outcome relationships and action causality. In ani-
mals and humans, this planned behavior is postulated to 
depend on conscious experience, defined as rich multi-
modal survey of the subject’s environmental situation and 
body state.   
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Computationally, providing a near-continuous and dynamic update of 
one’s current multimodal, situational survey is heavier than is required 
for the automated execution of reflexes and habits, which can be readily 
activated from procedural memory [39]. That this is associated with 
longer reaction times than is the case for reflexes and habits – which 
renders consciousness particularly useful on a medium-to-fast time scale 
- is not considered a critical disadvantage, because the computations 
involving internal deliberations and planning also take considerable 
time (cf.[40]), and the long-term consequences in terms of organismal 
survival and reproduction - of GDB relative to reflexes and habits - weigh 
heavily as well. 

Several important qualifications are in place when defining the 
function of conscious experience as done here. First, ascribing a function 
to consciousness in a teleological, evolutionary sense – while acknowl-
edging the existence of qualitative properties of phenomenal experience 
– must not be confused with the philosophical position of (classic) 
functionalism. As originally proposed by Armstrong [41] and Lewis 
[42]; (see also [43]), functionalism posits that what we call ‘mind’ acts 
as a causal intermediate (or “occupant of a causal role” [42]) between 
input into a system and (behavioral) output generated from that system 
– a view akin to behaviorism. Classic functionalism rejects the concept of 
mental states as subjective feelings or qualitative experiences, but views 
them as states that are triggered by inputs and exert particular causal 
functions in our behavior. In contrast, Neurorepresentationalism puts 
subjective feelings or qualitative experiences at the center stage of 
consciousness, while recognizing that these can simultaneously subserve 
– but are different from – functions such as planning and execution of 
goal-directed behavior. In short, Neurorepresentationalism proposes 
that the subject benefits from its qualitatively rich, situational survey 
because this survey is informative about the state of the world and body 
in view of possibilities for subsequent action. 

Second, conscious experience does not equate with planned decision- 
making or GDB. We keep on having conscious experiences when dis-
engaging from planned behaviors, such as during daydreaming or sim-
ply staring out of the window. Such action-disengaged experience may 
serve to allow more free, associative or counterfactual deliberations, or 
may serve to anticipate on improvised behavior potentially arising in 
case of surprising stimuli, although this is more speculative. The key 
point here is that, even though we often associate the term ‘conscious’ 
with ‘decision-making’, ‘thinking’ and ‘deliberation’, the core function 
of consciousness is to provide a multimodal, situational survey that 
subserves subsequent decision-making [35]. This function is logically 
associated with a definition of conscious experience (which was bur-
geoning already): it is the multimodally rich, dynamic survey of the 
subject’s current situation, including his own body and functionally 
earmarked for planned behavioral and cognitive actions in the future. 

A third qualification is that planning and deliberation do not depend 
on having an update on one’s current situation alone. Episodic knowl-
edge of the immediate past, the semantic meaning of items in the 
environment, knowledge of their practical use, positive or negative 
reinforcement value, etcetera, are required for model-based planning as 
well [35,37]. Thus, it is mandatory that knowledge can be rapidly 
retrieved from declarative memory when facing a particular situation in 
which a complex, far-reaching decision is required. Previously it was 
proposed that systems for perception and declarative memory engage in 
bilateral interactions, with perceptual systems triggering semantic and 
episodic recall of information associated with the object of interest, 
whereas declarative memory recall supplements and enriches percepts 
with meaning, value and episodic context [35,44–46]. 

One may object to this definition of consciousness that the actual 
work that needs to be done providing decision-making systems in the 
brain is done by neurons, not separately by some sort of high-level 
process dubbed ‘consciousness’. This reflects a misunderstanding of 
neurorepresentational theory, arising from either dualistic or 
eliminative-materialistic background assumptions. Whereas classic 
dualism maintains a conceptual and causal distinction between a 

(conscious) mind and the brain, the stance adopted here is that the ‘hard 
work’ done by the relevant neuronal networks actually corresponds to 
conscious experience – not as a causal result of neuronal operations that 
precede consciousness in time, but corresponds to it immediately, with 
conscious experience being an emergent and supervenient phenomenon 
– without exerting any kind of top-down influence (cf. [47]). In contrast 
to eliminative materialism or related forms of strong reductionism [43, 
48–51], Neurorepresentationalism acknowledges phenomenal experi-
ence as real and existing, on an equal ontological footing with the 
electrophysiological mechanisms ultimately underlying it (see also 
below). Thus, consciousness is not an epiphenomenon relative to the 
functional operations carried out by neurons transforming sensory in-
puts into motor outputs. Rather, at least for higher vertebrates, it is 
postulated that consciousness is a main, high-level function of the un-
derlying neuronal networks. In other words, the job to be done by the 
neuronal networks is to realize phenomenal experience – not to merely 
act as occupant of a role causally transforming sensory input into 
behavioral output, but to generate conscious experience to the benefit of 
the subject’s subsequent action repertoire. That these systems also fulfill 
other functions during wakefulness or sleep – such as memory consoli-
dation – does not contradict that one of the main functions of these 
networks is to sustain consciousness. In fact, paradigms like predicting 
processing suggest that perception, learning and memory at the cortical 
level are inextricably intertwined (see below). Conscious experience 
helps the organism survive and reproduce, owing to the grand multi-
modal overview it provides for subsequent complex planning and 
actions. 

4. Neural mechanisms underlying conscious experience 

If we accept the definition of conscious experience as a multimodally 
rich, situational survey, how does it arise in relation to brain activity? 
Various schools in the philosophy of mind have dealt with this issue in 
very different ways. According to direct realism, for instance, it makes 
no sense to say that we would be perceiving, or looking at, representa-
tions, or ‘sense impressions’ [52,53] (cf. [35]). Direct realism holds that 
we do not see the world through a ‘veil’ of perception [54], but perceive 
physical objects directly. Akin to this, the sensorimotor contingency 
theory of O’Regan and Noë [55] and related enactivist accounts posit 
that consciousness exists by virtue of our bodily interactions with the 
world, conceiving the brain as a device for coupling sensory input to 
behavioral output. Qualitative phenomena we experience would arise 
from the rules by which motor actions govern changes in our sensory 
apparatus; seeing color is thus explained from knowing and mastering 
the pattern of sensory changes that will occur when one moves the eyes 
towards an object given the pattern of impinging sunlight. Despite the 
attention this line of thinking draws towards the long-neglected role of 
embodiment in consciousness, the account faces serious objections. To 
summarize these, it has been argued [1,35] that (i) conscious experience 
persists in the absence of overt motor activity (e.g. during paralysis, 
locked-in syndrome, rapid eye movement (REM) sleep and imagery) and 
(ii) qualitative experience can occur in a non-motor related manner (e.g. 
synesthesia), (iii) sensorimotor contingencies can be exerted through 
real-world interactions in the (very likely) absence of consciousness (e.g. 
in epileptic automatisms), and (iv) conscious experience can pertain to 
non-veridical objects or object properties (e.g. in illusions and halluci-
nations) the subject cannot physically interact with, because they are 
non-existent. One way of coping with these objections is to attempt to 
‘internalize’ action in that, for instance, mental acts of motor planning, 
imagery and top-down attention – relying on one’s life history of 
sensorimotor learning - are taking place to enable conscious experience 
[17,55,56]. Space does not permit us to review all arguments raised 
against this ‘internalized’ variant of sensorimotor contingency theory, 
except to mention the phenomenal feelings of amelia patients in limbs 
they never possessed (i.e., amelia is the condition of being born without 
arms and legs; [57]) and to recall empirical arguments for a dissociation 
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between top-down (or endogenous) attention and consciousness [1,20]. 
A crucial argument against Direct Realism has yet to be mentioned: 

no matter how perception exactly relates to brain activity, it is not 
feasible to elicit conscious percepts of the environment while bypassing 
peripheral sensors and connected afferent nerves (except by artificial 
means such as transcranial magnetic stimulation, TMS). Thus, one must 
account for the hard-wired delays in transmitting signals from the pe-
ripheral sensors to the brain, even though we have the feeling that we 
perceive events in the world, and our interactions with it, as happening 
‘directly’. Moreover, the generally accepted validity of the labeled-lines 
hypothesis, attributed to Müller [58], has misled some students of the 
brain to think that sensory modalities are identified peripherally (i.e. by 
the nature of the corresponding sensors and their connected nerve fi-
bers). The labeled-lines hypothesis does correctly posit that the nature of 
sensory modalities is associated with the nature of the peripheral sensor 
and its nerve fibers reaching the central nervous system, but defers the 
issue of modality identification to the brain. Briefly, adopting the brain’s 
viewpoint, its receptive cortical areas face the problem that they receive 
uniformly shaped action potentials via all afferent cranial nerves and 
ascending spinal cord pathways [25]. Given that the brain has no 
intrinsic anatomic knowledge of where its sensory afferents come from, 
it is tasked with drawing inferences about what causes the patterns of 
sensory input to arrive in the brain the way they do [25,59] – a 
conclusion already implicit in Helmholtz’ work [60]. This provides 
another, compelling motivation to explain conscious experience in terms 
of neural representations, with an important further qualification. 

Proponents of enactivist and sensorimotor accounts have correctly 
pointed out that conscious experience cannot consist of ‘pictures in the 
brain’ the subject would be looking at (e.g. [55]). Not only would this 
view mislead us into a kind of dualism in which we are resorting to an 
internal homunculus or spectator, it also belies our perceptual experi-
ence as pertaining directly to objects and events occurring outside our 
brains, and predominantly outside our body. However, (neuro)repre-
sentationalism is by no means committed to postulating ‘pictures in the 
brain’. Rather, the key distinction between the ‘vehicle’ and ‘content’ of 
representation (cf. [61]) leads to the clarification that the ‘vehicles’ 
(neural coding mechanisms, or carriers of information) are located in-
side the brain (specifically, the lower and higher sensory cortico-
thalamic areas involved in generating a multimodal, environmental 
survey), whereas the ‘content’ is experienced as happening outside the 
brain. It seems as if brain systems for conscious representation thus have 
the capacity to ‘project’ coded content into our body and/or the external 
world, but a more accurate account holds that there is no such projection 
(in the sense of information being transported from a site of origin to an 
external destination): the perception of our body and the external world 
are the result of the representational activity of the brain. Thus, 
perceiving things as being in the world is a consequence of the inten-
tionality inherent to our representational apparatus, situating, for 
instance, vegetables that we see not inside the brain, but outside. 
Similarly, illusory objects or object properties arise from representa-
tional mechanisms in the brain attempting to interpret ambiguous in-
formation, but are not literally present as images-in-the-brain. They are 
perceived outside our body and are represented as objects located in our 
external environment. Importantly, perceptual content resulting from 
internal modeling activity is delimited by the sensory evidence on offer, 
meaning that we do not see a full three-dimensional model of a car we 
pass by on the street, but just the in-depth representation of the surface 
of the car. 

The consequence is that we are not experiencing our external envi-
ronment directly, but experience a ‘virtual reality’ (cf. [29,62]). None-
theless, this experience feels real and direct to us because, at least in 
healthy people, the 3-dimensional, ‘holographic’ representation forged 
by the brain does in fact allow us to navigate through and act in the 
world efficiently, resulting in satisfaction of our basic homeostatic needs 
for food, drinks, sex, shelter, etcetera. That this ‘virtual reality’ simu-
lacrum can go awry is illustrated by brain disorders such as Anton’s and 

Charles Bonnet syndrome as well as schizophrenia. In Anton’s syndrome 
[63], for instance, patients suffering from blindness due to occipital 
cortical damage sustain visual hallucinations while denying that they 
are blind. Here, the misrepresentations synthesized by a partially func-
tioning system can strongly hamper effective navigation and 
goal-directed action to the extent that the life of a patient is endangered 
when acting purely on his own. 

A computational mechanism offering a primordial basis for the 
inferential construction of conscious representations is predictive pro-
cessing (PP; understood as a wider concept than predictive coding; [64, 
65], cf. [66,67]). As a theoretical framework, predictive processing can 
be traced back to Helmholtz’ work [68] which already characterized the 
brain as continuously generating an internal model of the environment. 
The model constantly generates predictions (or representations, in-
ferences, hypotheses) on the causes of sensory input, and particular units 
in the model serve to compare these predictions with actual sensory 
input, resulting in the computation of prediction errors that are used to 
draw better inferences and guide learning within the same model [65, 
69]. In Rao and Ballard’s classic model [69], PP is implemented by a 
‘low’ and ‘high’ layer of neurons (symbolizing primary visual cortex and 
a higher visual area), in which the high layer generates predictions 
about the sensory inputs arriving in the low layer. When sensory input 
enters this low layer, neural circuits compute the difference between this 
input and the high-level prediction (alternatively labeled ‘representa-
tion’), yielding an error signal that is subsequently transmitted to the 
high layer to infer a better prediction, and to induce synaptic modifi-
cations by which the network learns to improve its predictions. These 
and similar configurations have successfully simulated physiological 
properties of visual cortical neurons such as end-stopping in V1 [69], 
orientation selectivity [70] and mismatch negativity [71–73]. More 
recently, Dora et al. [74] expanded the prior two-layered architecture to 
four or more layers and scaled up neuron and synapse counts (Fig. 2), 
showing that higher model layers show increased stimulus selectivity, in 
agreement with electrophysiological recordings from high-level visual 
areas such as inferotemporal cortex [75]. Moreover, representational 
sparseness increased when ascending the model hierarchy, with a strong 
dependence on the strength of regularization factors (which generally 
result in a suppression of neural activity). In this model, the updating of 
neuronal activity values and synaptic weights followed neurobiological 
principles, as illustrated by a locally operating, Hebbian learning rule 
including a gating factor. Another recent development in PP has been to 
design a multisensory predictive architecture in which visual and tactile 
representations interact to generate cross-modal predictions. Real-world 
robots navigating a space with obstacles have been shown to achieve 
better place recognition using this MultiPredNet architecture as 
compared to state-of-the-art AI tools (i.e., variational autoencoders) 
[76]. These and other efforts to modify and expand PP models under-
score their functional versatility whilst operating in the domain of 
neurobiologically plausible computation. 

Despite the advances demonstrated by computational models of PP, 
some fundamental questions on its relevance for consciousness remain. 
Although physiological evidence for neural coding of prediction errors 
and predictive representations is mounting [72,77–80], it is largely 
unknown how PP may be implemented in neural circuitry. Various 
computational schemes in line with Fig. 2 have been proposed (e.g. [72, 
78]), but it has been argued, for instance, that - contradictory to most PP 
schemes - feedforward projections from superficial layers in low visual 
areas to higher areas transmit more information than merely errors (e.g. 
[81–84]. Alternative configurations have been proposed, for instance 
placing the computation of errors in higher areas and that of predictions 
in lower ones [85]). Alternatively, each visual cortical area – whether 
low or high, but with its own purview or specialization in spatiotem-
poral feature processing – can be conceptualized to compute both errors 
and predictions, and pass these on to other cortical areas, bidirectionally 
for both types of quantity (cf. [77]). A further question on the neural 
implementation of PP is how brain systems may arbitrate between 
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different representations pertaining to the same scene or object, such as 
in the case of ambiguous images, illusions or binocular rivalry. 
Conceivably, corticothalamic systems may generate competitive repre-
sentations that rival with one another for dominance before a repre-
sentational equilibrium and ‘choice’ is established. One possibility for 
implementing such a competition is that neural systems coding a 
particular representation-error loop possess attractor properties that 
may ‘win out’ over other, less powerful attractors coding alternative 
hypotheses (‘winner-take all’ principle; [25,86,87]). Another possibility 
holds that the output of the corticothalamic systems involved is collec-
tively transmitted to other areas, such as frontal areas and/or the basal 
ganglia, for selection of a perceptually dominant best-guess represen-
tation. More empirical and computational studies will be required to 
elucidate this issue of competing representations. 

5. Multi-level representations and the hard problem 

An even more fundamental question on PP, however, is why neural 
activity constituting this type of coding would give rise to consciousness 
in the first place. This directly confronts us with the Explanatory Gap 
[88] or the Hard Problem [8]. The Hard Problem revolves around the 
question why any sensory, motor, memory and other cognitive pro-
cessing in the brain should have to be accompanied by consciousness, 
while it is seems conceivable that all of this processing may as well 
proceed without consciousness or subjectivity. In addition, an alterna-
tive problem (the Real Problem of consciousness) has been phrased: how 
can the various properties of specific conscious experiences be explained 
from physical processes in the brain, sensory organs and other body 
parts? Thus, the Real Problem does not attempt to explain why and how 
there is consciousness in the universe in the first place, but seeks to 

explain why a particular experience is the way it is in terms of under-
lying brain-body processes [89]. Below, we will examine briefly what 
Neurorepresentationalism has to say about both problems. 

A key issue to consider is why purely numerical representations (e.g., 
firing-rate values) coded in lower or higher areas of PP models would 
empower the overall network to experience any qualitative, non- 
numerical properties. This is, inter alia, a problem not only for PP, but 
for all computational models making any claim about consciousness. 
Secondly, predictions are thought to be generated by many brain 
structures and multi-area systems – not only in the realm of cortico-
thalamic processing, but also in structures where lesions do not cause 
any clear-cut impairments of consciousness (e.g., cerebellum; supra-
chiasmatic nucleus and other hypothalamic and mesencephalic nuclei 
[1,90–92]). 

Somehow, it has remained tempting to think that the result of 
modality-specific computations must be ‘read out’ by some higher brain 
area to render it conscious. Yet, this idea is argued to be misguided 
because there is no single, homunculoid brain structure that is equipped 
to do the ‘reading’, ‘interpretation’ or ‘translation’ into a conscious 
percept. This can be inferred because any brain area, interconnected 
with others in a serially connected configuration, consists of neurons 
that generate firing patterns in just same way as the foregoing, afferent 
structures do, and a single neuron will not have the representational 
power to code anything as complex and rich as a conscious percept. An 
important clue to get past this stage of ‘serial thinking’ is provided by the 
structure and function of the cerebellum. Structurally, the cerebellum 
does not possess the multi-area hierarchical structure as has been 
identified for several sensory modalities in the neocortex [1]. Func-
tionally, the cerebellum is understood to subserve the gain control and 
plastic adjustment of fast-operating sensorimotor loops with limited 

Fig. 2. Construction of latent perceptual representations by predictive processing in scalable, multi-layer networks. On the left, a visual scene including a horse is 
processed by the retina, the result of which is projected onto an input area of a modeled visual cortical hierarchy. The transmission of signals from this input area to a 
second-level area depends on the comparison between the actual sensory input and a prediction emitted by this second-level area (cf. [69]). The subtraction 
operation results in an error (or surprise) signal, which is fed forward to the second area, higher in the cortical hierarchy. This area produces a representation that is 
considered ‘latent’ because an explicit depiction of the horse is no longer visible at this level. Nonetheless, in a trained network the representation will be passed in a 
top-down (feedback or recurrent) direction and will result in a prediction and input-image reconstruction (i.e., auto-encoding) once the feedback synapses to the 
input area have been passed. Output from the second area is transmitted as error in a feed-forward direction to a third area, which in turn sends predictions as 
feedback to the second level. Errors are utilized to improve both within-trial inference and across-trial learning. The architecture is scalable and can be expanded with 
more layers [74]. The output of higher layers can be used to classify different groups of stimuli, serving as a basis for semantic categorization and semantic memory 
(cf. [1]). In Neurorepresentationalism, predictive processing is considered a useful basis for developing computational approaches to consciousness, but no claim is 
made that the model as presented here produces conscious experience; essential properties of multimodal, situational survey are still lacking. 
Figure adapted from: [147]. 
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parametric scope, such as the vestibulo-ocular reflex [93]. Both the fast 
time scale and relative simplicity of the sensorimotor processes regu-
lated by the cerebellum differ from the function I have proposed above 
for conscious brain systems: to subserve complex decision-making and 
planning on a slower, intermediate-to-fast time scale by way of 
providing a multimodal, situational survey of the subject’s own situation. 

The conclusion from this cerebellar-neocortical comparison can be 
phrased as follows. Instead of serially adding more and more way sta-
tions attempting to explain how the ‘stage’ or ‘domain’ of consciousness 
may be reached according to a ‘horizontal’ (serial) conceptualization, it 
is more productive to think of consciousness as arising emergently in a 
‘vertical’ (multi-level) conceptualization. That is, the kinds of pre-
dictions the cerebellum may mediate are ‘small’ and spatiotemporally 
restricted in the sense that they pertain to a limited range of sensori-
motor parameters, whereas conscious representations are ‘big’ in the 
sense that they code many features simultaneously: in 3-dimensional 
space, in a multiplicity of (sub)modalities and cast in a temporally 
deep framework for subsequent use in planning and GDB (cf. [94]). 
Herein the ‘vertical’ conceptualization somewhat resembles David 
Marr’s notion of multiple levels of nervous system function [95](the 
level of hardware implementation; the level of algorithm and repre-
sentation, and the level of computational theory, defining the goals and 
strategy of the model; note, however, that Marr was not concerned with 
consciousness as a subject of study). 

More concretely, multi-level representations underlying conscious 
experience have been proposed to be constructed bottom-up by the level 
of: (i) single neurons, having the capacity to respond to single features; 
(ii) ensembles of neurons, forming small, within-area local networks 
capable of pattern coding within a single submodality (e.g. shape); (iii) 
unimodal metanetworks, which combine the hypotheses from lower- 
order ensembles into representations of objects considered within a 

single modality (e.g. all visual features making up a visual object) and 
(iv) multimodal metanetworks, integrating the information coded by 
unimodal metanetworks into multisensory object representations 
(Fig. 3)[1,96]. Different ensembles and metanetworks covering different 
locations of the environment and body must simultaneously collaborate 
to provide a spatial, situational survey in which both peripheral and 
central portions are registered. Given this spatial and multimodal inte-
gration, phenomenal experience is postulated to arise at this highest 
level of representation [1]. How integrative processes synthesizing 
high-level representations exactly operate is a subject for empirical, 
computational and theoretical investigation, although recent 
neural-network modeling studies and the empirical support for cue 
integration and cue separation may provide indications how to proceed 
[21,66,74,97–100]. 

To avoid confusion, the multi-level concept deployed here (Fig. 3) is 
a different one than the anatomical notion of ‘low’ and ‘high’ levels in 
the cortex, such as in the visual system. For instance, Jackendoff [101] 
argued that conscious experience would predominantly correlate with 
neural activity in intermediate levels of the (anatomical) visual hierar-
chy. In contrast, Neurorepresentationalism deploys its multi-level 
concept such that both low (e.g., V1) and high (e.g., inferotemporal) 
cortical areas can contribute to visual consciousness. For instance, in-
ferotemporal areas of the non-human primate brain, containing neurons 
with very wide receptive fields, likely contribute position-invariant 
shape information to a perceptual representation, whereas V1 neu-
rons, having small receptive fields, may contribute local visual details at 
a high resolution. Thus, conscious experience is considered the 
(phenomenological) result of a process of ‘superinference’ – a gigantic 
‘supercomputation’ comprising both low- and high-level representa-
tions, which simultaneously integrate across different modalities. 
Similarly, intermediate areas such as V2, V4, MT/V5 contribute to this 

Fig. 3. Functional organization of different levels of rep-
resentation in the construction of conscious experience. At 
the lowest levels of representation, single neurons are 
connected into local cell assemblies coding single-feature 
hypotheses by way of predicting-coding operations (e.g., 
on shape or motion in a particular subregion of the visual 
field; up- and downward arrows symbolize feedforward 
and feedback communication). These assembly-level hy-
potheses are subsumed under a larger (metanetwork-level) 
hypothesis on a visual object to which these individual 
features are attributed. These unimodal, metanetwork-level 
hypotheses are subsumed under a single sensory modality 
(e.g., vision), but are integrated into object representations 
specified in various relevant modalities (e.g. vision, audi-
tion, touch) at the multimodal metanetwork level. Simul-
taneously, information about other objects and background 
in the visual periphery is integrated at this level. 
Phenomenal experience is postulated to correspond to this 
highest level. Representations unfold simultaneously and 
emergently at different levels, and no causal-chain in-
teractions take place between levels. Importantly, the 
multi-level representational scheme presented here is 
different from the notion of ‘low’ versus ‘high’ levels within 
a modality-specific hierarchy, such as V1 versus infero-
temporal cortex in the visual cortical system; neither is it 
necessarily equivalent to the notions of aggregate levels or 
aggregate sizes in the central nervous system, because it 
may be implemented differently in e.g. invertebrate ner-
vous systems or artificial devices. 
Adapted from [1].   
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process with area-specific coding of visual attributes. 
The multi-level concept implies that conscious representations arise 

emergently from low-level neuronal configurations. This emergence is 
already envisioned to take place at the level of ensembles or small, local 
networks, as illustrated by the Hopfield model of auto-associative 
memory [102]. Thus, there is no serial-causal relationship in which 
consciousness temporally follows upon neural activity. Representations 
at multiple levels arise simultaneously, although it remains the case that 
high-level, conscious representation depends on low-level neuronal ac-
tivity (whereas the opposite is not true: neurons can exist without 
high-level, conscious representation). This type of relationship has been 
characterized as one of emergent correspondence [1]. This concept implies 
that both the micro-level of neurons, transmitters and spikes, and the 
level of phenomenal experience are existing and real, which character-
izes Neurorepresentationalism as a non-reductionistic form of 
materialism. 

Importantly, the highest, phenomenal level of multimodal, situa-
tional survey is devoid of, and has no need to invoke, a ‘spectator’ or 
‘self’ who does the watching. Phenomenal experience just ‘is’. The self 
and the related concept of self-awareness arise as a form of metacogni-
tion serving to explain the way we associate our diverse, subjective 
experiences with our body, our senses, our actions and our external, 
social world [1] (cf.[43,103]). A crucial aspect of the concept of emer-
gent correspondence is that it avoids any form of mental top-down 
causation. As indicated by Kim [47], a type of emergentism where 
mental activity exerts a causal influence on physical brain activity would 
run into the problem that the physical activity would also be governed 
by other factors in the physical domain, forcing one to suppose a dual 
causality, leading to overdetermination and a violation of the causal 
closure of the physical domain. Following Fig. 3, consciously experi-
enced sensations manifested at a high representational level automati-
cally correspond to low-level processes, obviating the need to suppose a 
‘mental influencing’ of neuronal operations. 

To further clarify the concept of multi-level representation, it may be 
useful to invoke some bad and good metaphors. First, a metaphor like 
the distinction between hardware (‘low level’) and software (‘high 
level’) would be misleading, because software comes down to the set of 
programmed instructions needed for computer operations – instructions 
which are by themselves devoid of experiential content. A better met-
aphor is given by a major newspaper like the New York Times, which 
can be said to exist across several different levels (a physical edition of 
paper and ink; a digital version stored on electromagnetic hard disks; the 
group of editors writing the contents of articles, and the newspaper 
considered at a conceptual, cultural level, regardless of the persons 
involved). A caveat accompanying this metaphor is that it presupposes 
the presence of an independent reader which, as noted, is absent within 
the conscious brain. A better metaphor may therefore be Gödel’s proof 
of his first incompleteness theorem [104], which is marked by infor-
mation coded both at the ‘low’ levels of numbers and the ‘higher’ level of 
typographic symbols. This higher level symbolizes that at least one 
statement in the logical system under scrutiny remains undecidable – 
which remains true even in the absence of an external observer [105]. 

The multi-level concept of consciousness offers a useful approach to 
tackle the Hard Problem – which is not to say that it easily ‘reveals’ a 
tangible, visible solution to it. If we confront ourselves with the stark gap 
between action potentials, neurotransmitter and neurons with phos-
pholipid membranes on the one hand, and subjective experience on the 
other hand, seeing a ‘direct connection’ between these seems an insur-
mountable problem. According to Neurorepresentationalism it is indeed 
impossible to visualize this transitioning from neurons to conscious 
experience, as the intermediate levels of representation are not acces-
sible to subjective experience. A potential critique of this approach holds 
a reasoning like the following: ‘I cannot imagine that seeing a red apple 
is actually based on the firing patterns of all those millions of neurons in 
my brain – for me, these two phenomena remain different and stand 
apart. The Hard Problem remains’. 

This counterargument precisely reflects the crux of the Hard Prob-
lem: it originates from the limitations of our own imagination, as our 
mental imagery has been thoroughly shaped by our previous phenom-
enal experiences, without us having access to lower levels of represen-
tation. In our autobiographical history, our neural systems supporting 
imagination have been trained on the basis of prior conscious experi-
ence, and so we never learned to ‘look under the hood’ of our imagi-
nation, to see the connection or transitioning from neurons, via larger 
and larger networks, to consciousness [1]. As compared to some major 
theories in physics – such as quantum mechanics or the Big Bang theory 
– this situation is not particularly exceptional, because we also cannot 
literally imagine clouds of uncertainty pertaining to the position or 
momentum of an elementary particle, or a Big Bang from which not only 
matter, but also space and time originated. Returning to Chalmers’ 
original argument on the Hard Problem, he referred to gamma oscilla-
tions in cortical systems, which around 1995 were still regarded as a 
potential neural correlate of consciousness. Chalmers pointed out that 
these oscillations fail to clarify why they should give rise to conscious 
experience. According to Neurorepresentationalism, however, it is 
impossible to see (or imagine) a direct connection between gamma os-
cillations and consciousness in the first place, because gamma oscilla-
tions are low-level neural phenomena, and if they would be essential to 
consciousness (as is probably not the case [1,106]), their correspon-
dence to phenomenal experience could only be understood by abstract 
reasoning along intermediate levels of representation. 

Despite this approach to tackle the Hard Problem, important ques-
tions on multi-level representations remain to be answered. What, for 
instance, constitutes a neural correlate of a multi-level representation 
coded in corticothalamic systems? What would be the smallest, minimal 
neural substrate capable of sustaining a simple, yet unitary conscious 
experience? To begin with the latter question, this can be referred to as 
the ‘consciousness-in-a-bottle’ problem (cf. [107]). Let us assume that 
an isolated, but otherwise intact, neural circuit is constructed in which 
V1 provides low-level, spatially detailed information to a high-level 
visual area such as MT/V5, causally required for conscious motion 
vision [108]. As is the case in vivo, the isolated circuit includes a pro-
jection from MT back to V1, but neither V1 nor MT has connections to 
any other cortical areas. Would this reduced V1-MT loop be able to 
sustain conscious motion vision? Neurorepresentationalism denies this 
possibility on the ground that this isolated circuit cannot solve the 
Modality Identification (MI) problem [25]: the circuit has no way of 
discriminating the processed information as pertaining to motion vision 
as opposed to other visual submodalities (e.g. color, shape, texture) or 
other main modalities. Therefore this system will not be capable of 
coding for distinct qualitative properties, the basis of which is provided 
by a multimodal topology in which each (sub)modality occupies a 
unique position – partly constituted by feature detectors that are unique 
to a submodality and partly by the correlational and predictive re-
lationships existing between (sub)modalities [1,25]. Thus, the minimal 
neural substrate for sustaining a unitary conscious experience is pre-
dicted to comprise more than one submodality, and experience will 
grow qualitatively richer and more differentiated once more (sub)mo-
dalities are included. Anatomically, this implies that not only bottom-up 
and top-down projections in sensory cortical hierarchies are deemed 
necessary for conscious experience, but also extensive lateral connectivity 
in the cortex and thalamus, that is, between brain areas that are each 
traditionally viewed as belonging to one particular sensory modality 
(Fig. 4). Evidence for such cross-modal connections is mounting [21, 
100,109–113]. 

Identifying ‘the’ neural correlate of consciousness (NCC) under this 
conceptualization is arguably a difficult but also simplified idea, because 
the conscious percept of e.g. visual motion will be co-dependent on 
representational activity in many connected cortical areas, the neurons 
of which should at least be active at baseline level (for a more detailed 
account involving firing rate- versus firing phase in relational coding, 
see [1,25]). However, it may be reasonably assumed that the postulated 
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multimodal topology is actively coded in corticothalamic systems, not 
by more basal, subcortical systems involved in maintaining basic vital 
functions such as breathing, blood pressure and osmotic control 
(mediated by e.g. hypothalamic and brainstem nuclei) or by the cere-
bellum or other structures where inflicted damage does not notably 
hamper consciousness (e.g. prefrontal cortex [1,114]). A topology of 
cortical systems, each characterized by a distinct hierarchical structure 
within a modality, but also by specific connections with other modal-
ities, may be conceived to be implemented primarily by sensory and 
higher associative cortical areas, but in addition efference copy and/or 
predictive signals from motor systems will be integrated in these inter-
digitating representational hierarchies: these are necessary for the sta-
bilization of our conscious ‘world view’ in the face of eye-, head- and 
body movements [115,116]. Even though this framework restricts the 
neural substrate of consciousness mainly to the sensory cortices and 
their intimately connected, integrative areas (e.g. parietal cortex; 
Fig. 4), it is clear that isolating a precisely anatomically localizable 
‘NCC’ would become problematic in practice. If this is the fate of any 
simplified NCC concept, so be it. Theoretically, identifying causal 
mechanisms underlying consciousness is much more interesting than 
identifying a (more loosely defined) correlate. 

Finally, it is worthwhile considering what Neurorepresentationalism 
has to say about the Real Problem of consciousness relative to the Hard 
Problem [89]. If we are able to advance on the Real Problem, this can be 
argued to help us forward in tackling the Hard Problem as well. The 
Hard Problem may be thought of as a more ambitious project that the 
Real Problem, but under a functional-teleological viewpoint, the two 
problems are arguably closely related. Because Neuro-
representationalism attributes a clear function to conscious experience, 
it offers to approach the Real Problem by explaining the various prop-
erties of conscious experience in terms of its biological-psychological 
functionality for the subject, which then logically connects to physical 

brain-body processes clarifying how this functionality may be realized. 
Neurorepresentationalism recognizes that conscious perception is 
deeply marked by qualitative properties such as smell, color, depth, 
shape, but also functionally characterizes these properties as reflecting 
the best possible representations of the corresponding properties of 
perceived objects for the subject planning to act in his world. 

For instance, if one accepts that a (healthy) conscious experience of 
an apple is characterized by both a specific view of the apple as well as 
the recognition of the identity of the object (belonging to the category of 
‘apple’), then we can next acknowledge the functionality of both prop-
erties: to identify the apple as a target for foraging behavior, we need to 
know what the object is (i.e., an apple, as something edible and tasty), 
but also to have a specific rendering of how the object is positioned 
relative to our head, arms and hands (to be able to grab the object 
efficiently). From this dual functionality, one may derive computational 
models bridging high-level representational properties to low-level 
hardware, such as neurons and plastic synapses. Recent work in our 
lab has indeed confirmed that a single, multi-layer predictive-coding 
model can realize both aspects (i.e., specific image and invariant object 
representation) within the same network. 

Now, the Hard Problem becomes approachable from the same 
functional viewpoint: regardless of precise contents and consciousness 
properties, consciousness ‘is there’ because it is functional to have a 
multimodal survey of our situation, rather than having a non-conscious, 
purely quantitative ‘blob of information’ that would be much less useful 
in helping us to navigate the world. In other words, if an organism lacks 
consciousness, it is still able to process information to the extent that 
individual stimuli can lead to reflexes or habitual actions, but a func-
tionality to represent a stimulus meaningfully within its environmental 
and multisensory context in an immediately graspable form would be 
lacking, and this will strongly hamper planned, goal-directed behaviors. 
If the appropriate representational machinery is present in the wakeful 

Fig. 4. Interconnected modality-specific 
cortical hierarchies, higher integrative areas 
and motor-related systems in frontal cortex. The 
visual cortical hierarchy (blue, bottom) is 
rendered in simplified form (based on [148]; 
LGN, lateral geniculate nucleus; VP, ventral 
posterior cortex; MT, middle temporal area or 
V5; IT, inferotemporal cortex). Evidence has 
been raised for hierarchical processing in other 
modalities as well (e.g. for audition: [149]; 
somatosensation: [150]; olfaction: [151]; see 
also [1]). This hierarchical structure is sym-
bolized by semitransparent copies of the visual 
hierarchy. Integrative, multimodal areas 
include the superior temporal sulcus (Sup. 
Temp. Sulcus), the parieto-occipital sulcus and 
temporo-parietal junction (TPJ). These areas 
form a subset of all cortical areas implicated in 
multisensory processing (see e.g., [21,152, 
153]). Lateral connectivity between modalities 
is symbolized by bicolored, bidirectional ar-
rows. Altogether, the interconnected unimodal 
hierarchies and higher integrative areas form 
the multimodal sensory network postulated to 
form the core substrate for conscious experi-
ence in mammalian brains. Executive and 
motor systems in frontal cortical areas are 
informed by the multimodal sensory network to 
guide decisions and actions, but are not 
considered essential for consciousness. In re-
turn, they provide efference copy signals and 
other feedback to shape predictions about sen-
sory consequences of actions. In this sense, the 
motor system functions as an additional 
modality.   
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brain, it follows that this active machinery will do its hypothesis- 
generating job at multiple levels of representation, regardless of the 
precise external or internal inputs into the system, so that some kind of 
conscious experience will be always generated in that state, regardless of 
its contents. In this sense, Neurorepresentationalism is reminiscent of 
other, teleological positions in the philosophy of mind [7]. In sum, the 
question of why and how there is consciousness in the universe in the 
first place, can be answered by saying that it is deeply functional to have 
it, whereas the alternative of having no consciousness at all would 
severely hamper complex planned behaviors, at least in biological 
creatures. 

6. Comparison to other neuroscientific theories 

How does Neurorepresentationalism compare to other neuroscience- 
based theories of consciousness? Space is lacking to address this com-
parison fully, so it will be limited to the main differences with three 
other theories: (i) Global Neuronal Workspace Theory (GNWT) [9–11], 
(ii) Integrated Information Theory (IIT; [12-15]) and (iii) Active Infer-
ence Theory (AIT; [16–19]). According to GNWT, primary and second-
ary sensory areas feed their information into a highly connected, central 
neural domain, from where it can be broadcast to reach other functional 
modules such as for working memory, emotional evaluation, motor 
decisions and attention. This central domain forms a ‘workspace’- an 
informational hub or marketplace - but in order for information to reach 
it, sensory signals (at first being ‘preconscious’) must pass a threshold of 
ignition that unleashes the broadcasting of activity – considered 
equivalent to reaching consciousness. When following the distinction 
between ‘phenomenal’ and ‘access’ consciousness [107](but see [1]), 
the workspace mechanism fits the notion of ‘access’ consciousness 
[117], as it is not particularly concerned with how phenomenal content 
arises bus focuses on the logistics of information distribution across 
neural systems operating on and using this content (e.g. for memoriza-
tion, motor decisions etc.). In line with Dennett’s deflationary perspec-
tive on phenomenal content [118], GNWT thus focuses on what happens 
with the information once (phenomenal) consciousness has been real-
ized (cf. [117]). This view markedly deviates from Neuro-
representationalism, which does acknowledge qualitative, multimodal 
properties as a hallmark of conscious experience, and does address how 
phenomenal content arises from the interplay of sensory inputs, pre-
dictive representations and efference copy. Previously, I have argued 
that computational network models of GNWT, based on reinforcement 
learning principles, have been successful in simulating cognitive pro-
cesses such as working memory and in solving cognitive paradigms such 
as the Stroop task [119], but are insufficient when it comes to credibly 
simulate conscious processing, that is, insufficient in explaining why the 
network model would yield consciousness as opposed to automated, 
non-conscious processing. Thus, this argumentation characterizes 
GNWT models as underconstrained [1]. Recently, Whyte and Smith 
[120] combined PP principles with GNWT, which may eventually bring 
GNWT closer to an explanation of phenomenal awareness. 

In contrast to GNWT, Integrated Information theory (IIT) does focus 
on explaining phenomenal consciousness and does so by postulating that 
consciousness equates with the cause-effect structure (neural, or other) 
having a maximum of integrated cause-effect power within a larger 
system. IIT is founded on the premise that conscious experience is both 
differentiated (with respect to other, alternative experiences) and inte-
grated (marking the unity of conscious experience as already referred to 
above). According to IIT, conscious experience is irreducible to non- 
interdependent components [121]. Mathematically, Integrated Infor-
mation is captured by Φ, which measures the conscious system’s irre-
ducibility with respect to the partitioning of system elements (for further 
details, see [12–15]). 

IIT deserves praise for its fundamental and audacious attempt to 
establish a quantitative basis for physical substrates of consciousness, 
but is also subject to various criticisms (e.g. [1,25,122,123]). One main 

line of critique holds that IIT is underconstrained, as integrated infor-
mation can reach considerable magnitudes in systems not considered to 
assume conscious states at all, such as cyclones, DVD players, or Van-
dermonde matrices marked by both differentiation and integration (also 
living human brains clinically labeled as ‘nonconscious’, such as in coma 
or anesthesia, should be considered by IIT to possess a certain degree of 
consciousness). IIT is defended against this critique by arguing that 
(partial) panpsychism is a tenable position [124]. This viewpoint implies 
that we may have been thinking too conservatively about which or-
ganisms or non-living objects in nature may possess a considerable de-
gree of consciousness. In return, however, this argument can be 
countered by the objection that IIT’s position leaves us no criteria to test 
which systems are conscious or not (except by measuring Φ itself, which 
is practically impossible); options for cross-examination and 
cross-validation are lacking. This makes IIT essentially untestable [125]. 

A further objection speaking against IIT is the lack of a ‘world- 
matching’ principle, which should apply at least to (conscious) 
perception. In healthy people, perception is usually coupled to efficient 
navigation through, and interactions with the external world, indicating 
that perceptual content reflects objects and properties of our environ-
ment in such a way that it can be used to satisfy evolutionarily drives for 
survival and reproduction. Because – in contrast to Neuro-
representationalism – IIT assumes that consciousness does not exert any 
function, percepts can be literally about anything, no matter how remote 
they are from our daily-life reality. Related to the lack of world- or 
reality-matching, integrated information is also devoid of intentionality, 
defined above as an overarching hallmark of conscious experience. 
Finally, IIT maintains that not only active, but also inactive neurons can 
contribute to conscious experience, which is assumed because these 
neurons help to specify what is not part of one’s current experience. 
However, inactive neurons are unable to transfer information about 
their state to other members of the larger network, and may therefore as 
well be eliminated from the network: the other neurons will remain 
unaffected by their removal anyway (the difference is not ‘noted’). This 
leaves IIT with a functional contradiction about the (un)importance of 
inactive neurons. 

How does Neurorepresentationalism hold up against the criticisms 
raised against IIT? The functional and architectural requirements of 
Neurorepresentationalism are more constrained and more strongly 
defined than for IIT, as Neurorepresentationalism relies on interlinked 
sensory hierarchies computing low- and high-level predictive repre-
sentations and accompanying errors, matching the specific bottom-up 
and top-down flows of cortical information (cf. [66,69,74,78]). Com-
bined with the requirements for cross-modal predictive activity, inclu-
sion of efference copy signals and upscaling to superinference levels 
(Figs. 3 and 4), this configuration is argued to be too specific to be found 
throughout nature, be it living of non-living (but see below for AI de-
vices). Thus, the required computations and architectures preclude 
panpsychism in Neurorepresentationalism, whilst not excluding a 
possible implementation in artificial computing hardware. At the same 
time, representations carry the signature of ‘best-guess’ hypotheses, 
which implies that they are about something, fulfilling the basic hall-
mark of intentionality because hypotheses by definition have an inter-
pretandum, or object on which the hypothesizing is centered. In 
practice, this means that conscious brain systems are constantly trying to 
infer what is ‘out there’ in the world (or the body) to explain the inputs 
impacting on our sense organs, and this inferential activity is internally 
construed to produce reality-matching, or in other words, producing a 
world model as accurately as possible. Thus, where IIT proposes Inte-
grated Information or Φ as core concept, the key principles in Neuro-
representationalism are given by its computational rules for learning 
and inferring latent, predictive representations, which emergently give 
rise to consciousness once they are sufficiently scaled up in both spatial 
and multimodal dimensions. 

Based on similar PP principles as deployed by Neuro-
representationalism, Active Inference has been proposed as a framework 
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for understanding action-based sensory processing and perception, 
ramifying into consciousness research (e.g., [16–19,116]). Different 
from Neurorepresentationalism, Active Inference postulates that overt 
actions are essential for sensory inputs to reach consciousness; there is 
no ‘seeing’ without ‘looking’. Actions such as eye movements are 
accompanied by predictions on their sensory consequences, and the 
novel sensory feedback elicited via action serves to reduce uncertainty in 
one’s internal world model, thereby making predictions more accurate. 
Given the above-mentioned critique that consciousness persists in the 
absence of overt motor movement, Active Inference takes on board the 
notion that actions can also be generated covertly, that is internally, by 
way of motor imagery (fictive movements) or directing endogenous 
attention [126]. Such covert actions bring Active Inference closer to 
Neurorepresentationalism, which does acknowledge that motor and 
attentional systems can influence conscious experience (including im-
agery), but that this influence is not necessary per se for experience to 
exist. 

Despite this kinship, at least some aspects of conscious experience 
appear to be hard to reconcile with a strong, mandatory requirement for 
motor action (e.g., synesthesia; phantom limb sensations in amelia; see 
above and [35]). Based on empirical findings, Neurorepresentationalism 
maintains a distinction between conscious experience on the one hand 
and (overt or covert) motor actions and attention on the other hand, as 
conscious experience is maintained in their absence [1,20]. Within the 
Active Inference framework, attention is associated with the expected 
precision applying to a particular sensory modality [127] and this 
obligatory one-to-one coupling of attention to expected precision is not 
found in Neurorepresentationalism. According to Neuro-
representationalism, (endogenous) attention is a high-level, cognitive 
factor having a more loosely defined relationship with conscious 
sensation: at least some conscious content persists in the absence of 
directed attention (such as information about the background or pe-
riphery of a perceived visual scene). Attention is understood here to 
intensify the processing of information about the object under focal 
scrutiny, but is thereby not a necessary prerequisite for consciousness 
(cf. [20]). 

Upon further scrutiny, other differences between Neuro-
representationalism and Active Inference become apparent: the two 
theories make contrasting predictions about the importance of baseline 
firing activity in early sensory cortices, functioning to maintain multi-
modal topologies (Neurorepresentationalism) versus to code residual 
errors (AIT). The technicalities of the arguments will not be reviewed in 
detail here. What is worth highlighting, though, is that Neuro-
representationalism proposes the concept of multi-level representations 
(and our subjective inability to imagine consciousness arising by 
emergent correspondence) as a way of tackling the Hard Problem, 
whereas in Active Inference it is yet unclear how (or why) action-based 
PP as such might give rise to a subjective phenomenology. In conclusion, 
despite their common dependence on PP principles, significant differ-
ences between Active Inference and Neurorepresentationalism can be 
noted, and to a great extent these can be addressed by neuroscientific 
experiments and clinical observations. 

7. Implications for animals, artificial intelligence and patients 
with disorders of consciousness 

Which implications does a neurorepresentationalist view have for 
our thinking about consciousness in animals, patients with DoCs and 
intelligent machines? To begin with animals, to which ethical consid-
erations of well-being and bioindustry are highly relevant, we have 
previously proposed a number of ‘Indicators of Consciousness’ (IoCs) 
which have been derived from Neurorepresentationalism and Intrinsic 
Consciousness Theory [128]. The key idea is that it is extremely difficult, 
if not impossible, to define hard-threshold criteria about a possible 
subjectivity in animals and that it is more fruitful to delineate less def-
inite IoCs which are linked to conscious experience, understood as 

multimodal, situational survey. When taken together, a given animal 
species can score positively or negatively (or inconclusively) on each of 
these IoCs, of which we have proposed six, yielding an overall estimate 
(along a graded scale) of how likely the species is to have consciousness. 
This approach is somewhat comparable to the Glasgow Coma Scale 
applied to patients with a compromised or uncertain consciousness 
status [129]. 

The first IoC is derived from the architectural and functional con-
straints in sustaining a neural structure for multimodal, spatially 
encompassing representations. In vertebrates, these constraints natu-
rally link to having a neocortex or similar structure – reciprocally con-
nected to a thalamic system - with a physiology resembling the human 
brain (displaying, for instance, deep sleep, REM and awake states as 
characterized by desynchronized EEG versus up- and down state activity 
of single neurons, etc.). This IoC is relatively difficult to apply to highly 
developed organisms with a central nervous system very different from 
vertebrates (e.g., in the octopus). Therefore, other IoCs must be 
deployed in addition. 

A second IoC considers whether or not the organism is capable of 
goal-directed behavior, planning and model-based learning (or neural 
correlates thereof; cf. [34,37,40,130]). If so, this again does not prove 
the presence of consciousness on its own, but – as postulated above - we 
may assume that these capacities greatly benefit from some degree of 
multimodal, situational survey, and therefore they can be regarded as an 
‘echo’ or behavioral trait suggestive of consciousness as an enabling 
mental ability. Leveraging on the situational and spatial aspects of 
conscious experience, the display of sophisticated visuospatial behaviors 
can be taken as a third IoC, or as a sign pointing to conscious experience, 
as a function enabling these behaviors. For instance, rats are normally 
capable of finding their way in complex maze environments, but 
decorticated subjects get easily trapped in mazes and even single alleys 
[131]. Similarly, the susceptibility to illusions and ambiguous stimuli, 
the presence of human-like psychometrics and metacognitive judgments 
in perceptual tasks, as well as behavioral manifestations of episodic 
memory have been proposed as a fourth, fifth and sixth IoC, respectively 
(cf. [132]). When integrating the scores on these IoCs for rodents and 
birds, it turns out that the overall scores clearly argue in favor of at least 
some degree of consciousness in the taxonomic order of rodentia and the 
class of birds [133]. 

In principle, these and similar IoCs can be extrapolated to computers 
and robots, however with the caveat that computers can be pre- 
programmed to exhibit particular goal-directed, visuospatial, plan-
ning, psychometric (etcetera) behaviors, and can nowadays rely on chip 
arrays that are many orders of magnitude faster than the speed at which 
neurons operate. In principle, AI devices could leverage this computing 
speed to generate complex behaviors like highly developed vertebrate 
species display, but without a necessity to appeal to consciousness. One 
way to deal with this computational inequality is to evaluate AI con-
sciousness not based on a quick, Turing-type of test (which might be 
solved by a preprogrammed and nonconscious system), but to study the 
AI’s ethology on the long run, paying particular attention to improvising 
behaviors in unfamiliar situations requiring novel planning [133]. 

Two examples may serve to clarify this stance on AI consciousness. 
First, the museum of Emerging Science and Innovation in Tokyo displays 
Honda’s robot Asimo [134], which is able to stage a technically 
advanced show of skills, including kicking a soccer ball into a goal 
placed in the museum’s arena. This could be taken as a goal-directed 
behavior, yet from repeated daily shows it becomes clear that the ro-
bot’s behavior is highly stereotyped (despite variations in soccer ball 
position relative to the goal, prompting adaptive sensorimotor adjust-
ments), and can be mediated by pre-programmed instructions without 
having to appeal to conscious representation. Thus, this situation calls 
for more tests in addition to using goal-directed behavior as an IoC for 
animals which, for instance, will take the ability to improvise in novel 
situations into account, because such improvising behaviors cannot be 
pre-programmed. This is not to say that improvising in novel situations 

C.M.A. Pennartz                                                                                                                                                                                                                                



Behavioural Brain Research 432 (2022) 113969

13

would be useless in studying animals, but rather that robots should be 
arguably subjected to more stringent scrutiny because of the option of 
pre-programming. 

Second, we consider the example of a group of Orcas collectively 
hunting for seals in an artic environment [135]. The display of complex 
visuospatial behaviors by which an Orca attempts to capture a seal that 
is trying to defend its position on an ice shelf – including its tail flips that 
generates waves in synchronized coordination with fellow Orcas – has 
been argued to provide a positive IoC because it necessitates precisely 
the kind of multimodally rich, situational survey outlined above [133]. 
In principle, also this kind of behavior could be mimicked by AI-driven 
robots, although an exact emulation will be hard to achieve in case 
improvisations coping with novel defense strategies of the seal would be 
required. When sufficiently fast and powerful, serially programmed 
computers or deep-learning networks may eventually be able to mimic 
even these complex improvising behaviors and meet other IoCs. This 
would then force us to admit that AI systems can meet all IoCs used to 
assess consciousness in animals, without having certainty that these 
systems are actually conscious in the same sense as meant for humans 
and other animal species. Apart from this caveat (that must, as a matter 
of course, accompany inferences from third-person evidence about 
consciousness in other beings than oneself), Neurorepresentationalism 
makes no assumption that would strictly prohibit consciousness from 
arising in AI systems, but it should be recalled that this permissiveness to 
multiple realizability does not entail an endorsement of (classic) func-
tionalism. Classic functionalism conforms to reductive and eliminative 
materialism, whereas Neurorepresentationalism does not aspire to 
reduce or eliminate qualitatively rich, phenomenal experience. 

Immobile patients with DoCs, however, confront us with a very 
different puzzle: they may largely lack the motor capacities to display 
overt behaviors, leaving clinicians with the limited option to estimate 
their consciousness by way of neural measures of the anatomical and 
physiological integrity of their brain. In addition to anatomical measures 
relying on e.g. MRI or DTI (diffusion tensor imaging) scans, physiolog-
ical measures can be used, such as burst-suppression activity in the 
spontaneous EEG [136], and EEG or EMG reactivity to sensory stimuli 
and verbal commands [137]. Inspired by IIT, a perturbational 
complexity index (PCI) has been introduced, reflecting the spatiotem-
poral complexity of the EEG wave pattern elicited by a TMS pulse 
applied locally to the cortex [138,139]. Rather than measuring the 
complexity or integrated information of subjective experience per se, 
PCI reflects the ability of excited cortical populations to propagate and 
reverberate wave activity through the recurrently connected network of 
the cortex (potentially involving subcortical feedback loops as well) – an 
ability that can be hampered by up- and down states such as during 
slow-wave sleep (cf. [140]). The neurorepresentational perspective en-
tails a different type of measure for DoC patients, which is more akin to 
the approach to instruct patients to generate yes/no answers via mental 
imagery [141]. Even though DoC patients may be completely immobi-
lized or locked-in, their conscious brains may still be susceptible to il-
lusions and ambiguous pictures, and the neural substrates for generating 
wakefulness-like psychometric responses, metacognitive judgment, vi-
suospatial behaviors, planning for GDB, and episodic memory may still 
be fully or partially intact. Assuming subjects are responsive to in-
structions from a clinician, they may be asked to engage in mental 
planning, episodic memory retrieval, etcetera, while recording brain 
activity changes via fMRI, scalp EEG or stereo-EEG (sEEG). Herein the 
range of mental activities can in principle be expanded beyond those 
studied in [141] because of their denomination as IoCs. For instance, 
presentations of illusions may be contrasted with unambiguous stimuli 
to leverage on the different fMRI laminar activation patterns identified 
in healthy persons (cf. [142]). With sufficient neural resolution – such as 
achieved in ensemble recordings and population decoding - represen-
tational measures of consciousness may be derived, meaning that not 
only the state, but also aspects of the content of conscious experience can 
be decoded. This overall approach to DoC patients has already been 

brought closer to clinical practice by the development of a 
brain-computer interface via which nearly locked-in amyotrophic lateral 
sclerosis (ALS) patients can communicate by operating a computer 
typing program [143](cf. [144,145]). Also the deployment of 
speech-decoding brain-computer interfaces connected to sensorimotor 
cortical motor areas is promising in this respect [146]. 

8. Conclusion 

Here we have reviewed the main tenets of a neuroscientific theory of 
consciousness – Neurorepresentationalism – which, as I have argued, 
provide a viable avenue for unraveling the neural basis of consciousness. 
Reasoning from five hallmarks of subjective experience – (i) multimodal 
richness, (ii) situatedness and immersion, (iii) unity, (iv) dynamics 
combined with stability, and (v) intentionality - Neuro-
representationalism defines conscious experience as a multimodal, 
situational survey of our situation, with our body immersed in it, sub-
serving planning of goal-directed behaviors and complex decision- 
making. On the one hand, the predictive-processing type of architec-
ture for computing perceptual inferences and errors offers a quantitative 
basis for the framework and makes this basis testable. The extension of a 
single, unimodal sensory hierarchy to a large-scale, multimodal topo-
logical structure provides the basis for building high-level representa-
tions, but it is also fair to say that this ‘superinferential’ aspect of the 
theory [96], as laid out across different representational levels (Fig. 3), 
needs further elaboration in theory, computational modeling and 
experiment. Yet, the connotated concept of emergent correspondence 
between low-level, neuronal and high-level, multimodal representation 
offers a useful handle on the Hard Problem of consciousness. 

As compared to a few other neural theories of consciousness, several 
strong or weaker dissimilarities are noted: with its focus on executive 
aspects of cognitive processing, GNWT is a very different type of theory 
than Neurorepresentationalism. Relative to IIT, major differences are 
apparent in the approach to neural mechanisms as well, with Neuro-
representationalism putting stronger functional requirements for 
conscious experience into place, with reality-matching constraints in 
perception. While PP principles form a shared basis with Active Infer-
ence Theory, this framework nonetheless diverges from Neuro-
reprentationalism, which does not attribute an essential role for motor 
behavior in consciousness. Neuroreprentationalism provides handles for 
assessing consciousness in animals, intelligent computers or robots, as 
well as unresponsive patients: it suggests a way to translate the first- 
person hallmarks of conscious experience into behaviorally observable 
or brain-based derivatives, such as the physiology of the waking- 
sleeping brain, goal-directed and visuospatial behaviors and suscepti-
bility to illusions. Additional IOCs appear to be required to estimate 
consciousness in AI devices, which may be enabled by fast computing 
capacities to carry out conscious-like behaviors in a preprogrammed 
fashion. In addition to established physiological brain markers to assess 
DoCs, Neuroreprentationalism suggests the development and testing of 
representational measures of consciousness, which focus on the decod-
ing of content of neural information as being specific to the awake, 
conscious state. 
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