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ABSTRACT 

When abnormal cells develop within the brain, a tumor is formed. Early 

tumor detection improves the likelihood of a patient's recovery. Compared to CT 

scan pictures, magnetic resonance imaging (MRI) is a trustworthy method for 

finding malignancies. In this project, we will use deep learning methods to detect 

tumors faster with higher accuracy using MRI images. Specifically, we will 

investigate the performance of transfer learning models based on convolutional 

neural networks (CNN) structures on the tumor detection problem. A machine 

learning approach called transfer learning uses a model already trained for the 

present task. The advantage of this technique is that we do not need to train the 

model from scratch, which will save time and increase accuracy. 

With the help of the Visual Geometry Group (VGG 16), Inception V3, and 

Resnet 50, this study attempts to identify brain tumors. It also uses a methodical 

approach for hyperparameter tuning to improve the trained models' accuracy. 

The main objective is to develop a practical approach for detecting brain tumors 

using MRIs to make quick, efficient, and precise decisions regarding the patients' 

conditions. Our suggested methodology is evaluated on the Kaggle dataset, 

taken from BRATS 2015 for brain tumor diagnosis using MRI images, including 

3700 MRI brain images, with 3300 showing tumors. The simulation results show 

that training the deep learning models could achieve an accuracy of 96.0% for 

VGG-16, 94% for Resnet50, and 90.7% for the InceptionV3 model. In order to 

improve the accuracy even further, Bayesian Optimization is leveraged as a 
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hyperparameter tuning technique to obtain the best set of parameters. We could 

achieve the accuracy of 97.5% for VGG-16, 95% for Resnet50, and 91.5% for 

InceptionV3.   

 

Keywords: Brain Tumor; Artificial Intelligence (AI); Transfer Learning; 

Convolutional Neural Network (CNN); Hyperparameter Tuning; Bayesian 

Optimization 
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CHAPTER ONE 

INTRODUCTION 

 

Brain tumor disease is one of adults and children's most perilous and fatal 

cancers. For effective treatment, brain tumors must be recognized and classified 

as early as possible. The diagnosis of a brain tumor is based on image data 

analysis of the images of the brain obtained by MRI, CT scan, and other images. 

The primary step in establishing the state of a patient with a brain tumor is an 

accurate interpretation of brain tumor pictures. Brain tumor detection is complex, 

and the situation becomes more challenging when no automated detection 

process exists. 

When tumor cells form in the human brain, the probability of significant 

mortality increases. Brain tumors are particularly unstable for twenty-five days 

due to the intricacy of tissues. The person's survival rate is often less than 12 

months if they are not treated adequately. More precise computer-based and 

automated tumor detection/diagnosis methods are necessary to comprehend and 

intervene in this actual situation. Several efforts have recently been made to 

investigate machine-learning techniques for automating this procedure. Magnetic 

Resonance Imaging (MRI) identifies abnormal tissues that must be treated. 

Because of the complexities and variety of tumor types, brain tumor detection is 

difficult. Image collection, organization, and analysis have become standard 

procedures, which makes it possible to use data-driven techniques for brain 

tumor identification. 
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Deep learning algorithm [9] is a branch of AI that provides excellent 

capabilities for the tumor detection problem when using data-driven methods. 

They utilize artificial neural networks to perform feature extraction [4] and 

classification. 

Reviewing the literature and research papers [9] shows that CNN models offer 

the best performance compared to other deep learning techniques. Therefore, 

our goal is to leverage the CNN models and work around them to improve their 

accuracy by using hyperparameter tuning.  

Literature Review 

Adel Kermi et al. [38] proposed an automatic brain cancer segmentation 

procedure in three-dimensional magnetic resonance imaging, utilizing similarity 

analyses of the brain and standard group. The image is preprocessed to reduce 

noise. The FBB method (Fast Bounding Box) is practical and unsupervised, 

automatically detecting tumors. The computation time for identifying and 

segmenting tumors is around five minutes [38], proposing an accuracy of almost 

96%. 

Anitha et al. [39] presented the K-means technique for classifying and 

detecting tumors. A two-tier approach uses the K-means technique to achieve 

successful segmentation and classification. The feature extraction [4] obtained 

after applying the discrete wavelet transforms is then used to learn the neural 

network's self-organizing map. The outcome filter factors are then known by the 

KNN neighbor and testing procedure, which is similarly done in two phases. They 
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have achieved almost 85% overall accuracy using the K-means technique. 

However, there is one issue with the K-means: it depends on the initial values, 

and we need to choose the K values manually. 

F.Milletrai [42] proposed a CNN-based model with an overall accuracy of 

91.3% for different types of brain tumors. A deep learning architecture based on 

2D convolutional neural networks was used to classify different types of brain 

tumors from MRI images. To improve the accuracy of the results, techniques 

such as data collection, data preprocessing, pre-modeling, model optimization, 

and hyperparameter tuning are used [42]. 

 

In [2], we investigated the performance of the VGG-16 model as a 

classifier, fine-tuner, and feature extractor. To improve the result, they used 

Bayesian optimization [2] to choose the optimal value of hyperparameters. VGG-

16 outperformed previously proven methods by leveraging a more than 97% test 

accuracy while requiring less training time. However, we will use the same setup 

for brain tumor detection problems in this project. 

 

R. Tamalarasi et al. [43] have leveraged the VGG-16 and Inception models 

for brain tumor detection. They achieved an overall accuracy of 92.8% and 

95.1%, respectively. This article uses image processing, max-pooling layer, 

transfer learning, and model optimization. The authors in [43] have employed the 

trial-and-error method to identify the ideal hyperparameters. 
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We will leverage VGG-16, Inception v3, and Resnet 50 [21] [20] models for 

this project's brain tumor detection problem by considering different transfer 

learning models from the literature survey. To enhance the accuracy of each 

model, we will incorporate Bayesian optimization to tune the hyperparameters 

systematically. 
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CHAPTER TWO 

SYSTEM MODEL DESCRIPTION 

Workflow 

Figure 1 shows the machine learning pipeline for brain tumor detection 

problem. In the first step, we import data and perform pre-processing using 

normalization techniques to remove the noise. 

 

 

 

Figure 1: Machine Learning Pipeline For Brain Tumor Detection Problem    

 

The second step is data augmentation, when we artificially increase the amount 

of data via strategies like reflection, scaling, and linear transformation. In the third 

step, we remove the undesirable markings and other small features from the MRI 
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images using the binary thresholding method. The fourth step is data 

segmentation where we mainly focus on obtaining the closed outlines of the brain 

image. The fifth step is feature extraction where we find the anomalies from the 

image using the gray level occurrence matrix (GLCM) method. The fifth step is to 

train and test the different pre-trained models (i.e., VGG-16, Resnet 30, Inception 

V3). The sixth step is to find the optimal parameters via Bayesian optimizer 

technique to improve the accuracy of the models. To evaluate the performance of 

each model, we leverage different evaluation metrics. 

 

2.1 Data Import and Pre-Processing 

Data import and pre-processing [30] is a technique that will transform the 

data into a precise format required by high-level processing, such as data 

augmentation. Due to this, therefore, images are quickly processed and can be 

used productively for machine learning models. For this project, we have scaled 

the images in the range of 0-255 pixels as the brain's contour is not segregated 

as a tumor. We also used the Gaussian blur filter [30] to remove noise in this 

project because it produces better results than the median filter technique and 

other techniques. The normalization technique crops the images and transforms 

them to the same scale range. 

Figure 2 represents a brain image that consists of a tumor and then shows 

the steps of the normalization technique, where the first step is fetching the 

original image. The second step is finding the most significant contour. The third 
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step is finding the extreme points. The last step is cropping the image with the 

help of the extreme point extracted from the previous step. 

 

 

Figure 2: Crop The Image Using The Normalization Technique 

Figure 3 shows the images with no tumor after applying the normalization 

technique, whereas Figure 4 shows the images with present tumor after the 

normalization technique. 

 

Figure 3: Image After Applying Normalization (Tumor Is Not Present) 
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Figure 4: Image After Applying Normalization (Tumor Is Present) 

 

2.2 Data Augmentation 

Data augmentation [10] is a process of artificially increasing the amount of 

data by generating new data points from existing data. Data augmentation [10] 

can artificially enhance the amount of data. Data augmentation [10] includes 

making minor adjustments to the data or creating new data points for the deep 

learning models. Gray scaling, reflection, gaussian blur, histogram equalization, 

translation, and linear transformations like rotation (0–10 degrees), shifts (0–180 

degrees), and flips (0–180 degrees) are the parts of data augmentation [10]. 

When limited training examples are available, data augmentation teaches the 

network the appropriate invariance and resilience qualities. This project uses 

grayscale scaling, reflection, cropping, and linear transformation techniques. 

Figure 5 depicts one of the original images from the dataset before the 

Augmentation process, whereas Figure 6 represents minor adjustments done to 
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the images after applying the techniques like transformation, cropping, and 

rotation. 

 

 

Figure 5: Original Image Before Augmentation Process 

 

Figure 6: Augmented Images 
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2.3 Image Pre-Processing 

Image preprocessing [13] is a significant aspect of any image-based 

application. Pre-processing prepares the image for higher-level processes such 

as segmentation and feature extraction during the preprocessing stage. 

Secondly, it removes the dates marked on the images, unnecessary marks, and 

other minute details from the image, which will affect tumor detection. Finally, the 

image quality is improved, and the noise will be removed  

The image pre-processing stage [13] aims to improve the image’s quality 

by suppressing unintentional distortions or enhancing some image features 

crucial for subsequent processing. First, we rescaled the photos and removed 

the noise from the pictures, and at last, we applied the Binary Thresholding [14] 

technique for this project. Figure 7 depicts the brain images which doesn’t 

contain the tumors after using the binary thresholding technique. The first set of 

images are transformed into the RGB variant, and the second set are presented 

in the dark variant. 
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Figure 7: Binary Thresholding Is Applied, And The Tumor Is Not Present 

 

Figure 8 depicts the brain images which contain the tumors after using the 

binary thresholding technique. The first set of images are transformed into the 

RGB variant, and the second set are presented in the dark variant. 
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Figure 8: Binary Thresholding Is Applied, And The Tumor Is Present 

 

2.4 Image Segmentation 

Image segmentation [10] is based on locating comparable objects inside an 

image and grouping them by calculating the photos that share the most 

similarities or dissimilarities. Generally, it separates components from the 

remainder of the images so they can be observed as objects. 

There are five types of image segmentation techniques, including 

thresholding, edge-based segmentation, region-based segmentation, watershed 

segmentation, cluster-based segmentation, and neural network segmentation. 

Alireza et al. [44] and Yu Jin [45] also published general image segmentation 

surveys focusing mainly on image segmentation with MRI images. After carefully 

reviewing the literature, the watershed algorithm [6][14] was selected to be used in 

this project as it offers lower computational time and provides closed contours of 

the brain images. 
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2.5 Feature Extraction 

Feature extraction [4] is a type of dimensionality reduction technique where 

many image pixels are represented so that crucial parts of the image are 

captured effectively. Feature extraction aims to find out the anomalies. As to 

classify the photos using a classifier that requires the mentioned characteristics 

to be trained, we must extract specific features from the images such as entropy, 

Root Mean Square (RMS), Smoothness, Skewness, Symmetry, Kurtosis, Mean, 

Texture, Variance, Centroid, Central Tendency, Inverse Difference Moment 

(IDM), Correlation, Energy, Homogeneity, Dissimilarity, Contrast, Shade, 

Prominence, Eccentricity, etc. 

Anne’s [47] paper surveyed feature extraction classes such as statistical, 

structural, model, and graph-based approaches. From the survey and other 

papers [48], the statistical approach shows promising results for the brain images. 

One of the best methods of the statistical approach is Gray Level Co-occurrence 

Matrix (GLCM) [47]. GLCM is a statistical technique for analyzing texture that 

considers the spatial arrangement of pixels. GLCM shows better performance 

where surfaces are separated easily [47]. 

Moreover, when processing images, the GLCM-based approach offers an 

acceptable performance in terms of processing time and complexity [48].  We will 

leverage GLCM as the feature extraction method in this project. 
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2.6 Training and Testing 

The aim is to split the data set into training and testing groups. Whenever 

we are slicing the data set into training and testing, we need to take care of the 

following conditions: 

• The data collection must be big enough to train a good model with high 

accuracy. 

• Choose a test set that shares no attributes with the training set. 

Both characteristics mentioned above are met for this project, and we aim to 

develop a model that applies well to the new data. In this project, we split the 

dataset into 80%, 10 %, and 10% for training, testing, and validation, 

respectively. This slicing has been carried out after reviewing the literature [13-17]. 

We will also leverage VGG16, ResNet50, and Inception v3 as training models in 

our project. After the model has been trained, we will verify and fine-tune the 

parameters before testing the model on the test dataset.  
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CHAPTER THREE  

DEEP LEARNING 

 

Deep learning [21][5] is a subfield of machine learning where the algorithms 

are guided like the structure of the human brain and are based on the foundation 

of neural networks (NN). NN takes in data, educates itself to identify patterns, 

and then forecasts the results for comparable fresh data collection. One of the 

main applications of deep learning models is to leverage them for classification 

problems. In general, classification models are classified into two categories: 

discriminative models based on classical learning, such as support vector 

machines (SVM) and random forests (RF), and the second category is neural 

network-based classifiers [42]. Our focus in this project will be on CNN models, 

which are variant of deep learning-based networks. Convolutional neural 

networks handle complex data for face identification, picture classification, and 

other image-related tasks. CNN is a unique 3D structure with a unique NN 

extracts vital features and then utilizes those features to categorize the image. 

The convolutional layer serves as the foundation of a CNN architecture. Figure 9 

replicates the Single Layer CNN architecture; the CNN consists of the other 

layers; the first one is the input layer which will take the raw pixel value of the 

input image as input. The second layer is the convolutional layer; the 

convolutional layer learns visual characteristics from tiny input data squares, 

preserving the link between pixels. The performance of operations like edge 

detection, blur, and sharpening is feasible by applying filters to the convolution of 
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a picture. The third layer is the activation layer which will produce a single output 

based on the weighted sum of inputs. The fourth layer is the pooling layer; when 

the images are enormous, the pooling layer will reduce the number of 

parameters. Spatial pooling can be of different types, such as max pooling, which 

will take the most prominent element; average pooling, which will take the 

average of the elements present in the feature map and last one is sum pooling 

which will take the summation of the elements. The output matrix from the 

pooling layer is converted into a vector at the final convolutional layer using fully 

linked layers.  The main advantage of CNN models is their high accuracy, as well 

as the minimal level of image pre-processing required for the training data. There 

are some drawbacks for the CNN models which includes the need for a large 

training dataset. 

 

 

Figure 9: Single Layer CNN 
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3.2 Transfer Learning 

Transfer learning [20] is the process of transferring as much information as 

possible from one task of the model to the current task. With transfer learning, a 

computer can use its understanding of one activity to better generalize about 

another. Transfer learning is primarily used in computer vision, and natural 

language processing tasks like sentiment analysis require massive computational 

power. Transfer learning [20] offers several advantages, but its key benefits 

include reducing training time, improving neural network performance (in most 

circumstances), and not requiring much training data. 

 

3.2.1 VGG-16 

VGG 16 is a model which consists of a 16-layer CNN model. VGG-16 is 

still considered one of the best and most effective models for detection and 

classification. Figure 10 represents a standard VGG 16 architecture. With a 3 * 3 

kernel size, ConvNet layers is the main focus of the VGG 16 model architecture. 

The value of this model is that it can be downloaded for free from the internet and 

used in systems and apps. It distinguishes itself from other developed models by 

being straightforward. The minimum input picture size that this CNN model 

supports is 224 * 224 pixels with three channels. Optimization algorithms are 

employed in neural networks to assess whether a neuron needs to be activated 

by calculating the weighted total of the input. Artificial neural network input gains 

nonlinearity from the input layer and activation function, enabling it to learn and 

carry out challenging tasks. 

https://builtin.com/data-science/introduction-nlp
https://builtin.com/data-science/introduction-nlp
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Figure 10: VGG-16 Architecture 

 

3.2.2 Resnet-50 

Resnet50 is a 50-layer CNN model; out of 50 layers, 48 are Convolutional 

layers, one is the max pool layer, and one is the intermediate pool layer. The 

primitive version was Resnet 34, which consists of only 34 layers. Each 

convolutional network in the primary network featured 3*3 filters and was based 

on the VGG neural network (VGG-16 and VGG-19).  

Figure 11 represents the Resnet50 architecture where (a) represents the 

stem block, (b) represents Stage-1 Block 1, (c) represents Stage-1 Block 2, and 

(d) is fully connected block. The ResNet architecture follows two basic design 

ideas. First, regardless of the output feature map's size, each layer has the same 
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filters. Second, it contains twice as many filters to preserve each layer's temporal 

complexity if the feature map's size is reduced by half.  

 

 

 

Figure 11: Resnet 50 Architecture 

3.2.3 Inception V3 

Inception was introduced and developed by Google Net in 2014, trained 

on the ImageNet database. Inception was a pre-trained CNN model of 22 layers, 

including 5M parameters with a kernel (filter) dimension of 1×1, 3×3, and 5×5 to 
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capture handcrafted features at different scales, including the max-pooling layer. 

Filters with 1x1 kernels conserve computation time while having a less adverse 

impact on network performance. Google upgraded the Inception network later in 

2015 to Inception-v3, where Conv layers are rescaled to decrease with 

hyperparameters. Inception-v3 is a 48-layer deep neural network; the inception-

v3 network requires an input image of dimension 299×299. Figure 12 shows the 

basic architecture of the Inceptionv3 model. The model comprises symmetric and 

asymmetric building blocks, including convolutions, average pooling, max 

pooling, dropouts, and fully connected layers. The model uses the batch norm, 

which is also applied to the activation inputs. SoftMax is used to calculate the 

output probabilities. 

 

 

Figure 12: Inception V3 Architecture 
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3.3 Hyperparameter Tuning 

Hyperparameter tuning determines a set of optimum hyperparameter 

values for a machine learning algorithm and then applies this adjusted algorithm 

to any data collection. Hyperparameter adjustment is essential as they govern a 

machine learning model's accuracy. Different hyperparameters can be configured 

for every machine-learning model. During training, a model starts with random 

parameter values and modifies them as needed. We define different parameters 

for tuning the deep learning-based models, such as the batch size; the network's 

architecture (number of neurons and number of layers), dropout rate, loss model, 

etc. There are promising methods to tune the parameters, such as Manual 

Search, Grid Search, Bayes Optimization, etc. In this project, we will leverage 

Bayesian optimization [2] as the tuning method. 

Bayesian Optimization consists of three core components; the first one 

is choosing the search space, the second is the objective function, and the third 

is the acquisition function. The objective function simply takes in a set of 

hyperparameters and outputs a score that indicates how well a set of 

hyperparameters performs on the validation set. The acquisition function 

estimates the objective function, which can be used to direct future sampling. 

The acquisition function is the one by which the current posterior is used to select 

the sample from the search space and the chosen point is those with the 

optimum value of acquisition function. The main difference between the 

acquisition and objective technique is that the acquisition function will guide how 
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the parameter space should be explored. However, the objective function will 

move towards the optimal parameter values. 

Bayesian Optimization can be summarized as follows; firstly, select the sample 

by optimizing the acquisition function. Secondly, evaluate the sample with the 

objective function. Thirdly, update the hyperparameter values using the 

acquisition function.  
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CHAPTER FOUR  

EVALUATION 

 

4.1 Dataset 

The dataset we used for the brain tumor detection problem is available on 

Kaggle [22]. This dataset contains almost 3700 JPEG files from BRATS 2015, of 

which 3300 images have the tumor. We need to take care of the following 

conditions while slicing the data set into training and testing: 

• Data set should be large enough to yield meaningful results. 

• Don’t pick the test set with different traits than the training set. 

The slicing has been done after considering the above two conditions as well 

as referring to the numerous research papers [13-17]. We have divided the data 

into three sets, including 80%, 10 %, and 10% for training, testing, and validation 

sets, respectively. [17]  

 

4.2 System Configuration 

Hardware Requirement 

● Memory: 4 GB RAM (minimum) 

● NVIDIA GeForce GTX 970/AMD Radeon RX480/ Apple M1 Chip 

● CPU: Intel Core i5 or above 

● OS: Linux, Windows, Mac OS. 
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Software and Language Requirement 

Google Colab 

Google Colab is a cloud-based platform which provides vital GPU resources for 

Machine-Learning projects. We have used the google colab for this project to 

perform the computations. 

 

Python 

Python is a widely used programming language in which offers numerous benefits 

such as platform independence, flexibility, wide community, and rich library. 

Libraries used in this project include NumPy, TensorFlow, cv2, Keras, PyTorch, 

plotly, shutil, itertools, imutils, matplotlib. 

 

4.3 Evaluation Metrics 

Evaluation metrics are used to gauge how well a statistical or machine-

learning model performs. We will use a confusion matrix to summarize the 

model's overall performance. 

 

Confusion Matrix: 

The confusion matrix gives a more insightful picture of a predictive model's 

performance, showing which classes are forecasted correctly or erroneously. 

Figure 13 shows how the four-categorization metrics (i.e., TP, FP, FN, and TN) 

are produced and how our predicted values compare to the actual prediction 

values. 
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Figure 13: Confusion Matrix Overview 

 

● Accuracy:  Accuracy is the number of correct predictions divided by the 

total number of predictions. 

𝐴𝐶𝐶 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

● Precision is defined as the number of true positives divided by the 

summation of true and false positives. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

● Recall or Sensitivity is the data's ratio of true positives to total (actual) 

positives. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑝

𝑇𝑃 + 𝐹𝑁
 

 

● F1 Score is the harmonic mean of precision and recall. 
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𝐹1 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

4.4 Simulation Result 

Figure 14 and Figure 15 present the training and validation accuracy of 

VGG-16 and the training and validation loss of VGG16, respectively. The training 

accuracy graph indicates that the Area Under Curve (AUC) is not constant and 

becomes increasingly non-linear as the number of epochs are increased. The 

validation accuracy of AUC in VGG16 achieved 96.00%, and the training 

accuracy is 97.5%. 

 

Figure 14: Training And Validation Accuracy Of VGG16 
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Figure 15: Training And Validation Loss Of VGG-16 

 

Similarly, once the epochs are increasing, AUC for the training loss and 

validation loss are decreased. Moreover, after 50 epochs the validation loss and 

training loss converge to the final value. This shows that the model has been 

trained properly. 

 

Table 1 illustrates how each model performed before applying the 

hyperparameter tuning approach. Reviewing the results indicate that we 

achieved 96.0% accuracy via VGG16, 94% via Resnet 50, and 90.7% via 

Inception V3 models. We have also presented the results using different 

evaluation metrics such as precision, recall, and F1 score. 
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Table 1: Comparison Of The Models (Before Hyperparameter Tuning) 

 VGG 16  Resnet50 Inception V3 

Training Accuracy 0.96 0.94 0.907 

Test Accuracy 0.93 0.90 0.89 

Precision 0.9 0.8 0.9 

Recall 0.95 0.8 0.9 

F1 Score 0.9  0.82 0.9 

 

Table 2 shows the accuracy of different models using the best set of 

hyperparameters such as learning rate, number of dense layers, convolutional 

filters, type of activation function, and type of optimizer obtained by the Bayesian 

Optimization technique. Interestingly, after applying the hyperparameter tuning, 

the accuracy of VGG-16 model was improved to 97.5%. This clearly shows how 

implementing a systematic tuning technique can further improve the initial results 

for the tumor detection problem. 

 

Table 2: Comparison Of The Models (After Hyperparameter Tuning) 

 VGG-16 Resnet50 Inception V3 

Accuracy 97.5% 95% 91.5% 

Learning Rate 0.00146 0.00146 0.00142 

Convolutional Filters 5 4 10 

Dense Layer 1 2 1 

Drop-Out Rate 0.2 0.3 0.5 
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Activation Relu Relu, swish, and 

SoftMax 

Relu and SoftMax 

Optimizer Adam RMSProp Adamax 
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CHAPTER FIVE 

CONCLUSION 

 

In this project, we used three pre-trained CNN models, i.e., VGG-16, 

Resnet 50, and Inception V3, for tumor detection problem. We leveraged the 

Kaggle dataset taken from BRATS 2015 for training the models. The simulation 

results indicate that applying a systematic hyperparameter tuning technique, i.e., 

Bayesian optimization, can improve the accuracy results even further for the 

transfer learning models. We obtained the optimal values for different set of 

hyperparameters such as learning rate, number of dense layers, convolutional 

filters, type of activation function, and type of optimizer. Moreover, VGG-16 

model provided the highest detection accuracy, i.e., 97.5%, after applying the 

hyperparameter tuning. Results also indicated that using transfer learning models 

can be promising solution for brain tumor detection problem. 
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