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Abstract 
The accuracy of the functioning of modern neural networks both in the reproduction 

mode and in the learning mode remains insufficient for many practical tasks, therefore 

it is expedient to create new methods and algorithms for processing signals and data in 

neural environments. The purpose of the work is to create a pattern recognition method 

based on modified differential Hebb learning to increase the accuracy of the 

functioning of modern neural networks both in the playback mode and in the learning 

mode. Modifications of the correlation method of face detection were developed, 

which made it possible to reduce the total classification error by more than two times. 

A scheme of the parallel process of face recognition based on 2D and 3D images by 

the appropriate algorithm is proposed. 
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1 Introduction 

When solving a number of problems, such 

as digital image processing, pattern 

recognition, meteorological data processing, 

etc., results must be obtained in real time. 

Significant progress has been made in the use 

of neural network technologies in scientific 

research, business, aviation, customs, etc. 

In this work, the goal is to develop a neural 

network system for recognizing facial 

features. 

The conducted analysis of the current state 

of neural network technologies allows us to 

formulate the conclusion that the feasibility of 

using a specific type of neural network (NM) 

should be determined based on a comparison 

of network characteristics with the conditions 

of the applied problem [1]. The specified 

characteristics and conditions include [2]: 

training data parameters; general limitations 

of the learning process; requirements for 

computing power; requirements for source 

information; limitations of the technical 
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implementation of the neural network (NM); 

scope of application. 

An artificial neuron is the basic module of 

neural networks. It simulates the main 

functions of a natural neuron [3]. 

When functioning, a neuron 

simultaneously receives many input signals. 

Each input has its own synaptic weight that 

gives the input the influence it needs for the 

adder function of the processing element. 

Weights are a measure of the strength of input 

connections and model various synaptic 

strengths of biological neurons. 

Another property of neural networks is the 

huge number of connections that connect 

individual neurons [4]. 

According to the architecture of 

connections, most of the known neural 

networks can be grouped into two large 

classes: 

1. Networks of direct distribution (with 

unidirectional serial connections). 

2. Backpropagation networks (with 

recurrent connections). 
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Direct propagation networks are classified 

as static, here input signals are received at the 

inputs of neurons that do not depend on the 

previous state of the network. 

Recurrent networks are considered 

dynamic, because due to feedback (loops), the 

inputs of neurons are modified in time, which 

leads to a change in the states of the network. 

[3]. 
 

2. Research Problem Statement 
 

2.1. Learning Artificial Neural 
Network 

  
The originality of neural networks, similar 

to the biological brain, lies in the ability to 

learn from certain examples that make up the 

training set. The process of learning neural 

networks consists in adjusting the architecture 

and weighting coefficients of synaptic 

connections in accordance with the data of the 

training set to effectively solve the given 

problem [5, 6]. 

For learning neural networks, it is possible 

in the case of learning with a teacher 

(supervised learning) and learning without a 

teacher (unsupervised learning). 

Before use, a neural network with 

supervised learning must be trained. The 

learning phase takes some time. Training is 

considered complete when the neural network 

reaches the user-defined level of efficiency 

and planned statistical accuracy [2]. 

If, after supervised training, the neural 

network effectively processes the data of the 

training set, its efficiency when working with 

data that was not used for training becomes 

important. If unsatisfactory results are 

obtained for the test set, training continues [7]. 

Unsupervised learning claims that 

computers can learn by themselves. Currently, 

unsupervised learning is used in networks 

known as self-organizing maps [8]. 

Let’s build a mathematical model of the 

described process (Fig. 1). 

 

 
Figure 1: A simplified model of a neuron 

The figure shows a model of a neuron with 

three inputs (dendrites), and the synapses of 

these dendrites have weights w1, w2, w3. Let 

the synapses receive pulses of strength x1, x2, 

x3, respectively, then after passing through the 

synapses and dendrites, impulses w1 x1, w2 x2, 

w3 x3 arrive at the neuron. The neuron will 

transform the received total impulse 

x = w1 x1 + w2 x2 + w3 x3 (1) 

according to some transfer function f(x). The 

strength of the output pulse is equal to 

y = f(x) = f(w1 x1 + w2 x2 + w3 x3). (2) 

Thus, the neuron is fully described by its 

weights wk and transfer function f(x). Having 

received a set of numbers (vector) wk as inputs, 

the neuron outputs some number y. 

Consider the generalized neuron model 

(Fig. 2), associated with the first attempts to 

formalize the description of the functioning of 

the nerve cell. 

 
Figure 2: A generalized model of a neuron 

 

Let’s introduce the following notations 

и1…uN are input signals of this neuron coming 

from other neurons; w1…wN are synaptic 

weights; у is output signal of the neuron; v is 

the limiting value [9]. The formula describing 

the functioning of a neuron has the form 

𝑓(𝑥) =

{
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𝑁

𝑖=1
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 (3) 

Model (3) can be represented in the form 
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where 
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𝑓(𝑥) = {
1, 𝑥 ≥ 0,

0, 𝑥 < 0,
 (5) 

and w0 = v, u0 = 1. 

Formula (2) describes the neuron model 

presented in Fig. 1. This model was proposed 

in 1943 by McCulloch and Pitts. Not only the 

unit function (2) [9], but also other limiting 

functions of the form can be taken as a 

function  

𝑓(𝑥) = {
1, 𝑥 ≥ 0,

−1, 𝑥 < 0,
 (6) 

or  

𝑓(𝑥) = {

1, 𝑥 > 1,

−1, 𝑥 < −1,

𝑥, |𝑥| ≤ 1.
 (7) 

At the initial phase of modeling biological 

neural networks, boundary functions (3), (4), 

and (5) were used. Currently, the sigmoidal 

function, which is determined by the 

expression, is most often used 

.
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Note that as β→∞ the characteristic (8) 

tends to the limiting unipolar function. As an 

alternative, the hyperbolic tangent function is 

used 
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(9) 

In general, the task of training an artificial 

neural network is reduced to finding some 

functional dependence Y=F(X) where X is the 

input vector and Y is the output vector. In 

general, such a problem, with a limited set of 

input data, has an infinite set of solutions [10]. 

To limit the search space during training, the 

task of minimizing the objective function of 

the ANN error, which is found by the method 

of least squares, is set: 


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1

)(
2

1
)(

 

(10) 

where yj is value jth output of the neuron 

networks, dj is the target value of the jth output, 

p is the number of neurons in the output layer. 
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where η is parameter that determines the speed 

of learning. 
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where yj is the value of the jth output of the 

neuron, Sj is the weighted sum of the input 

signals, while the multiplier 
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(13) 

where xi is value of the ith input of the neuron. 

Next, consider the definition of the first 

factor of the formula (12) 
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(14) 

where k is the number of neurons in a layer 

n + 1. 

1. Now consider the complete learning 

algorithm of a neural network [11]. 

2. Apply one of the required samples to 

the input of the ANN and determine the value 

of the outputs of the ANN neurons. 

3. Calculate 𝛿𝑗
(𝑁)

 for the output layer of 

the ANN according to formula (14) and 

determine the weight changes Δ𝑤𝑖𝑗
(𝑁)

 source 

layer N according to the formula (11). 

4. Calculate according to formulas (14) 

and (11) respectively 𝛿𝑗
(𝑁)

 and Δ𝑤𝑖𝑗
(𝑁)

 for other 

ANN layers, N = N – 1..1. 

5. Adjust all the weights of the ANN 
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(15) 

6. If the error is significant, then go to 

Step 1. 

At the second stage of network training, 

vectors from the training sequence are 

selected alternately in a random order [12]. 

 
2.2. Implementation of System 

Functionality 
 

Objects of different nature can act as 

images: text symbols, images, sound samples, 

etc. When training the network, various 

sample images are offered with an indication 

of which class they belong to. A sample is 

usually represented as a vector of its features. 

At the same time, the totality of all features 

must uniquely determine the class to which 

the sample belongs [13]. In case there are not 

enough features, the network may associate 
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the same sample with several classes, which is 

incorrect. Upon completion of training, the 

network can be presented with previously 

unknown images and receive a response from 

it about belonging to a certain class [14]. 

When an image is presented to the network, a 

sign that the image belongs to this class should 

appear on one of its outputs. At the same time, 

other outputs should have a sign that the image 

does not belong to this class. If two or more 

outputs have an indication of belonging to a 

class, the network is considered to be “unsure” 

of its answer. Classification problems (such as 

letter recognition) are poorly algorithmized 

[15]. If in the case of letter recognition the 

correct answer is obvious to us in advance, 

then in more complex practical tasks a trained 

neural network acts as an expert with 

extensive experience and is able to answer a 

difficult question. 

In fact, Hebb predicted that the synaptic 

connection between two neurons is 

strengthened if both neurons are excited [16]. 

This can be represented as the strengthening 

of a synapse according to the correlation of the 

levels of excited neurons connected by a given 

synapse. For this reason, Hebb’s learning 

algorithm is sometimes called a correlation 

algorithm. The idea of the algorithm is 

expressed by the following equation: 

wij(t + 1) = wij(t) + NETi NETj, 

where wij(t) is synapse strength from neuron i 

to neuron j at time t; NETi is level of excitation 

of the postsynaptic neuron; NETj is the level 

of excitation of the postsynaptic neuron. 

Hebb’s concept answers the difficult 

question of how learning can be done without 

a teacher [17]. In Hebb’s method, learning is 

exclusively local, covering only two neurons 

and the synapse connecting them; a global 

feedback system is not required for the 

development of neural networks.  

Further use of Hebb’s method for training 

neural networks led to great success, but at the 

same time showed the limitations of the 

method; some images simply cannot be used 

for teaching with this method. As a result, a 

large number of extensions and innovations 

appeared, most of which are largely based on 

Hebb’s work [18]. 

Hebb’s signal learning method. As we 

have seen, the NET output of a simple 

artificial neuron is a weighted sum of its 

inputs. This can be expressed as follows: 

𝑁𝐸𝑇𝑗 =∑𝑂𝑈𝑇𝑖𝑊𝑖𝑗

𝑖

 

where NETj is output NET neuron j; OUTi  is 

output of the neuron i; wij is the connection 

weight of a neuron i with a neuron j. 

It can be shown that in this case a linear 

multilayer network is not more powerful than 

a single-layer network [19]; the capabilities of 

the considered network can be improved only 

by introducing nonlinearity into the transfer 

function of the neuron. A network using a 

sigmoidal activation function and a Hebb 

learning method is said to be trained by a Hebb 

signal method. In this case, the Hebb equation 

is modified as follows: 

𝑂𝑈𝑇 =
1

1 + 𝑒𝑥𝑝⁡(−𝑁𝐸𝑇𝑖)
= 𝐹(𝑁𝐸𝑇𝑖) 

wij(t + 1) = wij(t) + OUTi OUTj 

where wij(t) is strength of a synapse from a 

neuron i to the neuron j at a moment in time t; 

OUTi is the output level of the presynaptic 

neuron is equal F(NETi); OUTj is the output 

level of the postsynaptic neuron is equal 

F(NET). 

Hebb’s method of differential learning. 

Hebb’s signal learning method involves 

computing the convolution of previous output 

changes to determine the weight change. The 

actual method, called Hebb’s differential 

learning method, uses the following equality: 

wij(t + 1) = wij(t) + [OUTi(t) – OUTi(t – 1)] 

[OUTj(t) – OUTj(t – 1)], 

where wij(t) is strength of a synapse from a 

neuron i to the neuron j at a moment in time t; 

OUTi(t) is the output level of the presynaptic 

neuron at a time point t; OUTj(t) is the output 

level of the postsynaptic neuron at a time point 

t. 

1. Training is carried out as follows: 

2. All weights of the network are randomized 

into small values. 

3. An input training vector is applied to the 

input of the network Х and the signal is 

calculated NET from each neuron using the 

standard expression 

𝑁𝐸𝑇𝑗 =∑𝑋𝑖𝑊𝑖𝑗

𝑖

. 

4. The value of the activation threshold 

function for the signal is calculated NET 

from each neuron as follows [20]. 

5. OUTj = 1, if NETj more than the threshold 

θj, OUTj = 0 otherwise. θj is threshold 
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corresponding to the neuron j (in the 

simplest case, all neurons have the same 

threshold). The error for each neuron is 

calculated by subtracting the obtained 

output from the required output: 

errorj = targetj - OUTj. 

6. Each weight is modified as follows: 

Wij(t+1) = wij(t) +a xierrorj. 

7. Steps from the second to the fifth are 

repeated until the error becomes small 

enough. 

 
Figure 3: Structure of a Hebb neuron (simple 
method) 

 
Figure 4: Structure of a Hebb neuron 
(modified method) 

 
2.3. Testing of the Software 

Complex 

 

Software implementation is carried out 

using the Delphi 7.0 environment. 

We will conduct a comparative experiment 

of 10 experiments on the recognition of 

similar images using the simple and modified 

Hebb method. 

Table 1  
Results of experiments 

 Digits for 
recognition 

Recognition result 

Simple 
Hebb method 

Modified Hebb 
method 

1 “3” and “9” True/False Faithful/Faithful 
2 “3” and “8” Faithful/Faithful Faithful/Faithful 
3 “3” and “8” Faithful/Faithful Faithful/Faithful 
4 “3” and “8” Faithful/Faithful Faithful/Faithful 
5 “3” and “8” Faithful/Faithful Faithful/Faithful 
6 “2” and “7” Faithful/Faithful Faithful/Faithful 
7 “0” and “6” True/False Faithful/Faithful 
8 “0” and “9” Faithful/Faithful Faithful/Faithful 
9 “0” and “5” Faithful/Faithful Faithful/Faithful 

10 “8” and “9” Incorrect/Incorrect True/False 

 

Thus, using Hebb’s simple method, we got 

16 correct answers out of 20 (80%). 

Using the modified Hebb method, we got 

19 correct answers out of 20 (95%). 

Studies have shown that the modified Hebb 

method is more effective in recognizing 

similar images. 
 

2.4. Development of an Identifi-
cation Method 

 

The decision on whether the input image 

belongs to the class of face images is made 

based on the comparison of the similarity of 

the image with faces and the threshold for the 

result of such a comparison. The similarity 

function is used in the form of the cosine of 

the angle between normalized vectors such 

that their means are equal to zero: 
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(16) 

where 𝑆0(𝐼1⃗⃗  , 𝐼2⃗⃗⃗  ) is similarity function, 𝐼1⃗⃗   and 

𝐼2⃗⃗⃗   are compared images presented in vector 

form, N is dimensionality of vectors. 

The image similarity function (16) is 

invariant to uniform changes in image 

brightness and contrast, which are caused by 

differences in image acquisition conditions 

and input equipment. To detect faces of 

different scales, a pyramid of images is built 

by scales, and a search is carried out on all 

levels of the pyramid. Thanks to this, the 

method allows not only to find the position of 

faces in the image, but also to determine their 
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scale, which is related to the level of the 

pyramid that gave the best match [21]. To 

increase the speed of work and the invariance 

of the comparison to individual 

characteristics, the method is applied to 

reduced images of faces with a horizontal 

template size of 12 points. To reduce the 

influence of parts of face images that are 

subject to the most frequent changes - 

hairstyle, surrounding background, images of 

the central area of the face, including 

eyebrows, eyes, nose and mouth, are used to 

calculate the template. The quality of the 

described method is determined by the total 

error of separation of two classes of images: 

faces and background. To estimate such an 

error, the distribution densities of the result of 

the correlation of the face template with face 

images from the existing database and 

background images are used [22]. 

To represent the properties of faces when 

solving the identification problem, 

convolution coefficients of the original image 

with Gabor functions of various scales and 

rotation angles are used. Gabor functions are 

localized in the spatial and frequency domain 

and have the form of a plane wave with a wave 

vector k


, on which a Gaussian envelope 

function of width is superimposed σ/k, where 

σ = 2π: 
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The normalization coefficient, the second 

exponent in square brackets, is obtained from 

the condition that the integral of the Gabor 

functions is equal to zero over the entire 

domain of definition, which gives the 

invariance of the convolution of an arbitrary 

image with the Gabor functions with respect 

to a constant shift of the image on the 

brightness scale. Gabor functions of five 

different scales were used in this work, 

ν = {0,…,4}, and eight turning angles, 

μ = {0,…,7}. Each function was defined by a 

characteristic wave vector: 
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(17) 

where is the index j = μ + 8ν. The choice of 

such a set of Gabor functions is due to the best 

approximation of the original image area by 

Gabor wavelets. Full wavelet transformation 

   ydxd)yy,xx()y,x(I)y,x(J jj  (18) 

gives 40 complex coefficients Jj(x,y) at each 

point of the image I(x,y) (five scales and eight 

angles). To determine the proximity of face 

images, the corresponding face graphs are 

compared using the comparison function: 
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where SG is graph comparison result; N is the 

number of nodes in the graph; n is the index 

that determines the number of the node; 𝐺𝑛
1 

and 𝐺𝑛
2 are corresponding feature vectors the 

nth node of the graph; 𝑆0(𝐺𝑛
1, 𝐺𝑛

2) is feature 

vector comparison function (16). The decision 

about whether the image belongs to the class 

of images of the faces of a given person is 

made using a threshold based on the result of 

comparing the graph of the image being tested 

and the graph of the face of a known person 

contained in the database. When analyzing a 

face image, the configuration of the graph is 

adjusted to its proportions in order to achieve 

correspondence between the compared points 

of the face images. 

To combine the stages of face search and 

recognition into a single complex, an 

approach is proposed that takes into account 

the influence of deviations in determining the 

scales found during the search on the result of 

identification [23]. To reduce this effect, it is 

proposed to determine the discretization step 

by scale when constructing the image pyramid 

in the search method based on a given limit on 

the recognition error. 

Ways to assess the quality of the 

recognition method depend on the problem for 

which it is supposed to be used. As a rule, 

algorithms and methods of automatic 

identification of a person based on a facial 

image are developed to solve the problems of 

access control and searching in the database. 

To assess the quality of the method when 

solving the access control problem, 

distribution densities are used for the results of 

comparing images of the faces of different 

people and one person [24]. At the same time, 

the recognition threshold is determined based 

on the importance for specific conditions of 

errors associated with incorrect identification 

and refusal of recognition. When evaluating 

the quality of the method for solving the 

search problem in the database, the percentage 
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of finding the correct match is used. At the 

same time, equivalent databases are used, that 

is, the image of a person's face entered into the 

test database must also be contained in the 

database in which the search is carried out. At 

the same time, these images should not be 

identical. Sometimes a more complex 

evaluation of the quality of the method is used, 

used, for example, during testing within the 

FERET program. The testing methodology 

consists in calculating the dependence of the 

percentage of correct matches in a certain 

number of found matches with the largest 

weights on this number. In this work, such a 

technique is used to compare the developed 

identification methods with analogues. It 

should be noted that the objective assessment 

of automatic identification methods based on 

face images is extremely difficult, because the 

test result strongly depends on the database 

used [25]. In these conditions, it is convenient 

to use the relative performance indicators of 

the methods obtained for previously used 

approaches and developed modifications on 

the same database of face images. 

The first modification consists in dividing 

the images into separate areas and comparing 

them individually, which gives the invariance 

of the comparison result to local changes in 

the brightness and contrast of the images in the 

specified areas. In this case, the result of 

comparing two images is calculated by the 

formula: 





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1i
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01 SS

, 

where S0
i is the result of the correlation 

calculated by the area with the index {i} based 

on formula (16), N is number of regions. This 

method of comparison allows more flexible 

assessment of the similarity of images 

obtained in conditions with different lighting 

directions. 

The second modification of the correlation 

method of face area search is based on the use 

of several templates calculated by the method 

of own faces. Eigenfaces were calculated as 

eigenvectors of the covariance matrix 

obtained on the basis of a training database 

consisting of 376 face images: 


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
N
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T

kkX )x)(x(S

, 

 WSWmaxargW X

T

W
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, 

where SX is covariance matrix, N is the number 

of faces in the database, μ is database average 

vector (average face), xk kth vector from the 

database, Wopt is matrix of eigenvectors 

(eigenfaces). 

The pattern of decreasing eigenvalues of 

the matrix showed the possibility of using the 

first three eigenvectors reflecting the most 

significant changes in the space of face 

images. The surface dividing the classes of 

face and background images is built on the 

basis of the minimization of the function of the 

total classification error by the gradient 

method. It is assumed that the dividing surface 

is a second-order surface. 

The comparative characteristics of the 

correlation search method that was described 

and the proposed modifications, obtained on 

one test set of face and background images 

(517 face images and 10,000 background 

images were used), are shown in Figure 5. 

During testing, faces were searched for 8 

scales, the horizontal size of which was 

changed from 34 to 91 points. 

Thus, the proposed modifications of the 

correlation method of face detection made it 

possible to reduce the total classification error 

by more than two times. The speed and quality 

of work of the developed methods allows their 

use in various systems that perform automatic 

analysis of face images as pre-processing 

methods. 

 

Table 2 
Comparative characteristics of the developed 
methods for detecting the face area in the 
image 

Characteristics 
The usual 
method 

Method with 
division of 

the template 
into sections 

Total 
classification 
error, % 

17.7 8.6 

Missing face 
errors, % 

10.9 4.9 

False 
detection, % 

6.8 3.7 
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Figure 5: Comparative characteristics of the 
developed methods for detecting the face 
region in the image 
 

According to the selected recognition 

methods for 2D and 3D images, the following 

scheme of the recognition process has been 

developed for the face recognition software 

service using the PrimeSense Carmine 1.08 

3D sensor (Fig. 6). 

 

3D Image 

(Depth)

PrimeSense Carmine 1.08

RGB sensorIR + Depth sensor

Features of 

3D images

Features of 

3D images

Geometric 

method

Method of 

principal 

components

Comparison of 

features

Comparison of 

features

Making a decision about 

coincidence

Database of signs and 

identifiers of persons

Face ID

Record of 

signs

Record of 

signs

face ID

Vector of 

3D features

Vector of 

3D features

Vector ID of 
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coincidence

  2D features

Vector ID of 
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percentage of 

coincidence

3D features

2D image 

(RGB)

Figure 6: Schematic of the face recognition 
process using 2D and 3D images 

 

The main idea is a parallel process of face 

recognition based on 2D and 3D images using 

an appropriate algorithm. Decision-making in 

this case takes into account the recognition 

results of each of the methods [26]. This 

variant of combined 2D and 3D recognition 

significantly increases the efficiency and 

accuracy of recognition, while increasing the 

reliability of the software service [27]. 

3. Conclusions 

In this work, the Hebb neural network 

(simple and modified) for recognition of 

similar images is investigated and 

implemented. A comparative analysis of the 

simple and modified Hebb method was carried 

out. On the basis of the modified Hebb 

method, modifications of the correlation 

method of face detection were developed, 

which made it possible to reduce the total 

classification error by more than 2 times. A 

scheme of the parallel process of face 

recognition based on 2D and 3D images using 

the PrimeSense Carmine 1.08 3D sensor was 

built. 
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