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Abstract

Voice interfaces (VIs) will become increasingly widespread in current daily lives as AI
techniques progress. VIs can be incorporated into smart devices like smartphones, as well
as integrated into autos, home automation systems, computer operating systems, and
home appliances, among other things. Current speech interfaces, however, are unaware of
users’ emotional states and hence cannot support real communication. To overcome these
limitations, it is necessary to implement emotional awareness in future VIs.

This thesis focuses on how speech signal processing (SSP) and speech emotion recogni-
tion (SER) can enable VIs to gain emotional awareness. Following an explanation of what
emotion is and how neural networks are implemented, this thesis presents the results of
several user studies and surveys.

Emotions are complicated, and they are typically characterized using category and di-
mensional models. They can be expressed verbally or nonverbally. Although existing voice
interfaces are unaware of users’ emotional states and cannot support natural conversations,
it is possible to perceive users’ emotions by the speech based on SSP in future VIs.

One section of this thesis, based on SSP, investigates mental restorative effects on
humans and their measures from speech signals. SSP is less intrusive and more accessible
than traditional measures such as attention scales or response tests, and it can provide
a reliable assessment for attention and mental restoration. SSP can be implemented into
future VIs and utilized in future HCI user research.

The thesis then moves on to present a novel attention neural network based on sparse
correlation features. The detection accuracy of emotions in the continuous speech was
demonstrated in a user study utilizing recordings from a real classroom. In this section, a
promising result will be shown.

In SER research, it is unknown if existing emotion detection methods detect acted
emotions or the genuine emotion of the speaker. Another section of this thesis is concerned
with humans’ ability to act on their emotions. In a user study, participants were instructed
to imitate five fundamental emotions. The results revealed that they struggled with this
task; nevertheless, certain emotions were easier to replicate than others.

A further study concern is how VIs should respond to users’ emotions if SER techniques
are implemented in VIs and can recognize users’ emotions. The thesis includes research
on ways for dealing with the emotions of users. In a user study, users were instructed to
make sad, angry, and terrified VI avatars happy and were asked if they would like to be
treated the same way if the situation were reversed. According to the results, the majority
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of participants tended to respond to these unpleasant emotions with neutral emotion, but
there is a difference among genders in emotion selection.

For a human-centered design approach, it is important to understand what the users’
preferences for future VIs are. In three distinct cultures, a questionnaire-based survey on
users’ attitudes and preferences for emotion-aware VIs was conducted. It was discovered
that there are almost no gender differences. Cluster analysis found that there are three
fundamental user types that exist in all cultures: Enthusiasts, Pragmatists, and Sceptics.
As a result, future VI development should consider diverse sorts of consumers.

In conclusion, future VIs systems should be designed for various sorts of users as well
as be able to detect the users’ disguised or actual emotions using SER and SSP technolo-
gies. Furthermore, many other applications, such as restorative effects assessments, can be
included in the VIs system.



Zusammenfassung

Mit den Fortschritten der KI-Techniken werden Sprachschnittstellen (VIs) in unserem
täglichen Leben immer weiter verbreitet sein. VIs können in intelligente Geräte wie Smart-
phones integriert werden, aber auch in Autos, Hausautomatisierungssysteme, Computer-
betriebssysteme und Haushaltsgeräte. Die derzeitigen Sprachschnittstellen kennen jedoch
nicht die emotionalen Zustände der Benutzer und können daher keine echte Kommunikation
unterstützen. Um diese Einschränkungen zu überwinden, ist es notwendig, Emotionsbe-
wusstsein in zukünftige VIs zu implementieren.

Diese Arbeit befasst sich mit der Frage, wie Sprachsignalverarbeitung (SSP) und Sprach-
Emotionserkennung (SER) es VIs ermöglichen können, Emotionen zu erkennen. Nach einer
Erklärung, was Emotionen sind und wie neuronale Netze implementiert werden, werden in
dieser Arbeit die Ergebnisse mehrerer Nutzerstudien und Umfragen vorgestellt.

Emotionen sind kompliziert und werden in der Regel anhand von Kategorien- und Di-
mensionsmodellen beschrieben. Sie können verbal oder nonverbal ausgedrückt werden. Ob-
wohl bestehende Sprachschnittstellen die emotionalen Zustände der Benutzer nicht kennen
und keine natürlichen Unterhaltungen unterstützen können, ist es möglich, die Emotionen
der Benutzer durch die auf SSP basierende Sprache in zukünftigen VIs zu erkennen.

Ein Teil dieser Arbeit, der auf SSP basiert, untersucht mentale Wiederherstellungsef-
fekte beim Menschen und deren Messung anhand von Sprachsignalen. SSP ist weniger auf-
dringlich und zugänglicher als herkömmliche Messungen wie Aufmerksamkeitsskalen oder
Reaktionstests und kann eine zuverlässige Bewertung der Aufmerksamkeit und der men-
talen Erholung liefern. SSP kann in zukünftige VIs implementiert und in der zukünftigen
HCI-Benutzerforschung eingesetzt werden.

Anschließend wird ein neuartiges neuronales Aufmerksamkeitsnetz vorgestellt, das auf
spärlichen Korrelationsmerkmalen basiert. Die Erkennungsgenauigkeit von Emotionen in
kontinuierlicher Sprache wurde in einer Nutzerstudie anhand von Aufnahmen aus einem
echten Klassenzimmer demonstriert. In diesem Abschnitt wird ein vielversprechendes
Ergebnis gezeigt.

In der SER-Forschung ist nicht bekannt, ob die vorhandenen Methoden zur Erkennung
von Emotionen gespielte Emotionen oder die echten Emotionen des Sprechers erkennen.
Ein weiterer Teil dieser Arbeit befasst sich mit der Fähigkeit des Menschen, seine Emotio-
nen zu handeln. In einer Benutzerstudie wurden die Teilnehmer aufgefordert, fünf grundle-
gende Emotionen zu imitieren. Die Ergebnisse zeigten, dass sie sich mit dieser Aufgabe
schwer taten; dennoch waren bestimmte Emotionen leichter zu imitieren als andere.



viii Zusammenfassung

Ein weiteres Thema der Studie ist die Frage, wie VIs auf die Emotionen der Benutzer
reagieren sollten, wenn SER-Techniken in VIs implementiert sind und die Emotionen der
Benutzer erkennen können. Im Rahmen dieser Arbeit wurde untersucht, wie man mit
den Emotionen der Benutzer umgehen kann. In einer Benutzerstudie wurden Benutzer
angewiesen, traurige, wütende und verängstigte VI-Avatare glücklich zu machen und wur-
den gefragt, ob sie in einer umgekehrten Situation genauso behandelt werden möchten. Die
Ergebnisse zeigen, dass die Mehrheit der Teilnehmer auf diese unangenehmen Emotionen
eher mit einer neutralen Emotion reagierte, aber es gibt einen Unterschied zwischen den
Geschlechtern bei der Emotionswahl.

Für einen auf den Menschen ausgerichteten Designansatz ist es wichtig zu verstehen,
welche Präferenzen die Benutzer für zukünftige VIs haben. In drei verschiedenen Kul-
turen wurde eine fragebogenbasierte Umfrage zu den Einstellungen und Präferenzen der
Benutzer für emotionsbewusste VIs durchgeführt. Es wurde festgestellt, dass es fast keine
geschlechtsspezifischen Unterschiede gibt. Eine Clusteranalyse ergab, dass es drei grundle-
gende Benutzertypen gibt, die in allen Kulturen existieren: Enthusiasten, Pragmatiker
und Skeptiker. Folglich sollte die zukünftige VI-Entwicklung verschiedene Arten von Ver-
brauchern berücksichtigen.

Zusammenfassend lässt sich sagen, dass künftige VIs-Systeme für verschiedene Arten
von Benutzern konzipiert werden sollten und in der Lage sein sollten, die verdeckten oder
tatsächlichen Emotionen der Benutzer mithilfe von SER- und SSP-Technologien zu erken-
nen. Darüber hinaus können viele andere Anwendungen, wie z. B. die Bewertung von
Wiederherstellungseffekten, in das VIs-System aufgenommen werden.
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Chapter 1

Introduction

Over recent decades, voice interfaces (VIs) play an increasing role in our daily lives. VIs
can build the communication bridge between humans and machines. VIs exist in both
mobile and stationary devices and allow users to easily interact with them through voice
or speech commands. More specifically, with the advancement of artificial intelligence (AI),
speech recognition and synthesis, as well as natural language processing (NLP), VIs can
make speech interaction accessible for more and more users, including older adults and
people with disabilities [44]. In comparison to conventional interfaces such as keyboards,
mice, and touch displays, VIs are hygienic, which is significant during a pandemic since
users do not need to touch anything. Furthermore, VIs keep users’ hands and eyes free for
other tasks.

Generally, users can interact with VIs by voice or speech and VIs can recognize the
user’s spoken commands. Then VIs will give their answers based on their understanding
and they will not say anything afterward like humans’ communication. In other words,
current VIs do not initiate talking with users and they only respond to users after perceiv-
ing users’ voices and contexts. It means that VIs are not able to communicate with users
naturally. They cannot perceive users’ emotions via voice and express their own emotions
when they talk with users, although it is feasible to perceive users’ emotions by natural
language processing and semantic sentiment analysis. With the advancement of speech
signal processing and speech emotion recognition, it becomes possible to apply these tech-
niques in future VIs. For instance, VIs can detect users’ emotions in the communication
between them by speech emotion recognition. However, it is quite challenging for the VIs
to distinguish between real and disguised emotions. Most of the current speech emotion
datasets were based on acting voice emotion [97, 8] and thus it is not easy to distinguish
between the users’ real and acted moods, which means that users may trick emotion-aware
VIs. Even if the VIs can understand users’ emotions, how to deal with users’ emotions is
another challenging issue.
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1.1 Motivation

Nowadays VIs, such as Alexa, Siri, Google Assistant, and Cortana, make communication
between humans and computers possible, using speech recognition and natural language
processing to understand spoken contexts, and speech synthesis and dialog management to
answer their questions. Nevertheless, the present functionalities of VIs are insufficient to
suit people’s needs. Current VIs can perform various tasks, including playing music, tak-
ing notes, creating shopping lists, etc., but they cannot perceive users’ personalities and
emotions, particularly unpleasant feelings. More precisely, despite the fact that speech
emotion detection and speech emotion synthesis techniques are currently available, users
find it difficult to converse emotionally with the VIs. Additionally, from the human per-
spective, emotions facilitate human-to-human communication by allowing individuals to
express themselves emotionally while also comprehending and recognizing the feelings of
others and determining the appropriate emotion to reply to them based on their emotions.
Due to the user’s demand for emotions in VIs, emotion-aware techniques will be quite
important in future VIs.

Assuming VIs have the ability to understand users’ emotions, they can not only carry
on a conversation with users more naturally but also help users regulate their emotions
and even monitor their mental health. As previously mentioned, emotional awareness
can enhance human-to-human communication, and hence emotion-aware VIs can improve
the users’ experience throughout the conversation between VIs and users. Apart from
emotional dialogue, emotion-aware VIs can help users regulate their emotions. Emotion
regulation refers to the ability to exert control over one’s emotions [215], and it involves
behaviors such as hiding visible signs of sadness or fear, focusing on reasons to feel happy or
calm, etc [119]. Innovative HCI intervention techniques can be combined with fundamental
emotion regulation models from psychology [300], and emotional awareness can help emo-
tion regulation more effectively, such as e-learning [105]. Moreover, emotion regulation is
crucial to mental health, and a lack of effective emotion regulation is a potential transdiag-
nostic factor for mental illness [147]. For instance, negative and positive emotion regulation
are associated with experiencing anxiety and depression in adolescence [346], and efficient
emotion regulation can be beneficial for mental health. In addition, emotion-aware VIs
can provide mental health support and assistance for physical activities [221].

With the advancement of speech signal processing (SSP) and speech emotion recogni-
tion (SER), it is possible to use knowledge of the users’ emotional states in VI systems.
Measuring restorative effects from speech signals, for example, can be implemented in auto-
mated driving [210]. However, numerous challenges remain in emotion-aware VIs. For one
thing, the majority of SER databases are acted speech emotions [171, 310], which means
that training datasets are also imitative emotional speech. The present SER system is not
capable of detecting the emotion of speech accurately. For another, it is uncertain whether
users can mimic fundamental emotions [208]. In addition, assuming that future VIs can
reliably understand users’ emotions, the difficult issue is how to respond to users’ feel-
ings, particularly negative emotions. All of these issues have to be solved before building
emotion-aware voice interfaces that satisfy the users.
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1.2 Background

Speech recognition is the basis of intelligent VIs and this technique can be traced back to
the 1950s. In 1952, Davis and his colleagues in Bell Lab built an automatic single-speaker
digital identification machine called “ Audrey ” which could recognize the sound of numbers
from 0 to 9 with 90% accuracy. The researchers in the RCA laboratory at Princeton
University developed a monosyllabic word recognition system in 1956 that can recognize the
different syllables contained in a given person’s ten monosyllabic words. Another researcher
from the Lincoln laboratory at MIT, 1959, made a non-person-specific speech recognition
system for ten vowels. From the 1960s to the 1970s, research on VIs mainly focused on
the recognition devices that can recognize vowels (Radio Research Lab, Tokyo), phonemes
(Kyoto University) and spoken digits (NEC Laboratory) [4] and isolated-words speech
recognition, such as IBM Shoebox [201]. Researchers from Carnegie-Mellon University,
IBM, and Stanford University built the Harpy speech recognition system [206] that could
understand entire sentences.

With further breakthroughs in speech recognition technology in the 1980s, rigorous
statistical modeling frameworks. gradually replaced template-based matching methods.
Hidden Markov Models (HMM) became the main foundation for automatic speech recog-
nition and understanding systems [155]. During these periods, researchers from IBM de-
veloped the experimental transcription system based on HMM that could recognize spoken
words and type them on paper [22]. This speech recognition system was capable of pro-
cessing approximately 20,000 words and it could achieve a 95% recognition rate at 5000
words [145]. In 1989, Lee et al. [190] developed the SPHINX speech recognition system
using HMM method in combination with the Vector Quantization (VQ), capable of recog-
nizing 4,200 consecutive utterances including 997 words. During the 1990s and the early
2000s, speaker-independent systems came into being with a number of innovative pattern
recognition methods, such as Support Vector Machine (SVM) [67].

With the rise of deep neural network techniques, Mahamed et al. [224, 223] proposed a
more efficient speech recognition method based on deep belief networks, which can signif-
icantly improve the recognition accuracy, even approaching 98% in the standard environ-
ment. During this period, the VI system started to grow by leaps and bounds, many VIs
products came out such as Siri, Google Assistant, Cortana, and Alexa. These products
can not only communicate with humans normally but also perform tasks or services for
them based on their commands or questions.

Current VIs can not only comprehend and respond to users’ speech but also communi-
cate more organically with their human counterparts in a variety of contexts [20], with the
improvement of natural language processing (semantic comprehension) and artificial intelli-
gence technology. More specifically, VIs can recognize users’ voices using speech recognition
techniques, interpret voice information using natural language understanding techniques,
and respond to users using dialog management and speech synthesis techniques [273, 291]
as shown in Figure 1.1. Researchers used the VIs model in Figure 1.1 to apply it in a
variety of device scenarios and undertake some novel applications [65]. Reddy et al. [276]
are looking at what might happen if ordinary objects among people had conversational
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Figure 1.1: The structure of current intelligent voice assistant model, which is inspired by
the Rakotomalala et al. model [273]

capabilities. This assumption also serves as a springboard for future study toward the
development of ordinary conversational VIs at home. Additionally, researchers investigate
the impact of user characteristics and preferences on how users interact with unfamiliar
VIs [228]. Nevertheless, there are still certain challenges in interacting with VIs, such
as improving measure reliability, validity, and consistency, evaluating speech interfaces in
real-world contexts and reducing barriers to building speech interfaces [65].

On the technical side, current VIs are unable to communicate with users in the same
way that humans do. Namely, according to existing methodologies and the VIs paradigm,
VIs can sense human emotions by sentiment analysis and yet are unable to detect users’
emotions by their voice signal processing. For example, the VIs can perceive users’ emotions
during dialogues by achieving word embedding with rich semantic and emotional knowledge
and incorporating this emotional information into the deep learning architecture [142, 79].
It is also possible to understand users’ emotions by acquiring emotional audio features and
integrating these features into the speech emotion engine [289]. However, due to limits
in the emotional speech database and algorithm flaws, the present SER approach is still
challenging to implement in the current VIs.

1.3 Speech Signal Processing in VIs

Speech signal processing (SSP) is a feasible tool that can be implemented in future VI
systems, although current research about VIs mainly focuses on user experience, user
context, user trust, etc [232, 267, 273]. In general, users’ voices can be regarded as input
signals, and speech features analysis is performed after preprocessing (see figure 1.2). Many
speech techniques, such as speech recognition, speech augmentation, etc, can be integrated
into the VIs after the initial processing of SSP (preprocessing and speech characteristics
analysis).
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Figure 1.2: The Structure of SSP in VIs

Human social behaviors are secret signals [45, 253] and speaking is the most signif-
icant way to express themselves. In general, speech, which is the primary analog form
of the message, can be translated to an electrical waveform, which can then be altered
by both analog and digital signal processing, and then converted back to acoustic form
as required [272]. SSP typically included speech recognition, speech synthesis, speech en-
hancement, speech storage, etc [110, 272]. Many SSP applications, such as dynamic family
interactions in voice assistants [32], have been achieved in VIs by combining SSP with
deep-learning methods [121]. For instance, researchers designed four voice assistant per-
sonalities (Friend, Admirer, Aunt, and Butler) to improve automotive user interfaces [40].
Furthermore, VIs can be able to build a bridge between patients and physicians by utiliz-
ing an interactive home healthcare system with an integrated voice assistant [89]. Patients
can also use these VIs to get medical information, monitor and evaluate health conditions,
and interact with ease based on handy applications and services. As previously stated,
speech enables the creation of a link between humans and robots. As speech technology
advances, the relationship between humans and VIs will become more intimate, such as
consumer–voice assistant interaction [315] and future children’s VIs [116].

1.3.1 SSP Techniques

SSP, namely speech analysis and processing consists of spectral and temporal speech signal
analysis, as well as the necessary machine learning methods [82, 270]. From Figure 1.2,
speech recognition, speech synthesis, and speech enhancement are the main speech tech-
niques that have been implemented in the VIs. With the development of speech techniques
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and artificial intelligence, SSP plays a critically important role in VIs, although some of
the latest advanced speech processing methods are not implemented in the current VIs.
For instance, researchers presented health monitoring based on speech techniques [12], and
Chang et al. and Arevian et al. [56, 16] proposed mental health monitoring through
computational analysis of speech.

Speech-based health detection is introduced with the growth of SSP and deep learn-
ing [71]. Currently, the COVID-19 pandemic is the most prevalent disease [64] which has
already seriously affected human health. Although it is possible to detect the coronavirus
by some medical measurements, they are highly costly and uncomfortable for humans. De-
tecting COVID-19 from breathing and coughing sounds [64, 202] offers an alternative. In
these study, the audio recordings of breathing or coughing were obtained via mobile devices
or the web, and the convolutional neural networks (CNNs) was used to determine whether
the speaker is infected with COVID-19 or not using raw breathing and coughing audio and
spectrograms [290]. Additionally, it is feasible to develop speech interfaces for doctors and
patients and improve healthcare services based on the state of art speech techniques [183].

Mental health detection using SSP is another application. Researchers proposed affec-
tive and mental health monitor using mobile phones [57]. Smartphones can capture users’
voices and SSP based on glottal timing factors can assisted to assess mood, stress, and
mental health. Krajewski et al. [176] presented speech-based fatigue detection using SSP
and Greeley et al. [118] developed a fatigue detection system based on speech recognition
and speech features analysis. Life stress is not uncommon for psychological and physical
health problems and speech signals can be assisted to measure and assess humans’ stress
by analyzing certain features of speech and speech acoustics [319, 299]. Furthermore, SSP
can assist in the diagnosis and analysis of early autism disorder states [238, 263]. Liu
et al. [203] conducted depression detection from speech using acoustic features analysis.
With the advancement of deep learning, researchers proposed a novel depression detection
method using convolutional neural networks (CNNs) [91, 144]. In addition, SSP can be
utilized to detect users’ personalities based on prosodic features [225, 115, 13]. Likewise,
SSP can be applied in social signal processing [328].

1.3.2 Applications of SSP in VIs

Speech recognition is the most common application in VIs. Normally, VIs can recognize
users’ voices via SSP and the corresponding machine learning algorithms and the spoken
dialog system can be developed by speech recognition and synthesis techniques [186]. With
the upgrading of SSP and deep learning, the techniques of speech recognition can be
embedded in a variety of VIs [121]. For example, researchers proposed VIs in games using
speech recognition [11]. In this study, VIs identify users’ speech as input, and these voices
are used in games for selection, navigation, control, and performance activities. Song et al.
[303] presented research on frustration detection in game playing from voice signals using
supervised contrastive learning. Many other VIs applications based on speech recognition
are also proposed in some research, such as voice-controlled smart homes [53].

However, it is extremely difficult for VIs to recognize users’ voices in noisy environments,
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especially in outdoor surroundings. Speech enhancement [76] has become quite vital for
VIs in speech recognition and can be regarded as background noise processing. During
the speech enhancement, traditional machine learning and deep learning were used to
process and remove the additive noise from a speech signal. Researchers applied the speech
enhancement to speech-based intelligent driver assistant systems using wavelet analysis
and blind source separation [191]. Commercial speaker verification systems with speech
enhancement can obtain better performance [100]. Moreover, speech enhancement can be
used in wake-up word detection in VIs and these techniques can improve the accuracy of
identification [38].

There are many other SSP techniques that can be implemented in VIs. Sleepiness and
sleeping quality detection based on SSP in VIs are incredibly typical use. Researchers pre-
sented sleepiness detection using related-speech features and traditional machine learning
algorithms and the self-report on the Karolinska Sleepiness Scale can be applied to derive
sleepiness reference values [177, 175]. According to the correlation between the speech
features and clinically validated questionnaire scores, it is also possible to use SSP tech-
niques to estimate sleep quality, anxiety, and mood [165]. Another form of sleep detection
is snore sound classification which can be also applied to sleeping quality detection. The
Naive Bayes model based on speech wavelet features from snore sound [271] and data aug-
mentation approach based on semi-supervised conditional generative adversarial networks
(GANs) [354] can obtain high accuracy in snore sound classification. These speech tech-
niques can be integrated into VIs such as smartphones and applied in snore detection [326].
In addition, SSP can be employed in silent speech interaction [166], making this interactive
system useful in noisy surroundings. An ultrasonic image sensor is connected to the bot-
tom of the jaw in this study, and it scans the interior situation as the user speaks without
really emitting a voice. The user’s voice is resynthesized and can be utilized to operate
existing speech interaction systems such as smart speakers by detecting ultrasound images
utilizing deep convolutional neural networks.

In summary, it is not impossible to integrate the SSP techniques into the VIs although
not too many techniques about SSP were applied in VIs. VIs can easily record users’ voices,
which are then uploaded to the remote server. SSP and artificial intelligence algorithms
can be used in the server to process speech data.

1.4 Emotion-Aware VIs

The expression of emotions in speech is the fundamental part of human communications [19]
and thus emotions can enhance the interaction between users and VIs. Emotion-aware VIs
are those that can recognize users’ emotions and respond emotionally to them. Specifically
as shown in Figure 1.3, emotion-aware VIs can record and detect users’ voices first, and
then recognize users’ voice emotions using speech emotion recognition and natural language
understanding methods. Subsequently, VIs will understand the users’ speech and give
the corresponding replies based on dialog management. Moreover, VIs will also respond
to users with suitable emotions. Speech synthesis and speech-emotion synthesis plays a
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Figure 1.3: The Emotion-Aware VIs Structure

significant role during this period.

Currently, although emotion-aware in speech are unavailable in most VIs, VIs can sense
users’ emotion using sentiment analysis [351] and emotional context understanding [27].
However, it is not precise enough to perceive users’ emotions merely using natural language
processing. Languages and text can be leveraged to express emotions and the semantics in
double meaning can lead to the impression of false feelings. Furthermore, differences across
cultures [199] exist, and text-based emotion perception in different languages is challenging.
With respect to speech, it is not difficult for humans to recognize emotion even if they do
not comprehend the text language. Neumann et al. [234] presented cross-lingual and
multilingual emotion recognition on English and French SER database with comparable
interaction features and Liang et al. Liang et al. [197] proposed adversarial learning for
speech emotion recognition in the datasets CHEAVD 2.0 (Chinese SER database) and
AFEW (English SER database). Therefore, it is feasible to embed the SER techniques
into VIs that can more precisely detect users’ emotions.

1.4.1 Speech Emotion-Aware Techniques

Speech emotion recognition (SER) is the detection, analysis, and processing of human emo-
tional states. More concretely, SER is crucial in speech emotion-aware techniques and SER
algorithms can be leveraged to detect input voice emotion by extracting emotion-related
speech characteristics from the input voice signal. As artificial intelligence advances, more
deep learning techniques are increasingly used in SER [162]. For instance, some researchers
proposed the SER method using DNN-HMMs with restricted Boltzmann Machine (RBM)
and achieved relatively good results in the eNTERFACE’05 database [195]. Han et al. [125]
presented SER approach utilizing deep neural networks and extreme learning machines.
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With the development of Convolutional Neural Networks (CNN) and Recurrent Neural
Network (RNN), more and more research about SER focus on CNN and RNN method,
such as [143, 21, 356, 352]. The attention mechanism is another crucial technique in deep
learning which also plays a critical function in SER. Since the emotionally salient frame
in a speech signal exists, researchers proposed the SER approach utilizing RNN with local
attention [222]. Self-attention can be also used in SER which is presented by Tarantino et
al. [314]. A transformer network is the state-of-the-art deep learning technique that can
be also utilized in SER, such as CTNet [196].

Generally, emotions are fundamental in human communication and they also play an
essential role in VIs, especially emotion-aware VIs. With the rapid development of deep
learning technology in speech emotion identification, speech emotion recognition technology
is being used in an increasing number of human-computer interface and voice interaction
technologies. For one thing, SER can enable rather natural communication between hu-
mans and computers, and many fascinating HCI applications, such as emotion recognition
in contact centers, in-car board systems, and so on, are built on SER approaches [275]. For
another, SER can enhance user experience in the HCI applications such as e-learning [23],
emotional voice assistants on shopping [157] and emotional robot assistant [278].

However, due to a variety of constraints, emotion-aware VIs presents many difficulties.
First of all, it is not easy to detect real emotions with high accuracy, even though cur-
rent SER approaches can yield encouraging outcomes as deep learning develops. On the
one hand, emotions are mental states connected with varied ideas, sensations, behavioral
reactions, and a level of pleasure or unhappiness [185, 50, 51] and it is quite difficult to
recognize certain emotions accurately, especially emotions from speech [93]. On the other
hand, most of the speech emotion databases are acting or imitating emotions, rather than
the spontaneously generated or induced real emotions [8, 162, 1]. Secondly, despite the
existence of various approaches for speech emotion synthesis, such as [341] and [323], it
is still a massive challenge for emotion-aware VIs to respond to users’ emotions. It is
feasible to incorporate human emotion reaction strategies, but it is still difficult to truly
comprehend human tragedies and apply them to VIs.

1.4.2 Emotion-Aware VIs

Emotion-Aware techniques are becoming increasingly significant in human-robot interac-
tion and social robots as artificial intelligence (AI) advances [317]. Despite the fact that
there is little study on speech emotion-aware interaction and that most emotion-aware
interaction research focuses on facial emotion or physiological sensors, such as [335] and
[105], emotion-aware VIs play a vital role in future HCI research. On the one hand, emo-
tions can be functioned as an important role in HCI [31, 257] and also be used as a tool for
evaluating user experience [6]. Due to many limits of emotional measures, such as incon-
venience, privacy concerns, and high cost, speech signals that can bypass these constraints
and be gathered simply can provide an alternative. Moreover, speech emotions can be
simply articulated, and humans can easily sense speech emotions. On the other hand, as
aforementioned at the beginning, emotion-aware techniques can facilitate the interaction
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between humans and machines. In comparison to conventional emotion-aware interaction
not based on voice, emotion-aware voice interaction has the capacity to remove constraints
such as inconvenience and unpleasantness without the need for sensors or video recording,
and voice signals are simply acquired.

As previously stated, there are certain concerns with emotion-aware VIs. To begin
with, it is difficult to distinguish between real and false emotions or imitated emotions,
despite the fact that there is already a range of spoken emotion detection systems as deep
learning techniques progress. On the one hand, most speech emotion databases include
acted emotions, and gathering true speech emotion data is challenging. On the other hand,
individuals find it difficult to discriminate between genuine and fabricated emotions. Sec-
ondly, how to respond to human emotions becomes another challenge if emotion-aware VIs
can perceive human emotions with high accuracy. Thirdly, it is also critical to investigate
future emotion-aware VIs with respect to ethical and privacy concerns. Furthermore, it’s
also worth looking at potential emotion-aware VI-specific domains, such as automotive
emotion-aware VIs.

1.5 Research Questions and Contexts

This thesis focuses mostly on emotion-aware VIs, such as speech emotion recognition and
associated applications. More specifically, the thesis studies the prospect of future VIs that
can sense the user’s mood and respond to the user by deploying responsive emotions. In
addition, the thesis investigates users’ attitudes regarding the potential functions of the
future emotion-aware visual interfaces.

1.5.1 Research Questions

Despite the fact that several speech technologies are now being employed in current VIs,
there are still numerous research issues that need to be addressed. The main research
questions in this thesis are presented in the following:

• TRQ 0: How to build an emotion-aware VIs?

This is a big question that will not be answered completely in this thesis. This thesis
investigates only some aspects of this top-level research question. As the provided studies
also involve research questions, the research questions in this thesis are referred to as TRQs
(thesis research questions). The first two research questions are primarily technical. The
one question is whether it is possible to measure users’ restoration effects using speech
signal processing. Another question is whether a speech emotion detection system can be
employed in a real-world situation such as the teaching environment. In the other word,
which approach can effectively detect users’ emotions in the wild? In general, the speech-
emotional databases are from an experimental context, and it is unknown if the algorithms
based on these databases can be deployed in real-world circumstances.
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• TRQ 1: Is it possible to measure users’ restoration effects using speech signal pro-
cessing?

• TRQ 2: Which approach can effectively detect users’ emotions in the wild?

The next two research issues concern how voice interfaces should interact with users.
One question concerns the ability to imitate emotions. More specifically, it is questionable
whether existing emotion recognition systems correctly detect such performed emotions, or
rather the speaker’s actual feelings. The second question concerns how the voice interface
should respond to emotions. Although it is feasible for VIs to sense users’ emotions through
semantic analysis or voice emotion recognition, responding to users’ emotions remains a
significant challenge.

• TRQ 3: To what extent can users pretend emotional states?

• TRQ 4: How should a voice assistant react to users’ emotions?

Additionally, how to solve ethical and privacy problems in future VIs design is a big
obstacle. The last research question is to ascertain users’ perspectives regarding emotion-
aware VIs.

• TRQ 5: What is the users’ attitude towards emotion-aware voice interfaces and the
resulting ethical and moral questions?

1.5.2 Research Contexts

Along with resolving these difficulties, the thesis exploited the relevant research using
speech techniques. As aforementioned, emotion-aware VIs can enhance human-machine
communication if the computer can understand users’ emotions and respond to them with
the appropriate emotion. In the other words, the emotion-aware VIs can recognize the
users’ emotions through speech signals and converse with them using proper emotion.
Speech emotion detection and response are the most difficult aspects of this procedure.

A prototype was constructed to respond to TRQ 1. This was a software prototype
rather than a hardware device. A user study was conducted using this prototype. With
regard to the issue of speech emotion detection (TRQ 2), this thesis provided the subject
of speech emotion detection by doing research on emotion identification from continuous
speech in classroom teaching. The traditional speech emotion databases are not used in
machine learning methods in this study, and the replacement dataset is obtained from
classroom teaching contexts.

Additionally, another difficulty is detecting real and fake emotions (TRQ 3). The thesis
conducted a user study in which a limited number of participants were requested to imitate
five fundamental emotions, and an open-source emotion-in-voice detector (Vokaturi1) was

1https://vokaturi.com/
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utilized to offer feedback on whether their performed emotion was detected as intended.
If the emotion-aware VIs can detect users’ emotions approximately using speech emotion
recognition methods, the next challenge is determining how to deal with the detected
emotion emotions (TRQ 4). This thesis discusses ideas for how humans react to other
people’s emotions, specifically how humans deal with an avatar’s negative emotions. It
presents user research in which participants were faced with an angry, sad, or terrified
avatar.

TRQ5 was the subject of a questionnaire-based survey that was assessed using cluster
analysis (k-medoids). Participants from several countries, including Germany, Egypt, and
China, take part in our survey.

1.6 Thesis Contribution

This thesis provides several contributions:

• It presents novel approaches for measuring users’ restoration effects through analysis
of voice signals [210]. In comparison to existing methods for measuring restoration
effects, this thesis proposes a novel method based on speech signal analysis. The
virtual restorative environments user study will offer speech data from users. Time
and frequency domain features will be extracted in speech signal processing and
these features are correlated with conventional attention ratings. They also have
been proven to be valuable for evaluating restoration effects using speech feature
analysis.

• It exploits speech emotion recognition in classroom teaching circumstances using
attention neural networks. In general, most of the speech emotion recognition ex-
periments are carried out in the acted emotional speech database. The experiments
in this thesis were conducted in classroom teaching contexts. As speech data is time
series data, LSTM can help resolve pre- and post-association. Furthermore, in speech
emotion recognition, the attention network can contribute to the resolution of ma-
jor emotional expression issues. Thus, the main contribution in this part is speech
emotion recognition in classroom teaching situations utilizing LSTM-attention neural
networks.

• It created a brief user study to explore whether users could trick an emotion-aware
VoiceBot [208]. More specifically, the main contributions in this section are the
establishment of an emo-voice website and the implementation of a user study to
investigate whether users can imitate basic emotions and cheat the existing speech
emotion detector with acted emotions.

• It analyzes how to handle users’ emotions by responding to three different unpleasant
emotions [209]. Another emo-voice website with three bad emojis was built in this
section. The thesis contributes to the tactics for dealing with users’ emotions by
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drawing on strategies from users’ reacting emotions in communication between users
and emojis.

• Based on a research of users’ preferences and views toward emotion- and personality-
aware VIs across different cultures, it proposes three different user types (Enthusiasts,
Pragmatists, and Skeptics) [207]. More concretely, contributions in this section in-
clude questionnaire design and analysis of questionnaire data. The questionnaire
included 20 questions based on technological, social, and context dimensions, as well
as 19 Likert-Scale questions. Another contribution in this section is the construction
of three different user groups based on the correlation coefficients for all Likert-Scale
questions and cluster analysis.

1.7 Thesis Outline

This thesis presents an early concept of future emotion-aware VIs as depicted in Figure 1.3.
More precisely, future emotion-aware VIs will be able to recognize human emotions and
respond to them with appropriate emotions. Moreover, these VIs can identify human
emotions in real-time and in real environments and they can also recognize both real and
simulated human emotions. The thesis is separated into six chapters that go through these
studies in depth.

Chapter 1 - Introduction The first chapter motivates the topic of this thesis and
explains a vision for emotion-aware vice interfaces. It also discusses the origins of emotion-
aware VIs as well as the background of VIs and speech-emotion-aware techniques.

Chapter 2 - Emotions in Speech This chapter focuses on the many ideas of emotions,
such as dimensional and category models. It also gives the notion of speech emotion.

Chapter 3 - Speech Features Analysis The third chapter presents temporal and
spectral speech features including short-time energy, zero-crossing rate, Mel-Frequency
Cepstrum Coefficient (MFCC), and so on. Additionally, it introduces a user study on
measuring restoration effects using speech signal analysis.

Chapter 4 - Speech Emotion Recognition The fourth chapter is divided into two
sections: speaker segmentation and speech emotion recognition. It provides an overview
of existing emotion speech databases and speech emotion recognition algorithms in this
section. Furthermore, it presents a speech emotion recognition approach based on an
attention neural network in a classroom teaching circumstance.

Chapter 5 - Emotion-Aware VIs Exploration This chapter investigates the possi-
bilities of future emotion-aware VIs, including the users’ capacity to mimic emotion and
how VIs deal with users’ emotions.
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Chapter 6 - User Preference for Emotion-aware Voice Assistants The sixth
chapter investigated users’ attitudes toward and preferences for emotion-aware voice as-
sistants in three different cultures. An online questionnaire was employed in this study to
investigate differences and similarities in attitudes in Germany, China, and Egypt. Three
user types (Enthusiasts, Pragmatists, and Skeptics) were discovered that occur across all
cultures using cluster analysis.

Chapter 7 - Conclusion and Outlook The last chapter focuses on the benefits and
drawbacks of these five studies of future emotion-aware VIs. Furthermore, it suggests other
possible applications for future emotion-aware VIs.

1.8 Own Previous Publications

Some of the content of this thesis has been previously published, in [193, 194, 207, 208,
209, 210, 309]. Below, I will clarify, how this material was used in my thesis and what my
contribution to the respective paper was:

”A journey through nature: Exploring virtual restorative environments as a
means to relax in confined spaces” [193] This publication provides the basis for
chapter 3, and some figures from this publication are used in this thesis. In the publication,
I contributed some ideas of the study and collected experimental data.

”Cultivation and incentivization of HCI research and community in China:
Taxonomy and social endorsements.” [194] This publication just provides a citation
in the thesis. I contributed the some ideas of the study and wrote some parts of the paper
text.

”Enthusiasts, pragmatists, and skeptics: Investigating users’ attitudes towards
emotion- and personality-aware voice assistants across cultures.” [207] This
publication provides the basis for chapter 6, and many diagrams from the publication are
used in this thesis. To the publication, I contributed the general idea of the study, I
supervised the student who designed the questionnaire and ran the study, I coordinated
translation of the questionnaire into Arabic, did the Chinese translation myself, evaluated
the results of the study, wrote major parts of the paper text, and coordinated the entire
writing and publication process of the paper as its first author.

”Fake moods: Can users trick an emotion-aware voicebot?” [208] This publi-
cation provides the basis for chapter 5, many figures and tables from the publication are
used in this thesis. Among my contributions to the publication is the design of the user
study and the development of the website. Furthermore, I conducted the user study and
analyzed the experimental data. In addition, I evaluated the results, drafted the paper
text, and coordinated its publication as first author of the paper.
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”How should voice assistants deal with users’ emotions?” [209] This publication
provides the basis for chapter 5, many figures and tables from the publication are used in
this thesis. To the publication, I contributed the general idea of the study, I supervised the
student who designed the website and ran the study. Additionally, I evaluated the results,
drafted the majority of the paper text, and coordinated its writing and publication as first
author of the paper.

”You sound relaxed now - Measuring restorative effects from speech signals.” [210]
This publication provides the basis for chapter 3, many figures and tables from the publi-
cation are used in this thesis. In the publication, I contributed the idea of the study and
collected the experimental data. Moreover, I evaluated the results, drafted the paper text,
and coordinated its publication as first author of the paper.

”Unsupervised speaker segmentation framework based on sparse correlation
feature.” [309] This paper provides the citation in the thesis. My contribution to this
publication was the idea for the algorithms and the data collection. Additionally, I evalu-
ated the algorithm and results, drafted the major part of the paper text, and coordinated
the entire writing and publication process.
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Chapter 2

Emotions in Speech

Emotion is an essential part of human beings. It is frequently characterized in psychol-
ogy as a complicated state of feeling that results in bodily and psychological changes that
impact thinking and behavior [96, 174]. Emotion can be linked to a range of psychologi-
cal characteristics such as temperament, personality, mood, and motivation, all of which
entail physiological arousal, expressive actions, and conscious experience [229]. With the
advancement of affective computing and AI, emotion now plays a key role in HCI, partic-
ularly VIs. The following chapter discusses the various emotion models as well as speech
emotions.

2.1 Emotion

Emotion, according to a definition of Neurobiology of Emotion [75], can be divided into at
least two categories: primary and secondary emotions. Primary emotions are considered
to be natural and recognized as the usual form of feeling for a one-year-old child, whereas
secondary emotions are assumed to arise from higher cognitive processes. From the opinion
of Russel [283], emotion can be constructed in two ways: core emotions, which represent
neurological states such as tiredness, and mental constructions, which denote acts such as
facial expressions. The latter represents activities, such as facial emotions and tones, as well
as correlations between actions. Scholars who have researched emotions have not yet been
able to agree on them due to their complexity. Yet, emotions are mainly classified into three
types: physiological, neurological, and cognitive. Emotions, from a physiological definition,
are caused by responses within the body [286]. According to neurological theories, brain
activity causes emotional reactions [111]. The cognitive theories propose that ideas and
other mental activities play an important part in the formation of emotions [236].

Emotions have an impact on our attitudes and other feelings, as well as our cognitive
performance, behavior, and psychology. Simultaneously, feelings are readily realized as a
result of repeated emotional experiences, and when individuals feel glad to do a task many
times, they fall in love with it. Emotions are mainly composed of three components [5,
305, 168]:
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• Subjective experience refers to an individual’s self-perception of various emotional
states.

• External expressions, or expressions measured as movements of body parts at the
start of an emotional state. Facial expressions (patterns of changes in facial muscles),
gestural expressions (expressive motions of other areas of the body), and intonation
expressions (aspects of speech variations in tone, rhythm, speed, and so on) are
examples of expressions.

• Physiological arousal, or the physiological reaction caused by emotion, is a type of
arousal.

2.1.1 Emotion AI

Emotion AI, namely affective computing, is computing that is capable of measuring, ana-
lyzing, and influencing emotions in response to human outward manifestations [258]. More
specially, these techniques enable computers and systems to recognize, interpret, and imi-
tate human feelings and emotions. As mentioned in chapter 1, emotion AI enables human-
computer interaction more naturally when computers have emotions. In other words,
affective computing can enhance computers’ capacity to sense circumstances, comprehend
human emotions and intentions, and respond accordingly. Further, affective computing
techniques can bridge the interaction between humans and computers or robots. The
difficult challenge, however, is precisely recognizing human emotions.

Generally, psychologists utilize questionnaires to measure human emotions, such as the
state-trait anxiety inventory (STAI), the profile of mood states (POMS), and the posi-
tive and negative affect schedule (PANAS) [218]. Researchers, for example, can use the
achievement emotions questionnaire (AEQ) to measure emotions in students’ learning and
performance [248]. However, due to the limitations of subjective aspects, collecting emo-
tional questionnaires is inconvenient, and the final result may be inaccurate. Physiologic
sensors can offer another alternative. Intuitively, human emotional states can be identified
using a number of sensors that can monitor a wide range of data [92] such as heartbeat,
respiration, pulse rate, and so on. For instance, it is feasible to detect humans’ anxiety
state via leveraging questionnaires to gauge subjective sensations, record and analyze facial
muscle activity, monitor blood pressure with a sphygmomanometer, test adrenaline levels
in blood samples, and so on [114]. Many sorts of emotions can be detected by combin-
ing information such as bodily movements and gestures, facial expressions, psychological
signals, and speech [55].

Text and voice play a crucial part in emotion-aware VIs, and these information can assist
to perceive human emotions as previously stated. Researchers in [345] presented a deep dual
recurrent encoder model that uses text data and audio signals concurrently to gain a better
comprehension of speech data and then integrates these knowledge to predict emotional
states. More specifically, emotion recognition in a text document includes natural language
processing (NLP) and deep learning techniques, and deep learning assisted semantic text
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analysis has been offered for human emotion detection utilizing large data [120]. Speech
emotion recognition, on the other hand, is primarily concerned with speech feature analysis
and classification methods [97]. As deep learning algorithms and different speech-based
emotional databases progress, emotion in voice can be detected with increasing accuracy.
In this thesis, speech signals are the main inputs, and speech emotion recognition is the
main method for detecting users’ emotions.

2.1.2 Emotion in HCI

Emotion is an integral element of human beings, and emotional computing plays a crucial
role in HCI, with numerous HCI studies focusing on emotion [42, 257]. Emotions can be
viewed as one form of assistive tool that can help bridge the connection between humans
and computers. Emotional computing promotes more intuitive, natural computer inter-
faces by taking the user’s emotional state into consideration, and it has significant potential
for enhancing human-computer interaction. As emotion in AI advances, increasingly af-
fective computing techniques can be employed in the HCI domain, e.g. user experience
and affective interaction [255]. Generally, user experience questionnaire (UEQ) [287] can
be leveraged to assess the quality of the user experience, and usability has traditionally
been seen as the most important indication of user experience. Some researchers proposed
that emotional response evaluation can be regarded as another integral part of the user
experience [6]. The emotional responses effectively added to our understanding of the user
experience.

Affective interaction is another application of emotion in HCI which involves emotion
in education and learning, consumption, health monitoring, entertainment and gaming,
and so forth [337]. In education and learning research, educational technologies based
on user-centered design, such as mixed reality or AI-based systems, can successfully con-
tribute to learning [242]. If emotions are included in instructional design and technology,
these emotional designs can boost not just the learner’s positive engagement but also facil-
itate comprehension and knowledge transfer [245, 214]. Emotions can also play a critically
important role in the research of consumption behaviors. Affective information, such as af-
fective recommender systems [318], can be implemented to identify consumers’ moods and
efficiently up-regulate their positive emotions during consumption. Furthermore, emotional
information can be beneficial during customer service calls [126, 321] as well as physical
and emotional health monitoring [227, 84]. In the other affective interaction, emotions can
be regarded as an important component in the study of entertainment and gaming since
they establish a link between the distal and proximal factors of participating in entertain-
ment [313]. In addition, effective interaction can be implemented in voice interfaces as
discussed in the previous section 1.4.
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2.2 Emotion Models

In the realm of psychology, there are two primary types of theoretical perspectives on emo-
tional models - category viewpoint and dimensional viewpoint. Emotions are separate and
essentially diverse constructs according to the category approach. More specially, emotions
can be classified into separate categories, and each of these categories differs somewhat in
their external manifestations and physiological arousal patterns [149]. This emotional
model is generally represented by five or six basic emotions. The same can be said of emo-
tions when they are looked at from a dimensional perspective. More concretely, emotion
models can be categorized as multi-dimensional models, which include bi-dimensional mod-
els, tri-dimensional models, and 4-dimensional models. A detailed description of emotion
models is provided in the following section.

2.2.1 Discrete Emotion Models

Generally, discrete emotion models are composed of several basic emotions that are easy
for individuals to grasp and comprehend. According to Robert [261] from the early 1980s,
there were eight core emotions, which he grouped into four pairs (joy-sadness, anger-fear,
trust-distrust, surprise-anticipation). Ekman defines discrete emotions as a small set of
universal and inherent emotions that contain six basic emotions: fear, anger, disgust,
sorrow, happiness, and supervise [94, 96, 96]. Currently, researchers use different basic
emotion models depending on their needs. For instance, the six emotions model has been
used in facial emotion recognition for HCI applications [62] and the majority of the speech
emotional database is likewise based on the six emotions model [311].

Normally, there are two advantages regarding the discrete emotions utilization in HCI
research. First of all, it is easy for individuals to grasp emotions when the discrete emo-
tion model is used to describe emotions and sentiments. It also corresponds to people’s
intuition and common sense. Consequently, it is advantageous for use in real-world ap-
plications. Subsequently, the discrete emotion model can facilitate emotion awareness
and emotion response in HCI. However, this paradigm seems incapable of precisely char-
acterizing the nature of emotions or evaluating emotional states from a computational
standpoint. It is difficult to define which emotions are required for HCI research, and there
is no consensus among researchers on this. Furthermore, emotion categories are qualitative
descriptions of undefined experiences, and the subjective emotional experience cannot be
stated statistically.

2.2.2 Dimensional Emotion Models

Dimensional models of emotion visualize emotional states as points in space, and the
distance between those points indicates how emotionally different they are [269]. Different
emotional states can be seen scattered in different locations in space according to their
dimensions, and the distance between them reflects the intensity of the emotions. Different
emotions in the dimensional model are not independent of one another, but are continuous,
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allowing for progressive, seamless transitions. As opposed to discrete emotion models,
dimensional emotion models are continuous and have the benefit of capturing a wide variety
of emotions and documenting the progression of feelings.

American psychologist Johnston utilized a one-dimensional axis to depict emotions,
with the positive half-axis indicating happiness and the negative half-axis representing
sadness [154]. In this model, when a person is stimulated by negative sentiments, the
emotion advances toward the negative axis; when the stimulus is withdrawn, the negative
emotion decreases and moves closer to the origin. When positive emotions stimulate the
emotional state, it moves toward the positive semi-axis and finally returns to the origin
when the stimulus fades.

Based on the two-dimensional emotion model, emotions can be categorized according
to their polarity and intensity [70]. Polarity is the contrast between positive and negative
emotions, whereas intensity is the distinction between strong and weak emotions. Cur-
rently, the most extensively used model today is Russell’s validity-arousal two-dimensional
model [282], which was created in 1980. As shown in Figure 2.1, this dimensional emotion
paradigm is made up of the valence dimension and the arousal dimension. The valence
dimension’s negative half-axis represents unpleasant emotions, while the positive half-axis
indicates pleasant emotions. The arousal dimension’s negative half-axis reflects peaceful
emotions, while the positive half-axis depicts intense emotions.

Figure 2.1: The Two Dimension
Emotion Model [172, 282]

Figure 2.2: The Three Dimension
Emotion Model [179]

In addition to the polarity and strength dimensions, extra characteristics are incorpo-
rated in the emotion description in the 3-dimensional emotion model. Mehrabian proposed
a PAD emotion model with aspects of pleasure, arousal, and dominance dimensions [217].
From Figure 2.2, P represents pleasantness, which indicates the positive and negative as-
pects of the individual’s emotional state; A denotes arousal,which signifies the individual’s
level of neurophysiological activation; andD stands for dominance, which designates the in-
dividual’s state of control over the situation and others. This 3-dimensional model not only
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provides a theoretical framework to describe the emotional space, it also employs a quan-
titative approach to establish the position and relationship of various emotional categories
in that space, allowing it to be widely used in emotional psychology, affective computing,
human behavior, marketing, and product satisfaction [39]. Another 3-dimensional emo-
tion model based on monoamine neurotransmitters was presented by Lövheim [205]. In
addition to these three-dimensional emotion models, psychologists offered a 4-dimensional
emotion model (psychologically-motivated emotion categorization model) that incorpo-
rates the dimensions of sensitivity, aptitude, pleasantness, and attention [52]. Although
the dimensional emotion models provide a theoretical and methodological basis for quan-
titative emotional computing, it remains challenging to determine how many dimensions
are required to accurately represent human emotions, and which dimensions are necessary.

2.2.3 Other Emotion Models

Aside from the more commonly employed dimensional and discrete emotion models, some
psychologists have proposed other emotion models that are based on different theories,
including cognitive-based emotion models [240], probabilistic emotion models based on
emotional energy [258], and event-based emotion models [324]. These emotional models
are useful in analyzing human emotions from a variety of perspectives and enriching the
mathematical description of emotions.

2.3 Emotion Models in HCI

As previously said, there are too many emotion models to pick from, making it difficult
to choose which emotion model should be employed in HCI research. Discrete emotional
models, such as basic emotions, are easily recognizable and have the benefit of cultural
commonality and simple discriminability. Accordingly, implementing this emotion model
in an HCI context is not unfeasible. However, due to the general flawed amount of this
paradigm, it appears incapable of accurately representing real-world emotions. Some emo-
tions, in fact, cannot be explained using merely a discrete emotion model. Conversely, the
dimensional emotion model can depict a wide range of emotions as points in space, such as
the bi-dimension model and tri-dimensional model. Although dimensional emotion models
have been employed in affective computing, it remains problematic to identify how many
dimensions are required to effectively describe human emotions.

Despite the fact that it is generally recognized that various emotion models have certain
benefits and limitations, as shown in the Table 2.1, it is still difficult to select an appro-
priate emotion model and utilize it in HCI research, particularly in VIs studies. Since
the discrete emotion model is intelligible for users, it is applied in emotion-aware VIs in
this thesis. SER techniques can be applied to VIs, and many speech emotion databases
in SER are discrete emotion databases, such as SAVEE emotion datasets [128, 130] and
Emo-DB. Furthermore, unlike dimensional emotion models, discrete emotion models are
easily identified and understood by consumers.



2.4 Beyond Basic Emotions 23

Table 2.1: The Advantages and Disadvantages in Discrete and Dimensional Models

Emotion Models Advantages Disadvantages

Discrete Emotion Model
Easy Identification
and Comprehension

Insufficient Amount

Dimensional Emotion Model
Large Number

and Continuation
Difficult Selecting

The discrete emotion model is used in the majority of the user studies in this thesis.
Regardless of the fact that the purpose of teacher emotion recognition study is to dis-
tinguish positive emotions, the database is still a discrete emotion model. The Vokaturi1

instruments can detect the participants’ emotions, making them vital tools for studying
mimic emotions and emotional reactions. The discrete emotion model continues to be used
in this speech emotion database.

2.4 Beyond Basic Emotions

The absence of emotions in voice assistants is undoubtedly one of the reasons why existing
voice assistants do not seem genuine. However, emotions alone will not suffice to achieve
the aim of lifelike voice assistants. In addition to the fundamental emotions, there are
non-basic emotions such as engagement, boredom, perplexity, and irritation [87]. VIs can
respond to the user’s needs more properly. There have been few studies on detecting
non-basic emotions. This study makes use of facial expressions [350] or facial expressions
combined with speech analysis [2]. It is unclear how reliable the identification of non-basic
emotions by speech alone is.

Appropriate datasets are necessary for neural networks to recognize non-basic emotions.
There is a database that contains frustration and enthusiasm [49], but there is no database
that includes all non-basic emotions because it is unclear what non-basic emotions are. It
is unclear, for example, whether love is a fundamental emotion, a non-basic emotion, or no
emotion at all [178]. Aside from non-basic emotions, users can be in other mental states,
which may be crucial for voice assistant awareness. If the user is fatigued or inebriated, the
voice assistant should adjust its behavior. If the purpose of a voice assistant is to behave
like a person, the voice assistant must be aware of the circumstances. A voice assistant
should not begin lengthy talks if the user is in a hurry. Future studies should focus on
context awareness as well as emotion and personality awareness.

1https://vokaturi.com/
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Figure 2.3: Speech Production [88]

2.5 Speech Emotion

Speech plays an essential role in VIs since speech emotions foster more natural communi-
cation between humans and VIs. The discrete emotion model is applied in VIs research
throughout this procedure. This section contains information regarding speech production
and speech emotions.

2.5.1 Speech Production

As described in Figure 2.3, the human voice is generated by the vocal organs, which
include the lungs, trachea, vocal tract, pharynx, nose, and mouth and are controlled by
the brain [4, 88, 272]. These organs create a complicated channel in which the larynx is
referred to as the vocal tract and the area between the vocal tract and the lips is referred
to as the vocal tract. The lungs and trachea give energy to the vocal system, while the
larynx creates sound, which is subsequently regulated by the vocal tract. More specially,
when no sound is created, air enters the lungs by breathing. Air is released from the lungs
via the trachea, forming a stream that ultimately flows via the vocal cords. When the
vocal cords are stretched, they vibrate and the airflow from the vocal tract to the lips
produces a muted tone. If the vocal cords are relaxed, the passage through the vocal tract
has little effect on the lung air. If the vocal tract is constricted, the air is accelerated and
propelled out, resulting in a fricative or clear tone; if the vocal tract is directly closed, the
air is compressed here and makes a bursting sound when it opens again.

According to the process of creating speech, it is possible to analyze speech signals in
time and frequency domains. Time-frequency domain speech features can be employed in
affective computing and HCI research, such as speech emotion recognition [97] and voice
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interfaces [210].

2.5.2 Emotions in Speech

Recognizing emotional information in speech is an important part of authentic human-
computer interaction. When conveyed with different emotions, the same verbal content
has dramatically different interpretations. Only when the computer accurately detects
both the content and the emotion of the speech can it correctly perceive its semantic
meaning; hence, understanding the emotion of the speech may make the human-computer
interaction more natural and fluid.

Humans can detect changes in the emotional state of another person by listening to
speech since the human brain has the ability to perceive and interpret. The human brain
is capable of seeing and comprehending information in a speech signal that reflects the
speaker’s emotional state (e.g., special intonation, change of intonation, etc.). The com-
puter’s modeling of the above-mentioned human emotion perception and understanding
process is known as automatic speech emotion recognition. Its purpose is to extract emo-
tional acoustic components from collected speech data and to determine the mapping
connection between these acoustic elements and human emotions.

As depicted in Table 2.2, a user who is sad or disgusted will typically speak slower and
lower-pitched, with resonant or grumbling chest tone; whereas a user who is fearful, angry,
or pleased will speak quicker and louder, with high pitched, powerful high-frequency energy,
as well as more explicit enunciation [258]. It is not difficult for humans to recognize emotion
states depending on the characteristics of speech emotion, and it is also advantageous to
use these speech characters in VIs research.

Table 2.2: Speech Emotion [42]

Fear Anger Sadness Happiness Disgust

Speech rate Much faster Slightly faster Slightly Slower
Faster or
slower

Very much slower

Pitch average Very much higher Very much higher Slightly lower Much higher Very much lower
Pitch range Much wider Much wider Slightly narrower Much wider Slightly wider
Intensity Normal Higher Lower Higher Lower

Voice Quality Irregular voicing Breathy chest tone Resonant Breathy blaring Grumbled chest tone

Pitch change Normal
Abrupt on stressed

syllables
Downward inflections

Smooth upward
inflections

Wide downward
terminal inflections

Articulation Precise Tense Slurring Normal Normal

2.6 Summary

This chapter mainly introduced the concept of emotion, emotion models, emotion models in
HCI, and speech emotions. Especially, it is difficult to offer explicit definitions of emotion,
yet emotion can be defined from physiological, neurological, and cognitive perspectives.
Furthermore, emotions are mainly composed of three components: subjective experience,
external expressions, and physiological arousal.
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In general, there are two primary types of theoretical perspectives on emotion models
- discrete and dimensional emotion models. The dimensional emotion model can depict
a wide range of emotions as points in space, such as the bi-dimension model and tri-
dimensional model. Yet, it seems that it is not easy to determine how many dimensions
are required to effectively describe human emotions. Since discrete emotion models are
easily identified, they are well suited to use in HCI research, especially in VIs. In addition
to the discrete emotions, non-basic emotions such as perplexity, fatigue, irritation, etc.,
may be also employed in future emotion-aware VIs.

Speech emotion is one of the most significant expressions of emotion, and it can fa-
cilitate more natural communication between humans and VIs. Emotion-related speech
features, such as time-frequency domain speech features, can be utilized in speech emotion
recognition, which can also be employed in emotion-aware VIs. It is possible to calculate
these speech features based on speech production, although producing speech is a complex
procedure.



Chapter 3

Speech Features Analysis

As aforementioned, speech plays a critical role in VIs, and speech features analysis is an
integral part of speech processing. A well-known fact is that speech signals are commonly
recognized as non-stationary and time-varying [123]. The human voice is formed through
the vocal tract as a result of intense impulses contained within the vocal chambers. Due to
the slow movement of the oral muscles of the voice box, the speech signal can be regarded
as stable and time-invariant in the “short time” range. This trait dictates that the “short-
time analysis” approach can be employed in the analysis and processing of speech data.
The term “short time” usually refers to a period of 10-30 ms. To examine its distinctive
properties, the speech signal can be separated into segments, each of which is termed a
frame, and the frame length is generally this brief duration. Furthermore, each frame
can be used to generate feature parameters in time and spectral domains. This chapter
will go over additional specifics concerning speech features and their applications, as well
as a user study on the use of speech signal processing for measuring the effectiveness of
restoration [210, 193].

3.1 Speech Features in the Time and Frequency Do-

main

Human’s voice can be regarded as a kind of waveform that can be captured by the micro-
phone. The microphone usually transforms the acquired sound vibrations in the air into
an electrical signal, which can then be sampled to produce a discrete-time waveform file.
That is what it refers to as the digital speech signal. The speech signal is a time-varying,
non-smooth signal that contains a variety of information. As it aforementioned, short-time
speech signals are steady, therefore it is not complicated to analyze the speech signal in a
short time period. Pre-processing plays a critical role in speech signal analysis [160, 272].
For one thing, it can eliminate the influence on the quality of the speech signal caused
by the human vocal cords itself, as well as variables caused by the equipment used to
record the speech signal, such as aliasing, high harmonic distortion, high frequencies, and
so on. On the other hand, it can ensure that the produced speech signals are uniform



28 3. Speech Features Analysis

and smooth after pre-processing, which can subsequently be used to improve the quality
of speech signal analysis, such as speech feature extraction.

In general, the study and processing of phonetic characteristics, which include features
in both the temporal and spectral domains, is referred to as speech signal analysis. As
previously stated, temporal features (time domain features) [281] can be extracted in the
“short time” range, making them easy to extract and interpret physically; spectral features
(frequency domain features) [17] can be obtained by converting the speech signal from the
time domain into the frequency domain using the Fourier Transform.

3.1.1 Pre-processing in Speech Features Analysis

Pre-processing typically consists of pre-emphasis, framing, and windowing. Pre-emphasis
is used to weight the high-frequency section of the speech, eliminate the influence of mouth-
lip radiation, and improve the high-frequency resolution of the speech [325]. A transfer
function, such as a first-order FIR high-pass digital filter, is commonly used for it. The
pre-emphasis filter is frequently configured as follows [285].

H(z) = 1− az−1 (3.1)

In the equation 3.1, a is specified as a constant that is commonly referred to as the pre-
emphasis coefficient. The value of a typically ranges between 0.9 and 1.0, and this value
is commonly taken as 0.97.

Typically, framing is configured to include a partial overlap between two adjacent
frames [272]. The main reason for this is that the speech signal is time-varying, and the
feature changes are minor in the short time range, so it is considered as a steady-state
signal, and each frame duration is between 10ms and 30ms as it was aforementioned. Yet,
the speech signal contains changes beyond this short time range [272, 7]. The fundamental
tone changes between two adjacent frames and its characteristic parameters may change a
lot. Nevertheless, in order to ensure that the characteristic parameters change smoothly,
two non-overlapping frames are inserted between the overlapping frames to extract the
feature parameters, forming an overlapping part between adjacent frames.

Windowing is the process of multiplying a speech signal waveform by a time window
function as a way to emphasize its predetermined characteristics [146, 124]. As a time-
varying signal with short-time smoothness, speech is sampled as x(n), a time-varying signal
with a nearly unlimited length, but the processing frame is similar to multiplication by a
finite-length window function [268, 272].

y(n) =
∝∑

n=−∝

x(m) ∗ ω(n−m) (3.2)

The output of the equation 3.2 can be viewed as the convolution form which corresponds
to the discrete signal x(m) flowing through a unit impulse corresponding to the ω(m)
FIR filter. The window function has a low-pass characteristic in general, and different
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window function selections will have varying bandwidth and spectral leakage. In speech
signal analysis, the primary window functions include rectangular window (3.3), Hamming
window (3.4), and Hanning window (3.5), among others [262, 262]. In the following three
equations (3.3, 3.4, 3.5), L represents the window length.

Rectangular Window : ω(n) =

{
1 0 ≤ n ≤ L− 1
0 others

(3.3)

Hamming Window : ω(n) =

{
0.5 ∗ (1− cos(2πn/(L− 1))) 0 ⩽ n ⩽ L− 1

0 others
(3.4)

Hanning Window : ω(n) =

{
0.54− 0.46 ∗ cos(2πn/(L− 1)) 0 ⩽ n ⩽ L− 1

0 others
(3.5)

3.1.2 The Time Domain Features

The time domain features (temporal features) are easier to extract and analyze in the
“short-time” range, such as short-time energy, zero crossing rate, short-time auto-correlation,
and so on.

The phrase “short-term energy” refers to the magnitude of the data energy in each
frame of a speech signal, which is used to differentiate between initials and finals, voiced
and unvoiced, and so on [152]. Assume a time domain signal for a speech waveform is
set to x(n) and a window function is set to ω(n). If yi(n) is the i-th frame speech signal
produced after frame processing, then yi(n) is as follows:

yi(n) = ω(n) ∗ x((i− 1) ∗ inc+ n), 1 ⩽ n ⩽ L− 1, 1 ⩽ i ⩽ fn (3.6)

In the equation 3.6, ω(n) is the window function, generally a rectangular or Hamming
window. yi(n) represents one frame value, where n = 1, 2, ..., L, i = 1, 2, ..., fn, L is the
frame length; inc is the frame shift length; and fn represents the numbers of frames after
framing.

The following formula can be used to represent the short-time energy in the i-th frame
voice signal yi(n).

E(i) =
n∑

n=0

y2i (n), 1 ⩽ i ⩽ fn (3.7)

Short-time zero-crossing rate indicates the number of times the speech signal wave-
form crosses the horizontal axis in one speech frame [152]. A zero-crossing rate occurs when
the time-domain waveform crosses over the time axis in continuous speech signals, whereas
it occurs when the neighboring sample values change signs in discrete signals. The num-
ber of times a sample value changes sign is the short-term average over-zero rate. It can
discriminate between turbid and consonant sounds, as well as detect speech signals from
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background noise and determine the wordless section. It can also establish the beginning
and ending positions of unvoiced and voiced segments.

Assuming yi(n) is the speech signal x(n) after framing and the frame length is L, the
short-time zero-cross rate is as follows.

Z(i) = 1/2 ∗
L−1∑
n=0

|sgn[yi(n)]− sgn[yi(⩽ n− 1)]| , 1 ⩽ i ⩽ fn (3.8)

In the equation 3.8, sgn[x] is a symbolic function; if x ⩾ 0, the value of sgn[x] is 1; if
x < 0, the value of sgn[x] is −1.

The short-time auto-correlation is the result of intercepting a signal segment at
the N-th sample point with a short-time window and calculating auto-correlation [152].
The short-time auto-correlation of a speech signal can be utilized primarily for endpoint
identification and fundamental extraction, as well as to determine the fundamental period
of turbid tones and feature parameters in speech recognition. Assuming yi(n) is the speech
signal x(n) after framing, the short-time auto-correlation of each data frame is defined as
follows.

Ri(k) =
L−k−1∑
n=0

yi(n) ∗ yi(n+ k) (3.9)

In the equation 3.9, L denotes speech frame length and k is delayed amount.

3.1.3 The Frequency Domain Features

The frequency domain features (spectrum features) are produced by transforming the time-
based signal to the frequency domain with the Fourier Transform, such as Mel-Frequency
Cepstrum Coefficients(MFCCs), Linear Prediction Coefficient (LPC), Linear Prediction
Cepstrum Coefficient (LPCC), fundamental frequency, frequency components, spectral cen-
troid, spectral flux, spectral density, spectral roll-off, etc. These features can be utilized to
discern notes, pitch, rhythm, and melody, which can then be employed in speech recogni-
tion and emotion identification. In section 3.1.3, it focuses mostly on the introduction of
MFCCs.

MFCC is a depiction of a sound’s short-term power spectrum that is based on the hu-
man peripheral auditory system [137]. More specifically, this spectrum feature is the study
of the frequency spectrum of speech based on the findings of human auditory experiments.
There are two auditory mechanisms involved in MFCC. First, according to the theory of
the mel scale [306], the frequency domain of human subjective perception is nonlinear.
Human perceptual frequency can be expressed as follows:

Fmel = 1125 ∗ log(1 + f

700
) (3.10)

In the equation 3.10, Fmel represents perceived frequency inMel and f denotes the physical
frequency in Hz [78].
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Figure 3.1: The Flow Procedure of MFCC Feature Extraction

The second mechanism is the crucial band, which is made up of several frequency
groups and generally corresponds to human auditory neuron tuning curves [294, 353]. The
frequency group refers to the segmentation of the human ear’s basilar membrane into many
tiny portions, each of which corresponds to a frequency group. For the same frequency
group of sounds, the brain superimposes them together for processing. The partition of
speech into a sequence of frequency groups in the frequency domain based on the critical
band division generates a filter bank known as the Mel filter bank. Assuming the band-
pass filter sets Hm(k), 0 ⩽ m ⩽ M , M denotes the number of filters (each filter with
triangular filtering properties), and the center frequency is f(m). The band-pass filter has
the following transfer function:

Hm(k) =



0 k < f(m− 1)

k−f(m−1)
f(m)−f(m−1)

f(m− 1) ⩽ k ⩽ f(m)

f(m+1))−k
f(m+1)−f(m)

f(m) < k < f(m+ 1)

0 k > f(m+ 1)

(3.11)

In the equation 3.11, 0 ⩽ m ⩽ M . In this formula (3.1), f(m) can be defined as the
following equation:

f(m) = (
N

fs
) ∗ F−1

mel(Fmel(fl) +m ∗ Fmel(fh)− Fmel(fl)

M + 1
) (3.12)

In the equation 3.12, fl is the filter frequency range’s lowest frequency; fh is the filter
frequency range’s highest frequency; N is the length at fast Fourier transform (FFT); fs
is the sampling frequency, and Fmel is the inverse function of F−1

mel.
MFCC extraction follows a flowchart in Figure 3.1. As it shown in this figure, assign the

signal obtained after pre-processing x(n) as xi(m), where the subscript i represents the i-th
frame after framing. As a result of performing the FFT for each frame, the time domain
signal is converted to the frequency domain signal X(i, k). The spectral energy can be
calculated using the function of [X(i, k)2]. The Mel filter bank energy can be calculated by
multiplying the energy spectrum E(i, k) of each frame by the frequency domain response
Hm(k) of the Mel filter and summing them up. MFCC can be finally obtained using the
logarithm of the Mel filter bank energies, followed by a discrete cosine transform (DCT).

mfcc(i, n) =

√
2

N
∗

M−1∑
m=0

log[S(i,m)] ∗ cos(πn(2m− 1)

2M
) (3.13)
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In the equation 3.13, S(i,m) denotes the Mel filter bank energy, m indicates the m-th Mel
filter (there are M in total ), i represents the i-th frame, and n stands for the spectral line
after DCT.

3.2 General Rhythm and Social Speech Features

In addition to general speech features, rhythmic and social speech features can also con-
tribute to speech analysis. Unlike the general speech features, rhythmic speech features
can sense the movement in speech, which is characterized by stress, tempo, and syllable
amount [235]; social speech features can detect nonverbal verbal cues and predict behav-
ioral outcomes in various social situations [302]. Rhythmic speech features include tempo,
brightness, key, and so on, whereas social speech features include activity, engagement,
emphasis, and mirroring. In section 3.2, it focuses mostly on partial rhythmic and social
speech features.

3.2.1 General Rhythm Speech Features

As aforementioned, rhythmic speech features can reflect the movement in speech as well
as the tendency of consonants and vowels of languages, such as sentiment, utterance form
(statement, inquiry, or command), irony or sarcasm, emphasis, and so on [163]. Conse-
quently, these features can be applied to speech analysis, multilingual speech recognition,
speech emotion recognition, etc.

Tempo is a common rhythmic feature that can estimate the length of musical tones,
and it can also be employed in music to investigate a section of a specific change in tempo
speed or change in rhythm speed [73, 181]. The beat is often used to identify the number
of strikes per minute, and it is also employed in speech features to compute the tempo of
the speech rhythm feature by recognizing the periodicity of the speech signal.

The brightness of voice is the degree of purity and appeal to the ear, which typically
refers to the change in the short-time energy of the speech signal at frequencies over
1500 HZ [181]. It indicates the clarity of the voice diction and represents the degree of
penetration of the speaker’s voice in speech characteristics. Thus, it is also possible to
analyze voice signals using brightness.

The key of a voice is the frequency level of sound, which also reflects the degree of
human hearing to differentiate the tone of a voice [181]. In rhythmic speech features,
Key can be classified into C, A, and G tones that represent the speaker’s gene frequency
variance.

The inharmonicity is another rhythmic speech feature that indicates the amount of
energy outside the ideal harmonic series [180, 181]. There are also numerous more rhythmic
speech elements that can be exploited in speech analysis. Due to the thesis’s limitations
and relevance to the user context, it only introduces these four rhythm speech features.
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3.2.2 Social Speech Features

Social speech features generally can be highly successful in predicting behavioral outcomes
in various social interactions, such as negotiations, dating, etc [72, 302]. According to the
idea of Pentland [252], social speech features often include activity, engagement, emphasis,
and mirroring.

Activity is known as the percentage of a person’s speaking time that can be calculated
by z-scoring the fraction of speaking time plus the frequency of voiced segments [302, 72].
The ratio of the duration of speaking frames in the conversation to the entire duration of
the conversation was used to calculate the fraction of speaking time. The rate of voicing
segments obtained in the conversation’s speaking region was used to calculate voicing
frequency.

Fraction speaking time = s/n, (3.14)

where s = speaking frames, n = total frames in speech segment [302].

V oice rate = v/(v + u), (3.15)

where v = voiced frames, u = unvoiced frames [302].
Engagement can be described as the impact that one person has on the other’s con-

versational turn-taking [72, 302]. Individual turn-taking dynamics impact each other in a
two-person dialogue, which can be described as a Markov process [250]. Engagement can
be calculated by assessing one person’s effect on the other. To calculate the engagement,
it is possible to use a measure of the coupling between the two Hidden Markov Models
(HMM) that describes the influence each individual has on the other. The calculation is
as follows.

P (Si
t |Si

t−1......S
N
t−1) =

∑
αij ∗ P (Si

t |Si
t−1) (3.16)

where αij = influence coupling parameter between interacting chains i and j, P (Si
t) =

probability that chain i is in state S at time t), i = chains from 1 to N , t = dis-
crete time steps.

Emphasis is the variation in speech prosody, especially variation in pitch and loud-
ness [72, 302]. In general, emphasis is determined by extracting the mean energy, frequency
of the fundamental format, and spectral entropy in each voiced segment. More specifically,
the speaker’s emphasis can be obtained by summing up the mean-scaled standard devia-
tion of the energy, formant frequency, and spectral entropy. The following equation 3.17
can be used to calculate emphasis.

Emphasis measure =
∑

std(ε) + std(µ) + std(ρ) (3.17)

where ε = formant frequency, µ = spectral entropy, ρ = energy in frame, and std is
standard deviation [302].

Mirroring is another social speech trait that is found in back-and-forth exchanges in
dialogue, often consisting of single words like (‘ OK?’, ‘Yes!’, ‘done’) and short interjections
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(1 sec) like ‘uhhuh’, ‘hummh’ [72, 302]. The following formula can be used to describe the
mirroring calculation.

Mirroring measure = {(S1(i)− S2(i)) ⩽ 1sec} /n (3.18)

where S1(i) = time of occurrence of short speaking frame(< 1s) for speaker 1,
S2(i) = time of occurrence of short speaking frame(< 1s) for speaker 2,
n = length of speech segment in seconds,
{} = total number of such pairs in time n [302].

3.3 User Study: Measuring Restoration Effects From

Speech Signal

Speech features analysis can be utilized in a variety of applications, including HCI applica-
tions [65], VIs applications [121], social behavior processing [327, 328, 231], physiological
and psychological health [37, 80], etc. In general, temporal and frequency domain fea-
tures can be used for speech recognition, emotion recognition, and personality recognition.
These recognizing techniques can well be incorporated into VIs systems to improve user-
VI interaction. The rhythmic and social speech features can be assisted to detect mental
health and social behavior. These functions are typically embedded in VIs, and hence have
a significant impact on VIs.

IVs are commonly used in automated driving, and this system can improve the user
experience in automated vehicles, such as voice control in autonomous driving [81, 211].
Another possibility is to use speech signal analysis to evaluate restorative experiences in
automated vehicles. This part contains a use case for measuring restoration effects using
speech features analysis. The main work from this part consists of an unsupervised speaker
segmentation method and attention restorative metrics based on speech features analysis.
The user study was conducted in in-car Virtual Restorative Environments (VREs) [193]
and the results of the speech features analysis are reported in this part. The majority of
the figures, tables, and results in this section are drawn from the citation paper [210].

3.3.1 Research Background

Physical and mental recovery has become a critical topic in human-centered computer re-
search due to the rising stress for people in current metropolitan contexts. Some of this
study looks toward the use of (virtual) natural surroundings to efficiently recover atten-
tion [237] and alleviate weariness. One potential use for such a restorative environment is
autonomous driving, which can provide travelers with a means to reconnect with nature
while psychologically recharging in automated automobiles. Currently, existing research
often employs self-report questionnaires or reaction tests as primary indicators to assess
the effects of attention restoration. Traditional procedures, on the other hand, disrupt the
experiment’s flow, alter the attention being assessed, and may suffer from subjectivity and
memory effects. Subjectivity and memory effects may potentially be present in the study.
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Other techniques of detecting attentiveness using sensors or devices were proposed. For
example, analyzing attention recovery can be done by utilizing eye movement to evaluate
attention [107]. Restorative attention can also be detected using EEG-based [36, 230]
and ECG-based [54] features. However, it exists certain concerns, such as uncomfortable
human supervision, to which individuals may be constrained in a particular environment.
An alternative is an attention restoration detecting system based on SSP. Dhupati et al. [83]
presented the concept of employing SSP in the investigation of sleepiness or tiredness
detection. It enables the automatic detection and assessment of attention restoration, as
well as the analysis and evaluation of the mental state. Speech cues, in particular, are
crucial in emotion recognition and can aid in the automated evaluation of mental recovery
stages. The extraction of time and frequency domain speech features, in conjunction with
an efficient speech segmentation algorithm [357], can therefore legitimately detect and
evaluate the extent of attention restoration in this context.

In this user study, it presents a unique assessment approach for attention restoration
and applies it to a virtual reality-simulated in-car restorative environment. The effects of
attention restoration are measured via speech signal analysis. It is also possible to distin-
guish different restoration levels based on speech features using classic machine learning
approaches such as SVM and KNN algorithms.

3.3.2 User Study Design

The design of this use case is based on user-centered design (UCD) [3] and semi-structured
interviews. Ten users were polled about their favorite non-driving-related activities (NDRAs),
daily relaxing environments, and design requirements for relaxing environments in self-
driving cars. The most often stated NDRAs were watching movies, sleeping, online chat-
ting, internet surfing, and playing games. Some individuals like to unwind in a quiet room
with soft lighting and music, or by going for a stroll in nature or reclining on the beach.
Based on the findings of the interviews, an initial prototype for in-car Virtual Restorative
Environments (VREs) featuring water, beach, seagulls, and trees was proposed. In order
to experience in-car VREs that are as near to reality as possible, speed and navigation
information can be provided naturally in the form of animation in an immersive setting.

To completely immerse travelers in the offered in-car restorative environment, this user
study employs HMD-based VR using an Oculus Rift VR headset. In this user study, two
modes were presented: autonomous driving and relaxing. Users can switch between the
modes by using an Oculus Touch Controller. participants can feel the vehicle’s velocity
and the navigation map while driving in automatic mode as is shown in figure 3.2. On
the windscreen, it displays the vehicle’s primary status as well as a progress bar showing
the present position to the passengers. In the relax model, participants can experience
the in-car VRE with a 360° video of live-captured natural scenery1. Birds warble and
wave in the background, accompanied by light flute music2 in VR. The video brightness

1360 Degree Cinemagraphs, accessed: October 2019
2Relaxing Pan Flute Music, accessed: October 2019

https://www.youtube.com/watch?v=XmzFFvxQIXk
https://www.youtube.com/watch?v=KnJaayv6fsI
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Figure 3.2: Automated driving mode: The UI displays car speed (red box), navigation
map (orange box), hand model (white box), and study instructions (yellow box) [193]

Figure 3.3: Relaxing mode: The moving path of seagulls (in red) indicates speed and the
ship (in orange) shows the progress of the entire journey [193]

can be changed to improve the participants’ experience in the simulated environment. In
addition to this natural peaceful scenery, it shows 3D representations of seagulls and a ship
as metaphors for vehicle velocity and travel progress, respectively (see Fig. 3.3).
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3.3.3 User Study Procedure

The within-subject design was utilized in the user research, and each participant experi-
enced the in-car VRE. The data obtained included a comparison of subjective and objective
attention measurements before and after the restorative experience, as well as an analysis
of the correlation between the post-experience measures of attention and the properties
of the speech signals. It was hypothesized in the experiment that the in-car restorative
environment in VR would have strong restorative effects on attention, and that specific
aspects of the voice signal would be correlated with attention metrics.

Apparatus, Participants, and Measurement

The study procedure was approved by the local Ethics review board of LMU of Munich.
Unity 3D was installed on a normal PC linked to an Oculus Rift for this user study.
Speech signals were recorded at 48 kHz using a digital audio recorder (Aigo voice recorder
R6611). The microphone was around 15cm away from the participants’ lips. For voice
signal analysis, Matlab 2017a and MIRtoolbox 1.7.1 were utilized. In the experiment, it
included a total of 12 volunteers (5 male) aged 25 to 28 years (M=26, SD=0.9). Moreover,
half of them had previously driven and used virtual reality. Furthermore, they preferred
resting in a quiet environment with gentle music, watching movies, or going for a walk in
natural settings. It uses objective and subjective attention metrics, as well as the suggested
speech signal analysis approach, to determine attention restoration.

Subjective attention can be measured using the attention function index. The 13-item
Attention Function Index (AFI) [63] is intended to assess perceived efficacy in daily tasks
supported by attention and working memory. It is frequently used as a self-assessment of
cognitive performance. It utilizes an 11-point Likert scale, with 0 representing Not at all at
all and 10 representing Extremely well. Object attention can be measured using the digit
span backward test. This measurement utilized the Inquisit program, which displays the
numerals 0-9 in a random sequence. Participants had to repeat them in the exact opposite
sequence, and the experimenter used the mouse to pick the number they uttered from a
circle of digits. Their voice was recorded in the object attention measurement.

Speech Signal Analysis

Unsupervised speech segmentation can be used to segment speech components from the
Digit Span Backward test (DSB) voice recordings. Short-time energy, pitch, and MFCC
will be extracted as time- and frequency-domain speech features. Furthermore, prosodic
speech features such as tempo, key, and harmonics will be obtained from the speech parts
of the participants. These features can be assisted to study and evaluate the degree of
attention restoration. The entire processing pipeline is shown in Figure 3.4 and explained
below.

Denoising and enframing the speech data, as well as selecting a timing window, are all
part of the preprocessing procedure. In this procedure, the frame size was set as 25ms and a
frame step was set as 10ms. As a requirement for extracting time-frequency domain speech
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Figure 3.4: The signal analysis pipeline tightly integrates speech feature extraction and
speaker segmentation

features, the data is then processed using a Daubechies-4 Wavelet Transform [74]. At this
point, the KL-Divergence [342] can accurately split the data into speech and non-speech
segments when combined with the previously recovered features. Features are only used
from speech data segments At the end of the processing, both time- and frequency-domain
features are forwarded to further processing.

Experiment Procedure

Participants were invited to the experimental room and given a brief overview of the study.
Figure 3.5 displays the total timeline of this study method. After collecting personal infor-
mation, participants were instructed to complete the AFI surveys as a subjective assess-
ment of attention and the DSB test on a computer as an objective measure of attention.
The baseline included both subjective and objective measures of attentiveness. During the
DSB test, the recorder was also used to collect audio data from the subjects. Then, as a
warm-up for the restorative experience, participants were invited to watch a video clip of
a traffic jam3 so as to induce context-specific stress. At this stage, the same measurements
(AFI and DSB) were performed again.

The experimenter showed an instructional film of the system’s functionality prior to
the restorative experience. Following a training period, participants either experienced
the in-car restorative environment or closed their eyes in VR for 10 minutes (as in the
other condition). They conducted the same attention tests after the restorative experi-
ence, and the results were recorded and compared to the previous baseline. Finally, the
experimenter conducted an interview in which individuals were asked to discuss their ex-
periences throughout the restorative experience. The entire experimental flow is shown in
figure 3.5.

3.3.4 Study Results

To fully comprehend the impacts on attention restoration, objective and subjective atten-
tion assessments, as well as speech signal analysis, were applied to analyze. The Pearson
correlation coefficient was utilized to assess whether there was a significant correlation and
difference between the two sets of attention measurements before and after the restorative
experience, which were based on time-frequency domain speech components in Elan [184].

3Incredible Traffic, accessed: October 2019

https://www.youtube.com/watch?v=GlCazmVBUMg
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Figure 3.5: Timeline of the study procedure [210]

Furthermore, classical machine learning can be utilized to verify if speech signal analysis
can accurately evaluate the effect of attention restoration. A high correlation impact is
seen when r ≥ 0.5 and the accuracy of the machine learning approach is more than 0.85
in two categories and 0.7 in three classifications.

Traditional Attention Measures

Attention Score The AFI’s attention score represents the participants’ subjective as-
sessment of their current attentional state. The VRE condition had a somewhat higher
average rise than the shutting eyes condition. Participants gained 2.9 (SD=7.6) points
on average following the VRE restorative experience, compared to 1.4 (SD=8.4) points
after closing their eyes. The absolute AFI score was marginally higher after the restorative
experience in the VRE condition (Mdn=61) as compared to the pre-VRE measurement
(Mdn=59), W=65, p=0.31.

Working Memory The DSB examines the digit span to determine the participant’s
working memory capacity as a measure of their direct attention ability at the moment.
While the two error maximal length (TEML) measurement did not indicate any change in
both situations before and after the restorative experience, it investigated the mean span
(MS) measurement further.

Across conditions, the VRE condition resulted in a somewhat greater MS increase
than closing the eyes: participants increased their short-term memory by 0.16 (SD=0.7)
digits in the VRE, compared to 0.11 (SD=0.5) digits after closing the eyes. Furthermore,
after being exposed to the VRE, subjects obtained their greatest performance in terms of
working memory span (M=5.11, SD=1.0) compared to the previous DSB tests.

Attention Evaluation Based on Speech Signal Analysis

Speaker Segmentation Result Table 3.1 depicts the outcomes of speaker segmentation
and figure 3.6 shows one of them. A total of 21 people completed the attention scales
and made usable voice recordings. The average accuracy in speaker segmentation was
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around 94%, while the f1 score was around 89%. As a result, MFCC may be viewed as
an appropriate speech characteristic for detecting the participant’s voice. A 4-Daubechies
Wavelet transform may also effectively reduce noise, and KL-Divergence based on MFCC
can segment the participants’ voices.

Figure 3.6: Result of speaker segmentation based on WT-KLD, compared to manual an-
notation of the data.

The decreased accuracy and f1 score in certain participants are due to the wavelet
transform failing to properly reduce noise, such as Gaussian white noise, and therefore
the KLD approach failing to isolate the participant’s speech. Furthermore, certain low
soliloquies or other people’s voices (experimenter’s voice) were captured in the recorder,
and these voices may have an impact on the participants’ speech detection during the
whole speaker segmentation procedure.

General Time-Frequency Speech Features As shown in table 3.2, the time domain
features, such as short-time energy, zero-crossing rate, max peak in autocorrelation, and
3 formants exhibit a substantial positive connection with the AFI score. The first three
frequency peaks were selected in the spectrum with a high degree of energy as formants.

These six speech features can be utilized to properly investigate and measure atten-
tion restoration effects in this experiment. Furthermore, the short-term energy and zero-
crossing rate were lower before and after the in-car VRE session. In other words, these
two features appear to increase when participants go from a state of fatigue to a state
of relaxation. More study on this secondary discovery, however, is required to develop a
stable metric.

Additionally, the frequency-domain feature MFCC, as shown in Figure 3.7, was linked
to the various Attention Restoration Levels (ARL). The top two photographs in figure 3.7
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File No. Accuracy F1-score

01 0.7906 0.8831
02 0.8672 0.9289
03 0.7642 0.8664
04 0.9366 0.9673
05 0.8680 0.9293
06 0.9976 0.9988
07 0.7210 0.8379
08 0.9215 0.9591
09 0.9389 0.9685
10 0.6482 0.7098
11 0.9389 0.9685

Table 3.1: Accuracy and F1-score for Speaker Segmentation in the different data files

show spectrograms before and after experiencing an in-car restorative natural environment
in VR, whereas the bottom images show before and after closing the eyes. The right
spectrograms are substantially brighter than the left ones, implying that time-frequency
speech properties are also connected with the attention restoration level and can help
identify such levels.

Attention Restoration Level Classification Based on these seven effective speech
features that are related to attention restoration phases, two classic machine learning
techniques can be employed. The low-level state is defined as happening prior to the VRE
experience, while the high-level state is defined as occurring after the VRE experience. The
SVM and KNN algorithms were employed to provide the encouraging preliminary findings
shown in table 3.3. Even if three levels are specified (closed eyes, VRE experience, and
before), the SVM and KNN methods shown in table 3.3 can be used to reliably identify
these three states. This demonstrates the link between speech qualities and the extent of
attention restoration. More specially, it is feasible to evaluate attention restoration based

Table 3.2: Pearson Correlation Coefficients between Different Features and the Attention
Restoration Level [210]

Short-Time Energy 0.8994
Zero-crossing Rate 0.9192
Max peak in autocorrelation 0.9209
Formant 1 0.9209
Formant 2 0.5798
Formant 3 0.7515
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Figure 3.7: Spectrograms of the MFCC feature in different attention-restoration states

on speech signal analysis.

Table 3.3: Recognition Accuracy of SVM and KNN using 2 and 3 attention restoration
levels

KNN Method SVM Method

2 level classification 0.8775 0.9228
3 level classification 0.6051 0.7162

Rhythmic Speech Features

Table 3.4 indicates how the rhythmic speech features of tempo, key, and inharmonicity
correlate with the level of attention restoration. The tempo is a measure of the number of
speech units of a specific kind generated in a particular length of time [180, 181] and this
acoustic feature can be obtained by detecting periodicities. The tempo has a substantial
correlation with the attention restoration level in table 3.4. The key feature is the tonality
speech feature, which can evaluate tonal center positions and their relative clarity [180,
181]. According to table 3.4, the key has a high association with the amount of attention
restoration. Inharmonicity [180, 181] is a prosodic speech feature that reflects the amount
of energy that is not in the ideal harmonic series. In addition, the inharmonicity value
is connected to the amount of attention restoration. Thus, these three rhythmic speech
features can also assist to analyze and assess attention restoration.
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Table 3.4: Correlation coefficients between the attention restoration level and three
prosodic phonetic features

Tempo Key Inharmonicity

ARL 0.8765 0.8679 0.7869

Discussion of the User Study

It developed an evaluation procedure for the restorative effects of an in-car VRE in this
user study. As a baseline for evaluating restoration effects, traditional methods based
on attention ratings and reaction tests were utilized. According to the results of the
attention surveys, all participants considerably increased their attention capacity following
the restorative experience. In the response test, they obtained moderate to poor restoration
in terms of overall accuracy and reaction time on average. The objective assessment of
attention shows no substantial gains over the subjective evaluation.

It offered a fresh assessment approach based on speech signal analysis in addition to
these known metrics. The study did a correlation analysis after extracting short-time
energy and zero-crossing rate in the time domain and MFCC in the frequency domain fol-
lowing speaker segmentation and discovered that these acoustic features were substantially
connected with the aforementioned attention measurements. Additionally, classic machine
learning techniques such as KNN and SVM can help to illustrate the link between generic
speech characteristics and restorative attention metrics. Using these two classical methods
and the aforementioned relative speech characteristics, encouraging early results in 2-level
classification before and after VRE experience may be obtained. Based on these speech
features, the KNN and SVM techniques can recognize distinct restorative attention stages
in three-level categorization. Furthermore, prosodic phonetic elements including pace, key,
and inharmonicity are linked to subjective judgments of the restorative impact. As a result,
these speech features, like subjective assessments, can be used to identify and evaluate the
restorative impact.

In terms of speaker segmentation, which is vital in the provided assessment system,
it offered an artificial speech segmentation algorithm aimed at detecting the participants’
voices during the restorative experience. However, human speech labeling and microphone
placement can have an impact on speaker segmentation precision. On the one hand,
correctly labeling participants’ start and finish voices is difficult. The distance between
the participants and the microphone, on the other hand, may have an effect on the manual
label. This approach’s long-term goal is to build a fully autonomous processing chain for
evaluating attention levels based on audio data from interviews, which are always done as
part of the research, or even audio from user interactions.
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3.4 Summary

This chapter mainly focused on speech features analysis which includes time and frequency
domain features, rhythmic speech features, and social speech features. More specifically,
the time domain features (temporal features) are easier to extract and analyze in the “short-
time” range, such as short-time energy, zero crossing rate, short-time auto-correlation, and
so on. The frequency domain features (spectrum features) are produced by transforming
the time-based signal to the frequency domain with the Fourier Transform, such as Mel-
Frequency Cepstrum Coefficients(MFCCs), etc. Rhythmic speech features can sense the
movement in speech, which is characterized by stress, tempo, and syllable amount. Social
speech features can detect nonverbal verbal cues and predict behavioral outcomes in var-
ious social situations. These features can be used for speech recognition, speech emotion
recognition, and speech personality recognition and these recognizing techniques can be
embedded in the VIs system to improve user-VIs interaction.

Then, it offers a user study on measuring restoration effects in in-car VRE using voice
features analysis. Although not a VIs example, it might be used in future autonomous
driving VIs. In this user study, It proposes a unique attention restoration assessment
approach that analyzes the speech signal of study participants (n=21) before and after they
encounter an in-car restorative environment in VR. This is less intrusive and more accessible
than other metrics such as attention scales or reaction tests. The results of this study reveal
that specific temporal and frequency domain speech features, such as short-time energy and
Mel Frequency Cepstral Coefficients (MFCC), are correlated with subjective and objective
measures of attention. As a result, speech signal analysis can give a reliable indicator of
attention and its restoration. An unsupervised speech segmentation technique based on
a Wavelet Transform and Kullback-Leibler Divergence was also suggested to make speech
signal analysis more practical.



Chapter 4

Speech Emotion Recognition

Speech emotion recognition plays a critically important role in VIs. As previously stated,
emotion-aware VIs are able to provide a communication bridge between users and VIs
while also improving the user’s interaction experience through advancements in speech
emotion recognition and synthesis. In general, speech emotion recognition includes speech
signal pre-processing, speech feature extraction, speaker segmentation, and speech emo-
tion recognition (see figure 4.1). Pre-processing comprises pre-emphasis, enframing, and
windowing with frame sizes ranging from 10 to 30ms. In a subsequent stage, time- and
frequency-domain information can be retrieved. Noise is removed from the speaker before
a classification algorithm is employed to recognize the various emotional states. In this
section, it mainly focuses on speech segmentation and speech emotion recognition. Fur-
thermore, it also presents a user study about emotion recognition from continuous speech
in classroom teaching.

Figure 4.1: Processing steps needed for a speech emotion recognition system for continuous
speech

4.1 speaker segmentation

Speaker segmentation is extremely crucial in VIs. In general, user-VI communication can
be improved by integrating speaker segmentation techniques into the VIs and using high-
efficiency speaker segmentation algorithms. Traditionally, speaker segmentation algorithms
are divided into two types: supervised and unsupervised learning methods. An unsuper-
vised method can recognize a speaker’s voice without prior knowledge, for example using
cepstral analysis for tracing unique voice segments [26]. Speech features, such as short-
time energy, magnitude, zero crossing rate, and autocorrelation [152], can also support
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unsupervised speaker segmentation methods. Whereas the supervised method can be used
when the speaker’s speech information is known in advance and can be used for training.
For instance, GMM [344], SVM [131], deep learning techniques such as DNN, CNN, and
RNN/LSTM [24], can be used to recognize the speaker’s voice during the conversation.
The greater the training sample set used in the supervised learning method, the higher
accuracy will be achieved. Yet, the most difficult aspect of this approach is gathering this
large dataset. Improving the accuracy of unsupervised speech recognition offers another
alternative. This section provides various instances of unsupervised speaker segmentation
methods.

4.1.1 Unsupervised speaker segmentation

Traditional unsupervised approaches, such as HMM method [309], can segment a speaker’s
voice based on the difference in speech energy. This method can serve the purpose of
separating the speaker’s voice from other noise or silence, thereby identifying the segments
of data, in which emotion will be recognized. As the limitation of the unsupervised method
and the inconvenient training procedure, it presents an unsupervised speaker segmentation
method as shown in figure 4.2. The method uses two stages: a Wavelet Transform and
detection based on Kullback-Leibler-Divergence (KLD).

Figure 4.2: Processing steps for Speaker Segmentation in detail

For noise reduction, it implemented some pre-processing steps and a wavelet trans-
form. The pre-processing consists of pre-emphasis, enframing, and windowing. In the
pre-emphasis, it used a filter to emphasize higher frequencies in order to equalize the effect
of the glottal source and energy radiation from the lips. Moreover, as speech signals are
non-stationary, their characteristics change in very short time intervals. Enframing and
windowing help to maintain a more steady state of the signal. In this system, it chose a
frame size of 25ms and a frame step of 10ms. It then successfully used Daubechies (D4)
wavelets [265] and its inverse transform to reduce the noise in the voice data. The Kullback-
Leibler Divergence (KL-Divergence) can be utilized to reliably segment the speaker’s speech
from the whole voice data.

KL-divergence [342] is then used to find the change points between speakers and silence:
The MFCC allows us to detect these change points since the symmetric Kullback-Leibler
distance between two adjacent frames of MFCCs detects whether this frame is a change
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point between speech and non-speech. When all of the change frames have been identified,
the K-means approach is used to categorize them and thereby segment the speaker’s voice
data.

4.1.2 Study Result and Evaluation

The unsupervised learning technique presented in the preceding section was used in two
different scenarios. One is an interview environment, while the other is a classroom teaching
context. The Elan1 is a ground truth annotation software that can be utilized to manually
label the speakers’ voice segments. This section contains the results and analyses for these
two scenarios.

The interview scenario in this user case was generated from the last stage of the user
study. In general, the last stage of user research focuses on communication between par-
ticipants and experimenters and they mostly poke at the experimental design and user ex-
perience. Participants’ voices can be gathered during this procedure, and an unsupervised
approach can capture participants’ voices without training their vice before. Furthermore,
as previously stated, participants’ speeches can be used to recognize their emotions and
study engagement. The following table shows the result of speaker segmentation in an
interview scenario.

Participant ID

number
Accuracy F1-score

Participant ID

number
Accuracy F1-score

01 0.6323 0.7747 06 0.9976 0.9988
02 0.8672 0.9289 07 0.6222 0.6937
03 0.6562 0.7265 08 0.7210 0.8379
04 0.9366 0.9673 09 0.9215 0.9591
05 0.8680 0.9293 10 0.6482 0.7098

Table 4.1: Results for speaker segmentation in the interview context.

As shown in the figure 4.1, the average accuracy of speaker segmentation was about
79% and the average F1-score2 [117] was above 0.77. Therefore, the unsupervised method
based on wavelet transform and Kullback-Leibler divergence (WT-KLD) can be used to
detect the speaker’s voice in the absence of any training data. More specifically, wavelet
transform can efficiently remove noise, while KL-Divergence can assist to segment the
participants’ voices. However, not all of the results are satisfactory, and some of them
can attain incredible precision. On the one hand, the wavelet transform approach cannot
eliminate all noise from the voice. On the other hand, MFCC may not be the sole element

1https://archive.mpi.nl/tla/elan
2https://deepai.org/machine-learning-glossary-and-terms/f-score
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associated with human voice difference, and there may be additional aspects that can be
utilized to discern various people’s voices.

In this user study, the classroom teaching scenario is primarily focused on the teacher’s
voice. Traditionally, the majority of speech in the classroom teaching environment comes
from instructors’ voices, and hence teachers’ voices play a crucial role in classroom teaching.
A video camera can capture instructors’ appearances as well as record their voices. Students
occasionally engaged in debates with the speaker during the lecture. The teacher’s voice
dominates the audio data, but there is additional noise such as whispering and the sound
of the recording computer. The following table shows the result of speaker segmentation
in a classroom teaching scenario.

Participant ID

number
Time Accuracy F1-score

Participant ID

number
Time Accuracy F1-score

A01 45min 0.7642 0.8664 C01 45min 0.9598 0.9795
A02 45min 0.6968 0.8213 C02 45min 0.7906 0.8831
B01 45min 0.8782 0.9352 D01 45min 0.9565 0.9778
B02 45min 0.8801 0.9362 D02 45min 0.9389 0.9685

Table 4.2: Results for speaker segmentation in the classroom teaching context.

As depicted in table 4.2, A-D refers to the 4 teachers, whereas 01 and 02 indicate
the various lectures. The average accuracy of the speaker segmentation was about 86%
and the average F1-score was above 0.92. Table 4.2 shows the results for each recording,
which exhibit a certain variation between teachers. However, in general, this demonstrates
that MFCC was an appropriate speech feature for recognizing the instructors’ voices and
that KL-Divergence based on MFCC could effectively distinguish and segment the speech
signal, with noise reduction using D4 Daubechies wavelets. The accuracy (0.9598) and
F1-score (0.9795) are the greatest in the audio data of recording C01. Despite the fact
that the students’ voices were dominant at the end of the lesson, this recording delivered
an excellent outcome. For recording A02, the accuracy (0.6968) and F1-score (0.8213) are
the lowest. An ear assessment of this audio indicated that it featured portions in which the
students’ and teachers’ voices blended, making noise reduction and segmentation nearly
difficult.

4.2 Speech Emotion Recognition

In human-human interactions, various modalities, such as facial expressions, body lan-
guage, and speech, are used to exchange information [161]. However, recognizing human
emotional states is considered an extremely difficult task in most dynamic scenarios, such
as driving, and thus continues to face challenges [164]. With the advancement of sensors
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and their widespread use, multiple sensors can be utilized to capture and measure emotion.
The two most commonly used data in the field of research [69] are audio data (speech) and
video data (facial expressions). As a result, speech emotion recognition has received a lot of
attention in recent years, and it had a big impact on the field of Human-Computer Interac-
tion (HCI) research as previously mentioned. Speech emotion recognition has applications
ranging from academia to industry, including psychiatric diagnosis, smart productions, lie
detection, intelligent call centers, educational software, and so on [98]. In order to achieve
high accuracy in speech emotion recognition, research is involved in several areas, including
denoising speech signals in real-life scenarios, as well as finding the most effective feature
set and classifiers.

In general, numerous approaches, such as conventional machine learning methods, can
be applied to recognize speech emotions. Hidden Markov models (HMM) and short-term
spectral characteristics were utilized by Lee et al. [187] and Schuller et al. [288] to iden-
tify speech emotions. They discovered that a model trained using spectral aspects of
vowel sounds outperformed a model built with prosodic features. Other methods that
were also employed for emotion recognition include Support Vector Machines (SVM), the
Kernel Extreme Learning Machine (KELM), Convolutional Neural Networks (CNNS) as
well as Recurrent Neural Networks (RNNs) [8]. Currently, deep learning approaches are
the primary focus of researchers in this field. Su et al. [307] imposed a graph attention
mechanism on a gated recurrent unit network to improve the performance of SER. Dis-
sanayake et al. [86] proposed another SER method using an autoencoder-based CNN and
a Long-Short-Term Memory(LSTM) network structure. Moreover, SER based on self-
attention [314], interaction-aware attention networks [343], and augmenting generative ad-
versarial networks (AGAN) [182] can also effectively improve the recognition performance.
This section focuses on speech emotion recognition in considerable depth.

4.2.1 Emotional Speech Databases

Emotional speech datasets are significant in speech emotion recognition, since building
and choosing a good database for speech emotion recognition tasks is vital for assessing
speech recognition performance. In general, emotional speech datasets are divided into
three distinct types[97, 274] - natural database, acted database, and elicited database.

Natural databases are built on spontaneous speech from real-life conversations such as
call centers and television video clips. This is the most genuine database, with the highest
level of naturalness. However, one significant shortcoming of this strategy is the issue of
copyright and privacy. Another issue is subjectivity in emotion labeling; various human
evaluators may judge different aspects of the same statement, making it difficult to describe
the audio emotion.

Although natural databases are the most optimal for use in speech emotion recognition,
due to data collecting limitations, several studies in the field of SER have asked professional
actors or expressive people to replicate predetermined emotion states. Because it is easier
operable with simple equipment, this is the most widely utilized strategy. Furthermore,
there is no need for emotion labeling effort. However, the emotional naturalness of such
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speech data is dependent on the ability of actors to imitate. As a result, as compared
to the natural database, the emotional components in the acted database are frequently
inflated and do not reflect true feelings.

Elicited speech corpus, rather than definitions of emotion state, is where emotions were
induced, i.e. performers were asked to improvise conversation in hypothetical settings
tailored to elicit certain emotions. This technique is also more operable and can get more
natural data than a simulated approach, although it has significant drawbacks. There is
no assurance that performers will be able to elicit the desired feeling. Furthermore, not all
emotions may be available, and if the speaker is aware that they are being recorded, the
emotion conveyed by speakers can be fabricated.

As shown in table 4.3, there are various emotional speech databases based on the three
types stated previously. A database of authentic and realistic emotional speech can assist
in improving speech emotion detection. However, the majority of current emotional speech
databases are acting emotions, and the database size is insufficient. Recognizing the natural
speech emotion based on these acted emotional speech datasets is challenging. In addition,
languages have an important influence on speech emotion recognition. Currently, the
majority of languages offered by such databases are in English. The other major database
is in German. This section will provide three types of emotional speech databases.

Elicited Database - English - IEMOCAP According to IEMOCAP [49], four criteria
are required in the preparation of a speech corpus: scope (number of speakers, emotional
classes, language, etc.), naturalness (acted versus spontaneous), context (in-isolation versus
in-context), and descriptors (linguistic and emotional description). They emphasize the
need of having appropriate databases with real emotions recorded during conversations
rather than monologues. Furthermore, information concerning physiological signals, the
aim of speech emotion recognition, and the number of emotion states should be considered
to improve the performance of the speech emotion recognition system. The IEMOCAP
database was created by recording ten actors in dyadic sessions with markers on their faces,
heads, and hands, which provide detailed information about their facial expressions and
hand movements during scripted and spontaneous spoken communication scenarios. The
actors performed selected emotional scripts as well as improvised hypothetical scenarios
designed to elicit specific types of emotions (happiness, anger, sadness, frustration, and
neutral state).

Acted Database - English - SAVEE SAVEE database has been recorded as an im-
portant prerequisite for the development of an automatic emotion recognition system. The
database includes seven emotions, namely anger, disgust, fear, happiness, neutral, sadness,
and surprise [150]. Recordings from 4 male (identified as DC, JK, JE, KL) actors in 7
different emotions, 480 British English utterances in total, are contained in the database.
Each emotion class contains 15 samples except the neutral class contains 30 samples and
a total of 120 samples per class available.
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Table 4.3: Current available emotional speech databases [97, 310, 274]

Corpus Access Language Type of
database

Size Emotions

IEMOCAP[49] Public
and free1

English Acted,
Elicited

12 hours, 10
actors*5 Ses-
sions*8 Wavs

Nl, Hs, Sd, Ar, Sue,
Fr, Dt, Fn, Ed

Berlin
Emotional
Database(EMO)[48]

Public
and free2

German Acted 800 utterances,
10 actors

Ar, Jy, Sd, Fr, Dt,
Bm, Nl

Danish
Emotional
Database(DES)[99]

Public
with
license
fee3

Danish Acted 4 actors, 2
words + 9
sentences+ 2
passages

Ar, Jy,Sd,Sue,Nl

SUSAS[127] Public
with
license
fee4

English Acted,
Natural

16,000 ut-
terances, 32
actors

Four stress levels

FERMUS Public
with
license
fee5

German,
English

Automotive
environ-
ment

2829 utter-
ances,13 actors

Ar, Dt, Jy, Nl, Sd,
Sue

OMG Emotion
Dataset[28]

Public
with
License
[29]

German,
English

Natural 178 Videos,
2725 utterances

Ar, Dt, Fr, Hs, Nl,
Sd, Sue

eNTERFACE Public
and free

English Acted 42 Male, 34 Fe-
male

Ar, Dt, Fr, Jy, Sd,
Sue

SALAS Public
with
license

English Elicted 20 Subjects Wide range

Smartkom Public
with
license

German Natural Total=224,
Time=4.5min/p

Nl, Jy, Ar, Sue,
Hes, Pg

Abbreviations for emotions: Anger: Ar, Anxiety: Any, Boredom: Bm, Contempt: Ct, Disgust: Dt,
Despair: Dr, Excited: Ed, Elation: En, Fear: Fr, Frustration: Fn, Happiness: Hs, Helplessness: Hes,
Interest: It, Joy: Jy, Neutral: Nl, Panic: Pc, Pride: Pe, Pondering: Pg, Surprise: Sue, Sadness: Sd,
Shame: Se.
Other Abbreviations: H/C: Hot/Cold.

1 Speech Analysis and Interpretation Laboratory(SAIL), University of Southern California(USC),
USA.

2 Institute for Speech and Communication, Department of Communication Science, the Technical
University, Germany.

3 Department of Electronic Systems, Aalborg University, Denmark.
4 Linguistic Data Consortium, University of Pennsylvania, USA.
5 FERMUS research group, Institute for Human-Machine Communication, Technische Univer-
sität München, Germany.
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Acted Database - German - The Berlin Emotional Speech Database (Emo-DB)
Emo-DB consists of about 800 sentences spoken by 10 actors. The German speech samples
contained are related to seven emotions: anger, disgust, fear, happiness, boredom, neutral,
and sadness [48]. The material was evaluated in an automated listening test and each
utterance was judged by 20 listeners with respect to the recognisability and naturalness
of the displayed emotion. Because of the high quality of its recording as well as its free
availability, it thus has served as the basis for numerous studies and can be used for each
gender separately and combined.

4.2.2 Machine Learning Methods for Speech Emotion Recogni-
tion

As aforementioned, There are several approaches for recognizing emotions in speech. A
wide range of methods, including HMM, K-Nearest Neighbors (k-NN), SVM, neural net-
works (NN), and many others, are used in speech emotion recognition research. There is
yet to be unanimity on which method is best suited for all emotion categorization tasks
since every algorithm has both advantages as well as limitations. In this section, it will
provide an overview of different methods that are important to emotion categorization.
Their limitations are also explained.

k-Nearset Neighbors (k-NN) is a supervised learning technique used in machine learn-
ing. k-NN is widely utilized in a range of applications, including economic forecasting, be-
cause of its simplicity and robustness. In general, given an unlabeled sample X, the k-NN
classifier searches the training data for the K nearest neighbor samples and classifies the
sample X with the class label that appears the most frequently in the region of k time [10].
Nonetheless, k-NN has limitations when compared to alternatives. Because it works so
slowly, k-NN is called a lazy algorithm. It also takes a long time to compute, which might
be a concern with huge datasets. Another key issue in k-NN [34] is determining the value
of parameter k.

Gaussian Mixture Model (GMM) is a probabilistic model for density estimation
that employs a convex mixture of multivariate normal densities [330]. GMMs are deemed
ideal for speech emotion for global feature extraction because they are extremely efficient
in modeling multi-modal distributions, and their training and testing conditions are con-
siderably less required compared to a typical continuous HMM [90]. In terms of design
difficulties, the most critical to be addressed for GMM is the definition of the optimum
number of Gaussian components [14].

Support vector machine (SVM) is the state-of-the-art classifier model in speech emo-
tion recognition. An SVM is a supervised machine learning algorithm and is mostly used in
classification tasks. The core idea of SVM is to find the best hyperplane which separates
the data of one class from those from another class [298]. SVM offers advantages over
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GMM and HMM including the global optimality of the training algorithm, and the exis-
tence of excellent data-dependent generalization bounds [97]. Nevertheless, their handling
of non-separate cases is heuristic. Since there is no systematic way of choosing the ker-
nel functions, and hence, the separation of transformed features is not always guaranteed.
In reality, perfect separation of the training data is not recommended in speech emotion
recognition, for the purpose of avoiding over-fitting. With respect to review, SVM is widely
used in the application field of speech emotion recognition [298, 15, 243]. For example,
Hadhami Aouani et al. [15] used standard SVM and proposed DSVM in combination with
the use of deep learning methods, in their study. As a result, they achieved an accuracy
of 68.25% and 73.01% with 39 MFCC coefficients SVM and 65 MFCC coefficients SVM,
respectively, for the speaker-independent classification.

Deep Neural Network (DNN) is a conventional multi-layer perceptron (MLP) with
many hidden layers [347], and it is capable of learning high-level representation from raw
features and effectively classifying data [125]. It is believed that DNNs can achieve a good
performance in machine learning tasks (e.g., speech recognition) with sufficient training
data and appropriate training strategies. Thus classification models which are based on
DNNs are proposed recently. Kun Han et al. [125] proposed their approach utilizing DNN
to estimate the emotional state of an utterance. As for the result of their experiment,
the DNN-based approaches outperform the other two, namely, using HMM and SVM
respectively with 20% relative accuracy improvement for both unweighted (0.402 → 0.482)
and weighted (0.451 → 0.543) accuracy. The experimental results indicate that their
approach based on DNN significantly promotes the performance of emotion recognition
from speech signals. Thus it is promising to use neural networks in emotion recognition
tasks.

Sparse Attention Mechanism in neural network for speech emotion recognition[141]
can effectively improve the recognition performance. Since the audio signals are time-
series data, recurrent neural networks with attention mechanisms, such as Attention Long
Short-Term Memory(Attention-LSTM)[348], can offer alternatives. Sparseness measure-
ment can quantify how much energy of a vector is packed into only a few components[140].
Attention mechanism with sparse analysis can provide more accurate predictions because
of emotionally salient parts in a sentence[222]. Thus, using sparse Attention-LSTM for
speech emotion recognition can effectively improve recognition performance.

4.2.3 User Study - Speech Emotion Recognition in Different Lan-
guages

In this user research, SVM, a traditional machine learning approach, and DNN, a deep
learning method, are employed to recognize distinct emotions in the SAVEE and Emo-DB
databases. The SAVEE database is solely for men, and it was tested on four participants
DC, JK, JE, and KL. The audio performed by DC, JK, and JE was recorded at a sample
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rate of 44.1 kHz. To keep the sampling rate consistent, the sampling rate in the study was
set to 44.1 kHz while loading these audio files using LibROSA 3.

A combined model containing speech samples from both the SAVEE and Emo-DB
databases is also generated and evaluated using SVM and DNN methods on the English,
German, and combined databases. Male and female participants are kept in Emo-DB for
experimentation. It operated in a gender-independent situation, which means that the
recognition system can combine both male and female individuals. Speech utterances in
speech corpora are separated into two groups: 80% for training and 20% for testing.

Six emotional states are identified in this study: Angry, Disgust, Fear, Happy, Neu-
tral, and Sadness. For feature extraction, a collection of spectral characteristics such as
Mel-frequency Cepstral Coefficients (MFCC), Zero-crossing rate, and others are used. The
experimental findings show that the suggested technique is effective in recognizing emo-
tions, with a recognition rate of about 90% using both English-based corpora and combined
corpora, testing on both English and combined corpora. Using both training models, the
identification accuracy (about 45%) on the German corpus is far from flawless.

SVM Method

As stated in previous sections, the main principle of SVM is to discover the optimum hype
plane that can distinguish data from one class from data from another. SVM transforms
the original input feature space into a high-dimensional feature space by applying a kernel
function where the data may be linearly divided, allowing the data to be classified [298].
This method makes use of a variety of kernel functions, including linear, nonlinear, radial
basis function (RBF), and sigmoid. RBF can be utilized for speech emotion detection
not only because it localizes and finishes responses throughout the whole x-axis, but also
because it acts well when dealing with multiple features. The kernel function and RBF
function are respectively represented by formula 4.1 and formula 4.2.

kernel(x, y) = (x, y) (4.1)

kernel(x, y) = e
−||x−y||2

(2σ2) (4.2)

Parameter tuning is another intricate task in SVM. To achieve good results in SVM,
parameter tuning was performed in this algorithm. There are basically two parameters
in SVM with RBF as kernel functions, namely C and γ. A common way for parameter
tuning is to loop over all the parameters defined and run all the combinations of param-
eters. However, this approach is time demanding and is not advised for huge data sets.
GridSearchCV [297] is a straightforward technique to tune parameters at a low cost. The
best parameter pairings can be found by simply importing Python’s GridSearchCV library,
creating a parameter grid (usually with values in [0.01, 0.1, 1, 10, 100]), and providing the
algorithms. In this way, the model with the best parameter pairings can be produced.

3https://librosa.org/doc/latest/index.html
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Table 4.4: The global SER results obtained from English and combined databases using
SVM.

Training data
Test data

English(SAVEE) German(Emo-DB) Combined

English(SAVEE) 0.889 0.470 0.712
Combined(SAVEE+Emo-DB) 0.951 0.517 0.816

Table 4.5: The SER results obtained on trained in each emotion class by the English-based
training model test on different speech samples using SVM.

Emotions
Test data

English(SAVEE) German(Emo-DB) Combined

Angry 0.84 0.39 0.74
Disgust 0.98 0 0.91
Fear 0.97 0.67 0.88
Happiness 0.93 0.67 0.81
Neutral 0.93 0.24 0.871
sadness 1.00 0.80 0.89
Average 0.942 0.462 0.85

The table 4.4 displays the global recognition results acquired from English and the com-
bined data sets using SVM. The accuracy of the model utilizing English training databases
is lower than that of the combined training databases. Furthermore, whether SAVEE or
combination datasets are used as training data, the accuracy of combined test data is lower
than the SAVEE dataset but higher than the Emo-DB dataset, when SVM is utilized.

The table 4.5 shows the SER results acquired on trained in each emotion class by the
English-based training model test on various speech samples using SVM. In particular, the
training data in this study are solely from the SAVEE database. The highest accuracy
can be obtained from the SAVEE test database and the lowest one is from the Emo-DB
database. There are two key causes behind these outcomes. On the one hand, the Emo-
DB database has fewer users than others. SVM, on the other hand, is not an effective
recognition approach for speech emotion recognition.

The table 4.6 displays the results of the combined languages-based training model test
on different speech samples using SVM. The training data in this study, in particular,
are drawn entirely from the merged database. A similar result was reached as shown in
table 4.5. In comparison to table 4.5, the accuracy in table 4.6 is better when SVM is used.
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Table 4.6: The SER results obtained on trained in each emotion class by the combined
languages-based training model test on different speech samples using SVM.

Emotions
Test data

English(SAVEE) German(Emo-DB) Combined

Angry 0.88 0.50 0.69
Disgust 1.00 0 0.95
Fear 1.00 0.12 0.86
Happiness 1.00 0.40 0.85
Neutral 0.94 0.18 0.86
sadness 1.00 0.67 0.92
Average 0.97 0.312 0.855

Table 4.7: The global recognition rates obtained from English and combined model for the
system with combined feature set using DNN.

Training data
Test data

English(SAVEE) German(Emo-DB) Combined

English(SAVEE) 0.989 0.412 0.772
Combined(SAVEE+Emo-DB) 0.923 0.407 0.905

DNN Method

As previously stated, it is also feasible to train a DNN to predict emotional state. DNN
model optimization is substantially more challenging than SVM model optimization. Be-
cause a DNN is essentially a feed-forward network with numerous hidden layers between its
input and output, establishing the number of hidden layers, as well as the number of input
and output units, is critical. The number of input units is proportional to the size of the
feature vector. The output layer’s number is adjusted to the maximum number of emotions
N by employing a softmax output layer. Unlike the input and output layers, the number of
hidden layers in neural networks is not fixed. According to Jeff Heaton [132] in his book,
’the appropriate number of the hidden layer is generally between the size of the input and
number of the output layers,’ which serves as an empirically-derived rule-of-thumb for the
majority of situations. In this scenario, the number of concealed layers is set to 4. Dropout
was used in the technique to overcome the frequent issue in most neural networks, namely
over-fitting. The term Dropout refers to dropping out units (both hidden and visible) in
a neural network or disregarding neurons during the training phase of a random collection
of neurons. In the DNN, a range of Dropout values ranging from 0.0 to 0.9 was employed,
and the optimal value of Dropout(0.2) was established by cross-validation.
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Table 4.8: The accuracy rates obtained on trained in each emotion class by the English-
based training model test on different speech samples using DNN.

Emotions
Test data

English(SAVEE) German(Emo-DB) Combined

Angry 0.99 0.33 0.70
Disgust 0.98 0 0.75
Fear 0.98 0.20 0.83
Happiness 1.00 0.14 0.77
Neutral 0.96 0.29 0.87
sadness 1.00 0.33 0.81
Average 0.985 0.215 0.788

Table 4.9: The accuracy rates obtained on trained in each emotion class by the combined
languages-based training model test on different speech samples using DNN.

Emotions
Test data

English(SAVEE) German(Emo-DB) Combined

Angry 0.96 0.52 0.95
Disgust 0.91 0.15 0.96
Fear 0.92 0.17 0.85
Happiness 0.90 0.33 0.86
Neutral 0.89 0.30 0.95
sadness 0.84 0.59 0.90
Average 0.903 0.247 0.912
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Compare to the table 4.4 4.7, the best recognition rate (98.9%) was obtained with the
SAVEE database test on English data utilizing DNN as a classifier model when compared
to the SVM approach. The results show no significant difference in performance between
SVM and DNN. As a result, determining which classification model is superior in speech
emotion identification is difficult. The main reason is that parameter adjustment, such as
choosing the number of hidden layers, is far more difficult in a DNN than in an SVM. As
a result, the model is not the best model for a DNN. A mix of algorithms then appears to
be interesting for further research.

However, the recognition results achieved in the German corpus as test data are far
from flawless, with a retention rate of roughly 45%, which is barely half of the retention
rate in English. For one thing, the lack of German speech samples leads to an imbalance of
English and German data, which further influences the final performance; and for another,
a language model related to speech recognition is also a case where syntax and semantics
are important, but only speech features are considered in this case.

Table 4.5, table 4.6, table 4.8, and table 4.9 describe the recognition accuracy in each
emotion class based on a single English-based and combined training model using SVM
and DNN, respectively. The total recognition results are also included in the tables below.

It is clear that the emotion of Disgust was nearly not identified in the German speech
corpus, whereas the other five emotions were adequately detected. Because the emotional
utterances for creating training models were produced by trained actors, they are false
emotions, there may be differences between the acted emotions and genuine emotions.
The results for six emotions also show that SVM performs better in terms of recognizing
emotions in the German corpus, with total recognition rates of 46.2% and 31.2%.

4.3 User Study: Teachers Emotion Recognition

With the advancement of AI and voice emotion detection, emotion-aware VIs could be
employed in the classroom. It is advantageous to classroom teaching to anticipate the
teacher’s or students’ emotions in advance. On the one hand, teachers can modify their
instruction according to the student’s speech and emotions. Students can also provide
comments based on the emotions shown by the teachers throughout their speeches. On
the other hand, emotion-aware VIs can improve the teaching experience, if the technology
is entrenched in the classroom, especially in remote teaching. This part contains a user
study on teachers’ speech emotion recognition in classroom teaching.

The teacher’s emotional state has a substantial impact on students’ willingness to learn
and achievement. It can be recognized automatically for feedback or assessment utilizing
face expression recognition from video records or physiological monitoring. However, since
microphones are commonly utilized in classrooms and lecture halls, the teacher’s recorded
continuous speech signal provides a readily available source for emotion identification. For
such a classroom context, this study proposes an emotion detection system that com-
prises speaker segmentation and speech emotion identification. In the thesis, it employs a
wavelet transform and Kullback-Leibler divergence (WT-KLD) for speaker segmentation,
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with promising results. Moreover, this work can also achieve promising detection accu-
racy on recordings from a real classroom using a deep neural network based on the sparse
attention method.

4.3.1 Study Background

The mood of the teacher is quite essential in the interaction between teachers and pupils.
Frenzel et al. [108, 316, 46] that teachers’ emotions influence the quality and success of
teaching and learning. Diverse teacher emotions have different effects on pupils [280, 58]
and can have a substantial influence on student behavior, particularly motivation in the
classroom [122]. Particularly positive emotions from teachers help to increase students’
attention and engagement [226]. Recognizing and reflecting on the conveyed emotion may
therefore raise instructors’ awareness and benefit a successful engagement with their pupils,
resulting in a better learning outcome.

Surveys are currently the most established feedback channel, but in addition to the time
delay they introduce, they may also suffer from subjectivity and memory effects. In real-
time, emotions can currently be detected from facial expressions or certain physiological
sensors. Chen et al. [60] obtained facial emotions using a camera array and a Multi-Layer
Perceptron network (MLP). Park et al. [244] explored teachers’ emotions communicated
through facial expression in an immersive virtual teaching simulation. Current methods in
facial emotion recognition include hybrid deep-learning approaches, combining for example
a convolutional neural network (CNN) and long-short-term memory (LSTM) [169].

Physiological signals such as electroencephalogram (EEG), temperature (T), electro-
cardiogram (ECG), electromyogram (EMG), galvanic skin response (GSR), and respiration
(RSP) can also help to recognize and analyze different emotions [296]. For example, Song et
al. [304] proposed a novel method using feature extraction and emotion classification from
a multichannel EEG based on dynamical graph convolutional neural networks (DGCNN).
However, while camera recordings of the face can plausibly be used, EEG signals in a
classroom setting seem hardly feasible.

On the other hand, Pentland et al. [254, 253] found that humans actually detect very
subtle ”secret signals” in other humans’ voices. A combination of automatic speech segmen-
tation and speech emotion recognition (SER) based on the analysis of prosodic/acoustic
features [212] and pitch or formant analysis [284] for capturing such social speech sig-
nals [251] is therefore proposed. For detecting the teacher’s emotions in class from their
live speech signals, it needs robust methods for speaker segmentation [309] and speech
emotion recognition [97, 222]. In this study, the WT-KLD method was proposed to seg-
ment teachers’ voices, and the LSTM networks with an attention mechanism were utilized
to distinguish teachers’ emotions.

4.3.2 Implementing Emotion Recognition from Continuous Speech

The implemented system contains two main components: speaker segmentation and speech
emotion detection. The teacher’s voice is isolated from quiet or background noise in the
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first stage using the WT-KLD approach, which is detailed below. The emotion is then
recognized by deep learning methods using MFCC, ZCR, roll-off frequency, spectral cen-
troid, and spectral bandwidth. Figure 4.3 depicts a schematic diagram of the processing
processes in this system.

Figure 4.3: Global processing steps in the implemented system

Speaker Segmentation Speaker segmentation in this system serves the purpose of sep-
arating the teacher’s voice from other noise or silence and thereby identifying the segments
of data, in which emotion will be recognized. Since this system did not intend to train the
system on a specific voice, it used an unsupervised method, as demonstrated in figure 4.4.
The procedure is divided into two stages: a Wavelet Transform and detection based on
Kullback-Leibler-Divergence (KLD).

Figure 4.4: Processing steps for Speaker Segmentation in detail

It used certain pre-processing procedures and a wavelet transform to reduce noise.
Pre-emphasis, enframing, and windowing are all part of pre-processing. It uses a filter
to highlight higher frequencies in the pre-emphasis to balance the influence of the glottal
source and energy radiated from the lips. Furthermore, as speech signals are non-stationary,
their properties vary in relatively small time intervals. Enframing and windowing assist in
maintaining the signal in a more stable form. It picked a frame size of 25ms and a frame
step of 10ms for this system. It then employed Daubechies (D4) wavelets [265, 338] and
its inverse transform to successfully remove noise in the audio data. The Kullback-Leibler
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Divergence (KL-Divergence) can be utilized to reliably segment the teacher’s speech from
the entire lecture voice data.

KL-divergence [342] is then applied to determine the change points between speakers
and silence: The MFCC is allowed to detect these change points since the symmetric
Kullback-Leibler distance between two adjacent frames of MFCCs detects whether this
frame is a change point between speech and non-speech. When all of the change frames
have been identified, the K-means algorithm is used to categorize them and thereby segment
the teacher’s voice data.

Speech Emotion Recognition In the next stage, it then analyzes the speech segments
to identify emotions. Fortunately, it is only concerned with positive emotions in this target
domain, so it can simply utilize a binary classification for positive or negative parts. It
employs time-domain features such as STE, ZCR, pitch, and formant, as well as frequency-
domain features such as MFCC(see figure 4.5).

Figure 4.5: Processing steps used for speech emotion recognition

The Support Vector Machine (SVM) method by Vanik and Cortes [329] is often used in
SER systems. Alternatively, Gaussian Mixture Models (GMM) describe the distribution
of speech feature parameters by a weighted linear combination of Gaussian probability
density functions, and can also be used to detect different emotions. Deep neural networks,
particularly feed-forward neural networks with more than one hidden layer, have also been
used to identify different emotions more accurately [322]. Moreover, Bi-LSTM based on
a sparse attention mechanism can also be utilized to recognize different emotions. It can
overcome the shortage of DNNs and achieve better performance.

Sparse Attention LSTM In general, DNN for speech emotion recognition based on
different speech features can effectively achieve accurate recognition. However, a silent
frame or low emotion expression frame in speech may present a negative impact on speech
emotion recognition. Thus, Bi-LSTM based on sparse attention mechanism(see figure 4.6),
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capable of reducing silent frame and low emotion expression frame[222] can provide efficient
emotion prediction.

Figure 4.6: The structure of Sparse Attention-Bi-LSTM

As illustrated in figure 4.6, the 5-second sentence will be regarded as input voice data.
Features extraction and analysis will be conducted after input of voice data and pre-
processing. Bi-LSTM can be effectively handled the timing of voice data and it can also
learn much information from LSTM processing. The output from bi-LSTM after concate-
nating and flattening can represent the different frames of emotion information and this
information may exist in low emotion expression frames. Combing sparse based on frame
information and attention mechanism can, more efficiently, eliminate the silent frames and
low emotion frames. The fully connected layer is based on feed-forward neural networks
and it can achieve the final emotion state.

4.3.3 Study Results

Data Collection For this experiment, it collected realistic data from 4 teachers (2 fe-
male), each in 2 (English-speaking) classroom lectures of about 45 minutes (a total of 6
hours). A video camera filmed their faces and also recorded their voice. During the lec-
ture, students occasionally engaged in discussions with the teacher. In the audio data,
the teacher’s voice is most prominent, but noise such as whispering and the sound of the
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recording computer is also contained. it then used the Elan4 annotation software to man-
ually label the teachers’ voice segments and their facially expressed emotion as a ground
truth.

Results and Analysis For measuring the accuracy of this system, it split the audio data
into training data and testing data at a ratio of 4:1. it then used 5-fold cross-validation to
evaluate the final performance. Accuracy is also described using the F1-score5.

Table 4.10: Results for the speaker segmentation: A-D refers to the 4 teachers, while 01
and 02 represent the different lectures.

Name Time Accuracy F1-score

A01 45min 0.7642 0.8664
A02 45min 0.6968 0.8213
B01 45min 0.8782 0.9352
B02 45min 0.8801 0.9362
C01 45min 0.9598 0.9795
C02 45min 0.7906 0.8831
D01 45min 0.9565 0.9778
D02 45min 0.9389 0.9685

Speaker Segmentation The average accuracy of the speaker segmentation was about
80% and the average F1 score was above 0.85. Table 4.10 shows the results for each
recording, which exhibit a certain variation between teachers. However, in general, this
confirms that MFCC was a suitable speech characteristic for detecting the teachers’ voice
and that KL-Divergence based on MFCC could effectively recognize and segment the speech
signal, using D4 Daubechies wavelets for noise reduction.

In the audio data of recording C01, the accuracy (0.9598) and the F1-score (0.9795)
are the highest. Although this recording contained the students’ voices quite prominently
towards the end of the class (see figure 4.7 left), it still produced this good result. The
accuracy (0.6968) and F1-score (0.8213) for recording A02 are the lowest. Figure 4.7 right
shows this recording and an inspection by ear revealed that it contained parts, in which
the students and the teacher’s voices mixed and made noise elimination and segmentation
virtually impossible.

Speech Emotion Recognition As shown in tables 4.11, 4.12,4.13 and 4.14, different
algorithms in combination with different features achieved different accuracies. The com-
parison shows that in general, the DNN and sparse attention-Bi-LSTM method performed

4https://archive.mpi.nl/tla/elan
5https://deepai.org/machine-learning-glossary-and-terms/f-score
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Figure 4.7: Result of the speaker segmentation in recording C01 (left) and A02 (right)

better than the traditional machine learning methods SVM and GMM. Table 4.11 shows
that SVM can provide at least comparable results in the best case, but at a high compu-
tational cost due to the use of kernel functions and a longer time for training.

Table 4.11: Experimental results for the SVM classifier with different combinations of
MFCC, ZCR, and Short term energy.

Group Feature Combination Accuracy F1-score

G1 ZCR+Energy 0.75 0.53
G2 MFCC 0.83 0.69
G3 MFCC + ZCR + Energy 0.87 0.76

Table 4.12: Experimental results for the GMM classifier with different combinations of
MFCC, ZCR, and Short term energy.

Group Feature Combination Accuracy F1-score

G1 ZCR+Energy 0.80 0.60
G2 MFCC 0.76 0.52
G3 MFCC + ZCR + Energy 0.78 0.62

The recognition rate of GMM in table 4.12 ranges from 0.52 to 0.80 and the accuracy
is the lowest among the three methods. Since GMM is an unsupervised learning algorithm
based on probability estimation, the existing emotion labels in the training data were
not used during training. Moreover, this method is based on the assumption that every
feature space of the training data is independent and identically distributed, which is not
true for the first 13 MFCC extracted. The accuracy for DNN (see table 4.13) was highest,
ranging from 0.85 to 0.88. From these three tables, it can also see that the prosodic
features ZCR and energy perform slightly worse than the spectral feature MFCC. The
best accuracy is achieved using the DNN and combining prosodic and spectral features.
Moreover, the accuracy of GMM in table 4.12 shows the highest increase of more than
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Table 4.13: Experimental results for the DNN classifier with different combinations of
MFCC, ZCR, and Short term energy.

Group Feature Combination Accuracy F1-score

G1 ZCR+Energy 0.85 0.59
G2 MFCC 0.88 0.74
G3 MFCC + ZCR + Energy 0.88 0.75

Table 4.14: Experimental results for the Sparse Attention-Bi-LSTM classifier with different
combinations of MFCC, ZCR, and Short term energy.

Group Feature Combination Accuracy F1-score

G1 ZCR+Energy 0.88 0.83
G2 MFCC 0.90 0.87
G3 MFCC + ZCR + Energy 0.95 0.92

21% and the F1 Score of GMM also increases from 0.41 to 0.54. Bi-LSTM-based sparse
attention mechanism for speech emotion recognition can gain a higher accuracy than the
other three methods, ranging from 0.88 to 0.95. This result also demonstrates that sparse
attention-Bi-LSTM can effectively solve the shortage of DNN and traditional methods and
a better performance system can be obtained.

4.3.4 User Study Discussion

In this study, it mainly focused on speaker segmentation and speech emotion recogni-
tion in classroom teaching. Based on the WT-KLD method, it can achieve the teachers’
speech in their lecture and the teacher’s voice can be used for their emotional analysis.
In speech emotion recognition, it can overcome the shortage of traditional methods and
achieve promising results. In GMM and SVM, it cannot achieve high accuracy because
the traditional machine learning method cannot learn much more emotional information
from the training database. Although the DNN can achieve the high-accuracy, it can not
overcome the silent frame and low emotion expression frame in the input audio data. The
Bi-LSTM network with a sparse attention mechanism can effectively overcome these issues
and obtain promising results in speech emotion recognition.

In this system, it exists certain limitations. Not too many teachers’ voice data were
collected in this study and the study only focused on positive and non-positive emotions.
Moreover, it may exist incorrect labeling in emotion annotation although the annotation
is based on manual labeling. On the other hand, inaccurate speaker segmentation may
influence the final speech emotion recognition. Therefore, it is quite important to improve
speaker segmentation accuracy and collect audio data for teaching.

For now, all of these studies were done based on collecting voice data of teaching data.
In the future, it intends to iterate on the speech processing chain and eventually provide a
fully automatic real-time system based on the proposed structure, which can, for example,
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effectively assess the teachers’ real-time emotions, but also provide interaction among the
teachers, students, and system. it expects that such a system will be generally applicable
in a wide variety of contexts when measuring emotional states.

4.4 Summary

The chapter was primarily concerned with speech emotion recognition, which encompassed
speech signal pre-processing, speech feature extraction, speaker segmentation, and speech
emotion recognition. More specifically, pre-processing and speech feature extraction is the
first and most critical steps in speech emotion detection, and appropriate features can help
enhance the accuracy of speaker segmentation and speech emotion recognition.

Due to the limitations of supervised methods and the difficulty of obtaining big datasets
in speaker segmentation, an unsupervised technique is employed to recognize the speaker’s
voice. Traditional unsupervised approaches, such as HMMmethod, can segment a speaker’s
voice based on the difference in speech energy. It provides an unsupervised speaker identifi-
cation approach based on Wavelet Transform and Kullback-Leibler-Divergence in this user
research. The wavelet transform can be used to minimize voice noise and the Kullback-
Leibler Divergence (KL-Divergence) can be used to consistently separate the speech of a
speaker from the rest of the voice data. Promising results are achieved in the interview
and classroom teaching scenarios.

Emotional speech databases and recognition systems are introduced in Speech Emotion
Recognition. The three types of emotional speech datasets are natural databases, acted
databases, and elicited databases. Acted datasets make up the vast bulk of emotive speech
databases. Traditional machine learning methods like SVM and deep learning methods
like DNN may also be used to identify speech emotions. User research of SER in several
languages using SVM and DNN is given. A promising result can be obtained in this user
study.

Another used case for speaker segmentation and voice emotion identification is teacher
emotion recognition. A similar WT-KLD-based unsupervised approach was suggested, and
this method can be utilized to recognize teachers’ voices in long-term classroom instruction.
In addition, a recurrent neural network (LSTM) with an attention network was developed
to identify the instructors’ voice emotions, and good results were obtained in the end.



Chapter 5

Emotion-Aware VIs Exploration

As aforementioned, emotional speech has the potential to enhance the users’ experience
within VIs, as well as speech signals that can create a bridge between users and VIs.
Although there are many techniques for VIs, not too many emotion-aware techniques can
be employed in practical VIs applications. With the advancement of artificial intelligence
(AI) and deep learning techniques, it is now possible to apply deep learning algorithms
to understand users’ speech emotions and then respond appropriately. However, due to
the limitations of the acted emotional speech database, recognizing the speaker’s actual
emotions is still challenging. It is particularly difficult to determine whether users have
the ability to simulate real-life emotions. Furthermore, it is unclear if users will be able to
track future emotion-aware VIs. Once emotion-aware VIs are capable of perceiving users’
emotions and interacting with their responses according to their actual feelings, dealing
with those emotions is the next challenge. In light of these concerns, it is feasible to explore
potential emotion-aware VI applications using the research survey. In this section, it mainly
explores the potential emotion-aware VIs application based on the above-mentioned issues.
Furthermore, a study questionnaire is presented to investigate users’ views toward emotion-
and personality-aware voice assistants and the results demonstrate that three basic user
types (Enthusiasts , Pragmatists , and Sceptics) exist in all cultures.

5.1 Emotion-Aware Voice Assistants

Emotion-Aware Voice Assistant refers to a new type of emotion-aware VIs system that
provides emotionally intelligent personal assistant capabilities. More specifically, the new
VIs are capable of understanding and responding to users’ emotions utilizing speech emo-
tion detection and speech emotion synthesis technologies. Emotion-aware techniques, as
previously indicated in chapter 1.4, can facilitate interaction experience between users and
VIs. On the one hand, emotions play a critically significant part in everyday interpersonal
interactions [170]. On the other hand, various applications based on emotional artificial
technologies, such as emotion-aware autonomous systems [335] and emotion-aware voice-
bots [221], can be applied in VIs, which can also improve users’ experience while engaging
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with VIs. There is a great deal of information presented in this section on emotion-aware
voice assistants and the goal they are intended to achieve.

5.1.1 The Future Emotion-Aware Voice Assistants

As previously stated, emotion-aware voice assistants can comprehend and react to users’
emotions. Furthermore, this voice-bot can recognize people’s personalities while simulta-
neously having its own personality. In other words, future emotion-aware voice assistants
will be capable of communicating with users like humans, grasping their personalities and
emotions, and then providing suitable responses. Moreover, depending on the circum-
stances, the gadgets may actively interact with humans. For instance, when people return
to their homes, the voice assistants can provide proactive greetings such as “Hello, welcome
to your home! How were you today?”. Then these voice bots can identify your emotions
or sentiments using speech emotion recognition technology and provide appropriate replies
based on your present emotion and answers. In this process, speech recognition and syn-
thesis, speech emotion recognition and synthesis, and speech personality recognition and
synthesis are employed in VIs and these techniques offer the possibility of developing future
emotion-aware voice assistants.

Currently, speech recognition and synthesis have already been implemented in voice
assistants. Users can use voice commands to ask their assistants questions, operate home
automation devices and media playback, and handle other basic chores like email, to-
do lists, and calendars [139]. With the progress of AI, speech emotion recognition, and
synthesis, NLP, voice-bots can detect and respond to users’ spoken emotions. Due to the
limitations of emotional speech databases, not too many emotion-aware techniques can be
utilized in voice assistants. Yet, it is feasible to detect and interpret users’ emotions via
NLP techniques [188]. Furthermore, individualized voice assistants will play a major part
in future voice assistants, therefore speech personality recognition and synthesis will be
accessible in future VIs. On the one hand, distinct personalities require different speaking
strategies in human communication. Voice assistants with varied personalities, on the other
hand, might be beneficial when dealing with people in various scenarios. Additionally,
future voice assistants will be capable of knowing users’ mental health status utilizing
speech signal processing [33].

5.1.2 The Limitations of Current Voice Assistants

As stated earlier in chapter 5.1.1, emotion-aware voice assistants can recognize and respond
to users’ emotional speech. However, due to several limitations, existing emotion-aware
voice assistants are unable to identify users’ real-time emotions. For one reason, the ma-
jority of existing emotional speech datasets are acting emotions, making it impossible to
determine people’s true feelings. For another, current speech emotion recognition meth-
ods [8] are not robust enough to attain high accuracy with existing data. Because of these
constraints, contemporary VIs struggle to distinguish between genuine and disguised emo-
tions. Furthermore, it is difficult to demonstrate that users can emulate real-world speech
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emotions. Based on this issue, the thesis investigates whether users can trick emotion-aware
voice assistants.

How to produce emotional speech and reply to users with appropriate emotion is another
challenge in current voice assistant development. Although deep learning has the potential
to produce emotive voices, determining the synthesized emotional speech remains prob-
lematic. On one side, normal individuals find it difficult to categorize emotional speech
since various people may have different speech emotion labels, particularly in the absence
of context or real scenarios. On the other side, due to algorithm limitations, it is difficult
to produce emotional speech that is similar to human emotional speech. Even if these
concerns have been resolved, another challenge is determining how to respond to peo-
ple’s emotions. The thesis proposed user research to investigate how to cope with users’
emotions, particularly negative emotions.

5.2 User Study: Ability to Mimic Real Emotions

Emotions can be important in the interactions with future VIs. As mentioned in chap-
ter 1.4, although the effectiveness of existing speech emotion identification systems is in-
creasing, it is not easy to recognize users’ natural vocal emotions using deep learning
algorithms. Based on this issue, the user research evaluated whether the emotion-aware
voice-bot can communicate with users organically and if the voice-bot can properly inter-
pret users’ spoken emotions. Participants engaged with an emotion identification system
built inside a website it constructed, delivering voice samples for five fundamental emotions:
neutral, happy, sad, angry, and fearful. The study employed an open-source emotion-in-
voice detector to offer feedback on whether users could effectively play out the desired
emotions. This study discovered that it is difficult for users to mimic all five emotions,
although it is unclear if this is due to people’s inability to act emotions or to the detector’s
performance. However, the study can assist in the collection of labeled data for subsequent
analysis and the training of neural networks for emotion recognition in voice signals. This
part covers a use case regarding whether users can trick emotion-aware VIs, and the main
work in this part consists of emo-voice website building and data analysis of speech emo-
tions gathered during the experiments. The majority of the results, including figures and
tables, are based on referenced paper [208].

5.2.1 Study Background

Voice-based user interfaces and conversational agents (which shall refer to as VoiceBots)
such as Alexa, Siri, and Google Home have become increasingly popular in recent years.
VoiceBots frequently employ artificial intelligence (AI) in the implementation of rela-
tively complicated HCI systems, such as a voice-controlled robot [138] or a mental health
VoiceBot[277]. They have evolved into an effective means of communication between peo-
ple and robots. However, building stronger speech interfaces for a more genuine dialogue
with the VoiceBot will eventually necessitate some kind of emotional awareness, as this is
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an important part of human-to-human communication.
Emotions can be detected in two ways: traditionally, voice-bots can identify users’ emo-

tions using standard speech recognition (SR) and natural language understanding (NLU)
algorithms [30]. This method detects emotion by emphasizing what is stated. A more
modern technique called Speech Emotion Recognition (SER) [289] involves analyzing the
users’ voice and recognizing emphhow things are uttered. This allows the voice-bot to
detect users’ emotions based on their voice signals. The basic processing steps for SER are
the extraction of appropriate speech characteristics followed by emotion recognition utiliz-
ing classic machine learning (ML) approaches such as Gaussian Mixture Models (GMM),
Support Vector Machines (SVM), or Artificial Neural Networks (ANN) [97]. With the re-
cent developments in AI, detecting speech emotion using deep learning architectures [104]
has become a feasible alternative.

However, a major challenge for all these ML methods is to obtain accurately labeled
data for different speech emotions and to provide ground truth for learning. Currently,
there are two types of speech-emotion databases - acted-emotion datasets and induced-
emotion datasets. For an acted-emotion dataset, researchers asked actors to perform dif-
ferent speech emotions, as in the SAVEE dataset [129, 130]. The alternative approach
is to elicit authentic speech emotions. Research in psychology typically induces emotions
by showing pictures or videos which can be used to arouse the intended emotions. In
the IEMOCAP dataset [49], actors performed selected emotional scripts (acting emotions)
and also improvised hypothetical scenarios designed to elicit specific types of true (i.e.
non-acted) emotions.

Considering these challenges and the general shortage of training data, it became curi-
ous to find out whether regular users (i.e. non-actors) are able to mimic five basic emotions
(neutral, happy, sad, anger, fear) and whether they manage to trick emotion recognition
into detecting the intended emotion. A web page was set up as shown in Figure 5.1 and
recruited a small number of participants to record their voices in five basic emotions. As
shown in Figure 5.1, the emoticons in the upper row can be clicked to select the emotion to
enter. In the beginning, all emoticons were gray. After successfully mimicking an emotion,
the corresponding emoticon becomes yellow. The web page provided feedback on whether
the emotion was successfully recognized. It can count the number of trials until success in
each emotion and found that participants were not able to successfully mimic all five basic
emotions. However, it was not clear whether this was a failure of the emotion detector it
had used or the users’ actual inability. As a side effect, this experiment also provided a
small labeled data set for acted emotions from regular users, which it was hoping to use
for training future SER prototypes.

5.2.2 Study Design

In this study, it set up the web page in figure 5.1 to conduct the study. The page shows five
clickable emoticons in a row, plus the currently selected emotion in the center below, as
well as the recognition result. Participants can select an emotion from the five given basic
emotions and then are asked to say something with the selected emotion. In this study,
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Figure 5.1: The EmoVoice web page for collecting voice samples [208]

it mainly explores whether it is possible for participants to act on all basic emotions and
whether it is possible to trick the emotion-aware VoiceBot. The goal of the study was to
find out whether participants would be able to act all basic emotions and in consequence,
could trick an emotion-aware VoiceBot.

Apparatus

In this study, it utilized the SER package OpenVokaturi1 version 3.4, a one-layer neural
network, to detect participants’ emotions in the voice samples recorded on this website. The
voice data was collected by the built-in microphone of their own computers and uploaded
to the university web server. The sampling rate of all recorded voice signals was set as 48
kHz. Matlab 2017a was utilized for data analysis afterward.

Participants

This study recruited 26 participants (13 males) from the experimenters’ personal networks
to join the experiment. Most of them had experience in using computer recording. They
joined the study after the web page link was sent by email, but this study did not have
any means to connect the collected recordings to the email invitations, as they were free to
join whenever and from wherever they wanted. On this web page, participants can choose
any language they like and speak anything they want.

Study Conduction

Participants were informed in the privacy statement that the study was completely anony-
mous and participants did not even need to provide demographic data. The study proce-

1https://vokaturi.com/
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dure was approved by the local ethics review board of LMU Munich. The only instruction
for the participants was to select an emotion and then speak with the selected emotion, so
they were free to use any language they liked and to say anything they wanted. Participants
can read the introduction and guidance about this study when they open the link they
received. After acquainting relevant details, they could choose one of five basic emotions
they like. There was no particular order and the central emoji would change to what they
had chosen in the top row. When they clicked the “start recording” button, 2 seconds of
voice data was recorded and uploaded to the university web server. Participants could try
as often as they wanted to mimic each emotion. Upon success, the corresponding emoji in
the top row would turn from grey to yellow. This meant that they had successfully acted
on the selected emotion. They could then choose another emotion and continue. If they
found certain emotions too difficult to imitate, they could click a “give up” button and
end the user study. When they could make all five emojis become yellow, it shows that
participants can be able to successfully mimicked all emotions in the user study.

5.2.3 Study Results

This study only captured the number of trials each participant spent on each emotion. As
a derived measure, the system calculated the success rate as the inverse of the number of
trials until success, or as 0 in case they gave up. For both, it calculated descriptive statistics,
i.e., mean and standard deviation. Statistics methods, like average, and standard deviation
can be used to analyze whether participants are able to mimic all basic emotions and which
emotions are difficult for them to act. A Wilcoxon Signed Rank Test (WSRT) [340] was
then used to determine whether there were any significant differences between the different
emotions, regarding the success rate and the number of trials. The study’s expectation
was that all emotions would be equally well recognized. However, it found a significant
difference in the number of trials between “neutral” and “happy” (p=0.0284) and between
“happy” and “fear” (p=0.0479). Table 5.1 shows the differences between “neutral” and
all other emotions regarding success rates. From the study, it only found a significant
difference in the number of trials between “neutral” and “happy” (p=0.0284) and between
“happy” and “fear” (p=0.0479). Evaluating the success rate, however, showed significance
between “neutral” and all other emotions. Table 5.1 shows the p-values for “neutral”
against all other emotions regarding success rates.

Table 5.1: Result of a Wilcoxon signed rank test on the success rate between “neutral”
and all other emotions [208]

Neutral Happy Sad Angry Fear

Neutral - 0.0029 0.0109 0.0354 0.0107

Figure 5.2 shows the number of trials and the success rates for each emotion. If partic-
ipants did not try a specific emotion, no success rate was calculated. it can see that not
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all participants were able to imitate all five emotions equally well. It seemed easy for them
to mimic the “neutral” emotion but difficult to act the “happy” emotion. In addition, the
study found that only a few participants chose the “give up” button when they could not
imitate a certain emotion. Most participants could not act on all five basic emotions, even
if they tried many times.

In the WSRT hypothesis test, the p-value of the participants’ attempt times between
neutral and happy is 0.0126. It shows that the data from neutral and happy emotions are
meaningful and independent. Moreover, the p-value of their trial times between happiness
and fear is also below 0.05. It demonstrates that these data from happy and fearful emotions
are also meaningful and independent. In addition, as it showed in Table 5.1, the study
found that the p-value between the neutral emotion and other emotions is mostly below
0.05. It means that they are also meaningful and independent in the participants’ attempt
success rate data.

(a) Number of trials until success [208] (b) Success rates [208]

Figure 5.2: Number of trials and success rates of all 26 participants for all basic emotions
they tried to mimic.

In the following figures, the data shown above draws a mixed image: While most
participants succeeded well in mimicking a “neutral” emotion. From these histograms
and tables, it could illustrate that the collection data is meaningful and can be used to
analyze participants’ mimic-emotion ability. Based on Figure 5.2a and Figure 5.2b, it can
state that participants can be able to imitate “neutral” emotion easily and mimic “Happy”
hardly. Moreover, it can show that it is impossible for users to act five basic emotions from
the study’s results.
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5.2.4 Study Discussion

In this study, not most participants succeeded to mimic all five basic emotions. However,
it can not simply claim that the SER system OpenVokaturi it used is not good enough
for emotion detection. Instead, the main reason is that it may have failed because the
participants were unable to successfully act out each emotion, i.e. to properly fake it. The
result of the study hence suggests that it may in general be difficult to “cheat” the emotion
detector, at least OpenVokaturi, with acted emotions. This may be a strong hint for the
detection of true emotion. On the other hand, the detection results vary very much which
is not in accordance with the hypothesis that the detector detects the true emotion. The
users’ emotions should not change too much over the short time of the study. It is possible
that the study itself affected the user’s emotional state. Success in entering the demanded
emotion could have made participants happy, while failure could have made them angry.
It was unable to verify such effects as the data basis was not big enough. However, even
with a larger data basis, such effects can only be seen if the emotion detection reports
accurately true emotions, which is not guaranteed.

An interesting question for future research is whether it is possible to build an emotion-
in-voice detector, which detects acted emotion and not the true emotion. After collecting
a bigger corpus of data with the existing system, it will become possible to train a neural
network with it. If the users will be more successful in mimicking emotions with the new
detector, it can achieve the goal and can claim to have built a detector for acted emotion.
However, there are more general reasons to be skeptical. A 40-millisecond voice sample
is probably not enough for humans to judge the emotion in this voice sample. Humans
normally need at least a few words to judge the emotion in a voice. Maybe it will take
even other methods or longer samples to detect acted emotion.

5.3 User Study: How to deal with User’s Emotion

It is critical for virtual assistants to recognize and respond to users’ emotions. With the
progress of VAs, it is now feasible to detect the emotions of users. How to respond to
customers’ emotions has become one of the most difficult difficulties for modern VAs. As
speech technology advances, voice assistants (VAs) are becoming increasingly significant
in people’s daily lives. They can serve as a conduit for communication between users
and computers. In general, VAs can be found in both mobile and stationary devices,
and users can interact with them simply by speaking or using voice commands. VAs
can identify users’ emotions by applying semantic analysis or speech emotion recognition.
Responding to users’ emotions, especially negative emotions, becomes more challenging.
Human emotion reaction approaches can be used to change the roles of users and VIs.
The major focus of this work is on how to respond to emotional inputs. This study
generated three avatar emojis (angry, sad, and afraid) that may depict distinct emotions
using animation and sound. 52 people were requested to engage in this user study, and
they used emotional vocal input to try to turn the emojis into a desired emotional state
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(pleasant sentiments). According to the findings, users usually used neutral emotion to
respond to these three unpleasant feelings, and there is a gender difference in emotional
reactions. However, since the study’s experiments largely used male voices as emotional
stimuli, gender differences in responsiveness to negative emotions are unclear. This section
presents a user study on how to deal with a user’s emotions. The main work in this part
consists of the Memoji website development and data analysis in the user study. Most of
the results, such as figures, are based on the citation paper [209].

5.3.1 Study Background

Voice Assistants (VAs), which are embedded in the smartphones or smart home gadgets,
are becoming increasingly popular in the current daily lives. VAs may be found in both
mobile and stationary devices, and users can simply interact with them using voice or
speech commands. Users can communicate with VAs by voice or speech, and VAs can
identify users’ spoken orders after they speak them. Then, like humans, VAs will deliver
their replies based on their comprehension, but they will not say anything thereafter. In
general, contemporary VAs are unable to recognize and communicate their own emotions
when speaking with people. With advancements in speech signal processing and emotion
detection, it is now feasible to recognize users’ emotions from voice input [8, 103]. However,
dealing with consumers’ emotions becomes extremely difficult. Some studies argued that
self-reported and contemporaneous expression can assist computers in efficiently sensing,
recognizing, and responding to human emotional communication [259, 260, 256]. Psychol-
ogists performed emotional transformation research in 310 clinical and 130 sub-clinical
cases [246] using Pascual-Leone and Greenberg’s sequential model of emotional processing
or its associated measure [247]. Nevertheless, it still exists certain issues to deal with users
emotions in VAs. Concretely, it is still incredibly difficult for VAs to respond to users’
emotions without any prior knowledge, even while VAs can understand users’ emotions.
It means VAs need to take certain strategies or follow certain rules to deal with users’
emotions.

This study presented a role-swapping technique to investigate these concerns. In other
words, in this study, the roles of VAs and humans are reversed. Participants will take part
in the study and develop their own strategies for dealing with unpleasant emotions in VAs.
The goal of this study is to turn negative emotions in VAs into good or neutral feelings.
Participants can speak with negative-emotion VAs using a range of emotive voices. The
website in Figure 5.3 was built on a university server, and participants can join this user
study by clicking on the study web link. The memoji in the figure 5.3 will emerge at
random, and the participants’ goal is to turn negative memoji into positive memoji. They
have five attempts to use any emotional voice. Participants can enter their emotional
voice onto that website, and their voice will be instantly recorded. After five attempts,
the participants’ voices will be analyzed for mood and speech qualities. According to the
final results, the majority of participants will pick the neutral feeling to react to all of the
unpleasant emotions. However, there is a variation between the genders in how they react
to certain unpleasant emotions.
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Figure 5.3: The emoji user study web page for collecting voice samples [209]

5.3.2 Study Design and Conduction

The goal of this user study is to discover user strategies of users who are confronted with
an avatar’s negative emotions. Their mission was to transform the avatar’s feeling into a
pleasant emotion, such as happiness. The data obtained comprises of voice recordings and
user feedback.

Recruiting Participants Participants were recruited using the author’s personal net-
work and university’s user email list. 52 people signed up for the study after receiving an
email with a link to the study’s website. There was no attempt to link the issued email
invitation to the recordings of the attendees. Participation was available at any time and
from any location.

Data Collection and Privacy The website’s privacy policy assured participants that
the research was fully anonymous. Furthermore, the statement advised them of the infor-
mation gathered. The data comprises of voice recordings from participants, questionnaire
responses, and demographic information. The latter simply contains the participants’ age
and gender information. Participants were also informed that their voice samples will be
evaluated using SER software based on a neural network.
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User Instructions Aside from the microphone test, the landing page briefed the par-
ticipant about the research in general. They were instructed to check their microphone
and grant access to it if necessary. More information regarding the future research came
if the subject completed the microphone test. It notified the participant that they would
be speaking with a Memoji, that the Memoji was depressed, and that they should at-
tempt to cheer it up. They were also informed that a questionnaire would follow each
video sequence, and that this combination of a video sequence followed by questions would
recur three times. The button to start the research was activated beside the supplemen-
tary information text, and the participant may advance to the first video sequence. When
the participant pressed the Start Study button, the movie began to play automatically if
the browser settings permitted it. If the participant’s browser settings did not enable the
video to start automatically, they were provided a play button that they could hit to start
the movie manually. After a video had finished playing, the participant might respond to
Memoji orally at any moment. After 2 seconds, the recording began and ended automati-
cally. When the recording was finished, the next video was immediately loaded and begun.
The participant was taken immediately to the questions page after the last video of one
Memoji series. The same questions were asked for each series, with the answers tailored
to the Memoji’s present mood. Only in the first questionnaire were participants asked for
demographic information. After responding to the questions, the participant might go on
to the next Memoji video sequence by hitting the “Cheer up next Memoji” button. After
seeing all three sequences of Memoji films and answering the accompanying questions, the
research came to an end. The participant presented an informative text alerting them that
the research was coming to an end and that they could exit their browser.

5.3.3 Study Results

The study was conducted over three weeks and involved 52 participants. Six individuals did
not finish the trial, leaving 46 valid data records for analysis. The research data evaluation,
including stimulus validation and reaction evaluation to the various Memoji moods utilizing
standard and new SER methodologies is presented in this part. Furthermore, user methods
and views are examined based on the questionnaire responses of the participants.

Demographic Data

In terms of demographics, the participants had an average age of 30.48, with the youngest
person being 11 years old and the oldest participant being 69 years old. Instead than
choosing an age range, individuals were asked to enter their precise age. Figure 4.1 depicts
the participants’ ages as a histogram. Participants were also asked to select their gender
from three options: female, male, or other. There were 22 female and 24 male participants
since no one chose the option “other”. As a result, the gender distribution is nearly equal
between male and female. The average age of all female participants (30.41) is about
matched with the average age of all male participants (30.54).
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Validity of Stimulus

Participants were asked to answer questions after each film episode. The first four questions
were designed to determine whether the stimulus was effective. The objective and expecta-
tion was for participants to view the Memoji as being in one of the negative emotions (sad,
angry, or scared) at the start and cheerful at the conclusion. To summarize, participants
received the stimulus as intended and expected by the author. The findings are examined
in depth in the sections that follow. These questions were answered by all 46 participants.
Regarding the beginning, they selected one of five possibilities on a likert scale ranging
from not sad/angry/frightened at all (option 1) to extremely sad/angry/frightened (option
5). For the last questions, participants picked one of five Likert-scale alternatives ranging
from not pleased at all (option 1) to very happy (option 5). The following inquiries were
made:

• RQ1: How sad/angry/frightened did Memoji’s voice sound in the beginning?

• RQ2: How sad/angry/frightened did Memoji’s face look in the beginning?

• RQ3: How different age groups influence the preferences of VAs?

• RQ3: How happy did Memoji’s voice sound at the end?

• RQ4: How happy did Memoji’s face look at the end?

In overall, the sound of the voice seemed to have convinced the participants of Memoji’s
mood more than the appearance on its face. The findings of the questions concerning
the beginning reveal that it was able to create a stimulus that was viewed as intended
by the author by the majority of the participants. According to the mean values, the
most compelling stimulus is sad, the second most convincing is afraid, and the third most
convincing is furious.

In terms of the final stimulus, it appears that the face appearance has the same or
higher mean values as the voice sound. This might imply that Memoji’s expression was
slightly more believable than its voice tone at the end. For queries regarding the beginning,
it is the opposite way around. For them, it seemed that the sound of Memoji’s voice was
more convincing than the expression on its face. Except for the pleasant voice stimulus
at the end of the furious Memoji, the majority of participants understood the stimulus
as the author intended. Based on the results, it can be concluded that the sad Memoji
best accomplished the author’s purpose of providing a sad stimulus at the start and a
joyful stimulus at the conclusion. Aside from the tragic Memoji, it can be seen that the
stimulation at the start was more successful than the stimulus at the end. According
to the mean values, the order from most compelling to least convincing stimulus stays
unchanged; it is first sad, then terrified, and finally furious. One possible reason for these
results is that the Memoji films were recorded by the author himself. The findings could
have been different if a professional actor had been requested to film the videos and act
out the appropriate emotions. Furthermore, it is vital to note that the author fabricated
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the emotions throughout the recordings. He only pretended to be upset, furious, or scared.
Better stimulus values may have been obtained if the author had felt the appropriate
emotion throughout the recording. Furthermore, the author’s subjective perception is that
the shift from sad to joyful is best experienced in the sad Memoji films. The ends of the
terrified and enraged Memoji are not regarded as credible. However, the overall results are
consistent with the author’s aims.

The participants’ assessment of the stimulus revealed that the avatar’s mood was re-
garded as intended. Figure 5.4 depicts the average emotion recorded by Vokaturi. The
large standard deviations show that individuals’ emotions are widely dispersed. Vokaturi
reports five values for five fundamental emotions, with four numbers being modest and
just one being high. When it exclude values below 15% as noise, it get Figure 5.5, which
reveals that the majority of answers were supplied with neutral emotion.

Figure 5.4: Emotion in the participants’
voice (analyzed with Vokaturi) averaged
over the avatar’s mood [209]

Figure 5.5: Vokaturi reports at least
small values for all emotions, which it
considers as noise. The figure above
takes only values above 0.15 into ac-
count [209]

Figure 5.6: Emotion in the participant’s
voice (analyzed with Vokaturi) for the
three avatar’s moods [209]

Figure 5.7: Mean RMS values for
voice samples for the different avatar
moods [209]
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Figure 5.8: Emotion in the participants’ voice in different genders (analyzed with Voka-
turi) [209]

Figure 5.6 depicts the average emotion of users for the three negative avatar moods. The
emotional response to the mood of the various avatars is similar. However, it discovered a
difference in RMS (root mean square) (see 5.7). Figure 5.8 depicts the users’ emotion by
gender averaged over the three avatar moods. It demonstrates a clear gender difference.
We did not evaluate the importance of this finding because it is unclear how accurate
Vokaturi’s findings are. The documentation for Vokaturi indicates that “the accuracy on
the five built-in emotions is 76.1%” 2.

5.3.4 Study Discussion

In this study, three different negative Memojis were established on the internet and served
as emotional stimuli. Participants were invited to cheer up the Memoji and their voices
were recorded during the conversation. The initial assumption is that variances in user
reactions reflect differences in the three avatar emotions. However, the majority of partic-
ipants picked neutrality as their reaction to negative Mimojis. It demonstrates that the
reactions’ emotions were independent of the stimuli’s emotions. On the one hand, people
may suppress their true feelings and just react to Momojis with neutral emotions. On the
other hand, Open-Vokaturi has certain limitations, and the existing SER system cannot
identify users’ emotions in real-world settings. Furthermore, the negative Mimojis can-
not elicit participants’ inner emotions, and participants believe that neutral emotions can
restore their happiness.

Another assumption is that there is no gender difference in emotional reactions. Speech
emotions are unaffected by language or culture [249], and there was no reason to suspect a
gender difference. On the contrary, a gender difference in genders was achieved. Although
it is improbable, this foundation could have occurred by accident. The other possibility
is that the speech emotion detector has a gender bias. Male sample voices outnumber

2https://developers.vokaturi.com/q-a
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female sample voices in Vokaturi’s training database. In fact, Vokaturi’s training databases3

includes the Berlin Database of Emotional Speech (Emo-DB4 [47]), which has five female
and five male speakers, and SAVEE5, which contains voice samples of four males. This
raises the question of whether gender-balanced training databases in SER are required.
According to Vogt et al. [331], gender differentiation increases the accuracy of SER.

A further explanation could be that there is a gender difference in emotional reactions.
As a result, a female voice assistant should react differently to emotions than a male voice
assistant. In the other words, male users may require a different approach than female users
to cheer them up. Although there are clues that this could be the case [293], this setting
in voice assistants would not be acceptable for users since it indicates that emotion-aware
voice assistants also require gender awareness, which would result in gender differences in
technology. The general question is whether it exists a difference in conversations between
males and females, males and males, or females and females. If this is correct, the question
is whether this gender difference should be incorporated into future voice assistants.

In a UNESCO report6 and in the media7, gender issues are a critical concern for voice
assistants. Moreover, a genderless voice is being developed to eliminate gender bias in AI8.
A Follow-up study could include both male and female stimuli. Alternatively, the stimulus
could also come from a gender-neutral voice or that of a comic character. Which choice to
select is determined by whether humanity prefers gendered voice assistants or non-gender
voice assistants. These issues will need to be addressed in future research.

5.4 Summary

Speech signals can help users engage with VIs, and emotion-aware techniques can improve
the user experience in the VIs. However, there are several challenges in the VIs application,
such as detecting imitation emotions and dealing with user emotions. On the one hand,
most emotional speech databases are performed emotion databases, making it difficult
for the SER system to discern the user’s true feelings. On the other side, selecting the
appropriate emotions to reply to users might be difficult. Due to these concerns, this
chapter investigates prospective VIs applications and creates a study questionnaire for
future emotion-aware VIs.

How to trick future emotion-aware VIs is the first challenge. Although the effectiveness
of existing speech emotion detection systems is improving, it is difficult to recognize users’
natural voice emotions using deep learning algorithms. A user study was designed to
evaluate if the emotion-aware VIs can communicate with users organically and whether
VIs can properly interpret users’ spoken emotions. A small number of participants (26)

3https://developers.vokaturi.com/algorithms/annotated-databases
4http://www.expressive-speech.net/emodb/
5http://kahlan.eps.surrey.ac.uk/savee/
6https://unesdoc.unesco.org/ark:/48223/pf0000367416
7https://www.nytimes.com/2019/05/22/world/siri-alexa-ai-gender-bias.html
8https://www.genderlessvoice.com/
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were asked to mimic five basic emotions and an open-source emotion-in-voice detector was
used to provide feedback on whether their acted emotions were recognized as intended. In
this user study, it found that it was difficult for participants to mimic all five emotions
and that certain emotions were easier to mimic than others. However, it remains unclear
whether this is due to the fact that emotion was only acted or due to the insufficiency of
the detection software. As an intended side effect, a small corpus of labeled data for acted
emotion in the speech was collected, which can extend and eventually use as training data
for future emotion detection.

The second challenge is dealing with the user’s emotions, particularly negative emotions.
There is a growing body of research in HCI on detecting users’ emotions. Once it is possible
to detect users’ emotions reliably, the next question is how an emotion-aware interface
should react to the detected emotion. The first step is finding out how humans deal
with the negative emotions of an avatar. The hope behind this approach was to identify
human strategies, which it is possible to mimic in an emotion-aware voice assistant. A user
study in which participants were confronted with an angry, sad, or frightened avatar was
presented. The task in this user study was to make the avatar happy by talking to it. The
participants’ voice signal was recorded and the voice data was analyzed. The results show
that users predominantly reacted with neutral emotion. However, there are also gender
differences, which opens a range of questions.



Chapter 6

User Preference for Emotion-Aware
Voice Assistants

Voice Assistants (VAs) are becoming increasingly common in modern life, however, it is
difficult for existing VAs to converse with users in a more natural manner. With the ad-
vancement of speech and AI technology, it is currently feasible for VAs to perceive users’
emotions and personalities, which may tremendously enhance the user experience. Ongoing
research in speech emotion recognition indicates that voice assistants can be emotion-and
personality-aware in the near future, just as natural language processing has improved
dialogues with chatbots. As AI and SSP improve, more speech techniques can be imple-
mented in the VAs. The most difficult challenge, though, will be creating future voice
assistants that are acceptable to the majority of people. In other words, user attitudes
toward these novel speech technologies are vital in the development of future VAs. Despite
the fact that most researchers concentrated on state-of-the-art speech techniques, the so-
cietal implications, ethical boundaries, and security and privacy concerns regarding future
VAs remained unexplored. Moreover, the attitudes of users toward these new speech tech-
niques are unclear. Based on these issues, this chapter focuses on the research of users’
attitudes toward and preferences for emotional-aware VAs across different cultures. The
study in this chapter, in particular, used a survey to investigate the aforementioned diffi-
culties. This questionnaire covers demographic information, questions on technology, and
social issues in various contexts. The study’s goal is to acquire a better understanding of
future VA users’ requirements and preferences. It investigates users’ preferences and atti-
tudes regarding emotion- and personality-aware virtual assistants (VAs) among German,
Chinese, and Egyptian users. Furthermore, the study investigated the user’s acceptance of
specific speech styles as well as various ethical, security, and privacy concerns. The main
work in this chapter comprises the construction of a questionnaire, data analysis in the
survey, and the establishment of user types using the clustering method. Almost all of the
results are based on the citation paper [209], including figures and tables.
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6.1 Research Questions

Emotion-and personality-aware VAs can enhance a user’s mental health [173], enable safer
car travel [133], and increase trust in the device [35]. To construct these highly technological
VAs, particularly on human concerns in VA design, it is essential to comprehend the users’
requirements, preferences, acceptability, etc. The majority of the participants in this study
are from various nations such as Germany, China, and Egypt, among others. Accordingly,
it is possible to investigate if the findings in the survey results are influenced by different
cultures. Furthermore, it is essential to investigate whether there is a gender difference
in the answers to the various questions in the questionnaire. Based on these concerns,
the following research questions [209] were presented and they should be addressed in this
chapter.

• RQ1: What is the general user attitude toward existing speech techniques if they
can be integrated into voice assistants?

• RQ2: How does gender difference influence the preferences regarding VAs, such as
certain speech techniques?

• RQ3: How do cultural variations impact preferences for VAs, particularly in terms
of ethics, privacy, and security?

• RQ4: Is it possible to identify culture-independent user groups? These user types
can be considered while designing future VAs.

6.2 Study Background

VAs offer a natural and intuitive type of interaction that is modeled after human-to-human
conversations. In certain cases, VAs outperform traditional interfaces since they do not
require physical space for interaction and just utilize voice. They are also hygienic during
the present pandemic circumstances since there is nothing to touch, and VAs are believed to
be simple to use due to the usage of spoken language. The previous study has demonstrated
that users’ perceptions of a voice are quite significant [233]. Users tend to interact with
computers as though they were chatting with a human [189, 233, 292]. This prompted the
development of speech technologies or products such as Google Duplex [192], in which VAs
can have a human-sounding voice rather than a synthetic one. If computer voices become
practically indistinguishable from human voices, a new set of challenges arises, such as
calibrating trust and expectation.

Some researchers are already attempting to consider psychological and social aspects
such as affect and emotion, trust, credibility, and the relationship environment [336, 333].
Furthermore, emotion- and personality-awareness is essential for realistic human commu-
nication; hence, there is a significant amount of research in the HCI field to achieve these
abilities, especially for voice interfaces [333, 332, 41]. However, there are various unan-
swered problems on the subject, including user acceptance of such technology, specifics on
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how the voice assistant should respond to the user’s emotions, and potential ethical con-
straints. Furthermore, some of these questions will elicit different replies based on other
social criteria such as gender, age group, and culture. This section expands on the context
of the study based on various issues and challenges, such as existing speech technologies
and varied user groups.

6.2.1 Voice AI and Voice Assistants

Voice AI and Voice Assistants Since voice assistants were first invented more than
four decades ago, and with the basic technical challenges solved, they have become part of
daily life for many families [266, 139], making human-to-VAs communication more realistic.
It is possible to develop hyper-personalized, intelligent agents by combining the capabilities
of artificial intelligence with conversational agents, as proposed by Zhou et al. [358]. With
the advancement of Voice AI, numerous different techniques can now be applied to various
modern voice assistants, which can currently comprehend human speech and reply via syn-
thetic voices [139]. The monitoring and evaluation of human mental health using speech
signal analysis [43, 320] can be implemented in future VAs. Moreover, some studies devel-
oped dialect voice conversion techniques based on phonetic posteriorgrams [112, 9] or deep
learning algorithms [355]. These approaches have the potential to provide dialect voice
assistants in the future. Furthermore, advances in emotion recognition and synthesis from
speech signals [162, 289, 25, 279], could enable future voice assistants to recognize users’
emotions and converse with them in an appropriate emotional speech. AffectAura [213] is
one of the first emotion-aware assistants, automatically collecting emotional signals over
time to assist users in reflecting on their emotional well-being. Future VAs could also per-
ceive users’ personalities and generate their own personality based on the current technique
of personality detection [264, 204] and synthesis [18]. Using a questionnaire, this chapter
investigated user acceptance and preference for potential speech technologies that could be
employed in future VAs based on various voice AI technologies.

The relationship with Voice Assistants Clark et al. [66] discovered a substantial
distinction in user expectations between interacting with a purely functional assistant
and building a connection with a separate entity, with the functional viewpoint clearly
dominating these days. It is a step forward in this study toward developing the new form
of dialogue proposed there: constructing VAs in such a way that they do not aim to replace
human equivalents, but rather optimize a functional dialogue toward more trust and less
friction. Emotion- and personality-aware VAs, for example, have the potential to improve
Human-Computer Interaction (HCI), as demonstrated by McDuff et al. [113]. Emotion-
aware voice assistants can assist users to perceive their emotions and become more self-
aware, which can result in improved well-being and mood [148, 312]. McRorie et al. [216],
for example, explored agents constructed based on psychological concepts of personality,
while Völkel et al. built a more current model [334]. According to opintions [41, 358],
VAs with particular personality features are viewed as more trustworthy, and in driving
conditions, they can boost safety by lowering stress [41, 133]. It has been demonstrated by
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Braun et al. [40] that users gain more from using VAs when their personalities match, but
current VAs use the same personality for all users. Klein et al. [167] conducted a survey
on the user acceptance of such VAs for a German user group, however, the questionnaire
was mostly concerned with privacy problems. This study intends to improve their work
by investigating users’ perceptions regarding the emotional and personality aspects of VAs
across three cultures.

6.2.2 Studying Diverse User Groups

When attempting to enhance the user experience for varied user demographics [68], it
has been recognized in HCI that a one-size-fits-all strategy is sometimes insufficient. Un-
derstanding the expectations and preferences of various user groups will lead to more
specialized interface designs that will better meet each group. Users can be distinguished
not just by basic demographic parameters such as age, gender, or education, but also by
their cultural background. This section describes how previous research handles culture
(or does not) and then covers broad techniques for user types.

Cultural Characteristics VAs are employed in a variety of areas throughout the world.
However, most of them were designed for Western users [200]. In HCI studies, Western
participants are over-represented, accounting for 73% of total research findings. Particu-
larly, participants from African countries and other regions of the world are particularly
underrepresented. HCI progress in China has been somewhat slow in recent decades, as
Ma et al. [194] demonstrated. Furthermore, culture as an HCI concern is far from being
prevalent. Culture studies began to take place in 1971 in psychology [95, 219], but it wasn’t
until 1997 that intercultural HCI studies began to emerge [101], followed by a variety of
theoretical frameworks [77, 308, 301, 134] and comparative cultural studies [106, 102].
Hofstede et al. [135] devised a well-known framework for intercultural comparison, which
was utilized to analyze consumer behavior across cultures. Rather than comparing two
civilizations, Kamppuri et al. [158] suggest that human factors research should study how
culture and technology interact. Hence, this study conducts its research in Africa, Asia,
and Europe, concentrating on similarities rather than cultural differences and the relation
between culture and culture-independent user groups.

User Groups Aside from culture, users can be grouped according to a variety of fea-
tures. For example, users can be classified into six profiles based on their sharing and
privacy attitudes on Online Social Networks (OSNs), with design implications for each
user type [339]. Moreover, Behrooz et al. [239] created an interactive framework (IUGA)
that leverages group discovery primitives to explore the user space by constructing labeled
groups of people that are related in kind. User groups are constructed by combining ob-
tained user data, which includes basic demographic information (such as gender, age, and
native language) and user interests. To establish a user group, many users need to have the
same values for some of the attributes [239]. The user modeling community has devised a
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variety of ways for characterizing such user groups. It chose K-medoids for dividing and
grouping the participants in this study since it was seeking first knowledge of prospec-
tive different user groups across cultures and did not have a specific operationalization in
mind. Future research might improve on this strategy by applying hierarchical methods to
establish a more thorough ontology of user groups at different levels of abstraction [109].

6.3 Study Design

The questionnaire was originally established in English and then translated into German,
Chinese, and Arabic. LimeSurvey1 was utilized to design the survey. Its translation was
validated in terms of language and cultural appropriateness by native speakers. These
people are also acquainted with the cultural backgrounds of Egypt, China, and Germany,
as it includes those who grew up in each of these nations. This study employed non-
biased phrasing and gave participants more space to express themselves through open-
ended questions. The original English questionnaire is provided in the table below(See
Table 6.2).

The collected data was anonymous, and all participants gave informed consent to their
anonymous responses being stored and used. In the study, participants who wanted to be
compensated by shopping vouchers had to complete a separate form. After compensations
had been issued, this contact information was removed from a separate questionnaire.
This section mainly discusses the questionnaire design, which includes three dimensions
(technology, social, and context).

6.3.1 Determining Cultural Identity

It is difficult to associate a person with a culture [136]. In particular large nations, such as
China, there are a number of different ethnic groups with different cultural backgrounds 2,
which makes nationality an unreliable criterion. Furthermore, in some cases, participants
may even have parents from two different cultures, or they may live in a third culture.
Therefore, the study tried to analyze participants’ culture by requesting their native lan-
guage, as this was considered to be a significant predictor of their upbringing and thus
cultural socialization.

6.3.2 Questionnaire Structure

The questionnaire for this study was designed utilizing the notion of a question area for the
subject of voice assistant emotions and personalities. Dimensions and subcategories are also
used to partition the question area. The dimensions and categories were generated through
collaborative brainstorming sessions among various LMU Media Informatics researchers.
In addition, some information was acquired from current media conversations concerning

1https://www.limesurvey.org/
2https://en.wikipedia.org/wiki/List of ethnic groups in China, last accessed December 19, 2022.

https://www.limesurvey.org/
https://en.wikipedia.org/wiki/List_of_ethnic_groups_in_China
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VAs. The actual questions were created through various refining phases to cover the whole
question area in a balanced way while limiting the total questionnaire to a reasonable size.
This procedure yielded three dimensions: a technological dimension, a social dimension,
and a contextual or situational dimension. The questionnaire was structured accordingly,
and the final questionnaire had 39 items.

Demographics Survey questions on demographics include questions on age, gender,
mother language, self-assessment of computer proficiency, and voice assistants previously
used by the participant. Participants were asked to fill out these questions at the beginning,
and their answers can help with the subsequent analysis of questionnaire data. This section
of the demographic data focuses primarily on the gender and mother language of the
participants.

Technology Dimension In the technology dimension, the type of the questions was
divided into seven areas in the study: speech technology in general, speech recognition,
speech synthesis, speech emotion detection, speech emotion synthesis, speech personality
detection, and speech personality synthesis. These seven categories were eventually utilized
to form the top level of the questionnaire.

Social Dimension Acceptability, interaction details, privacy and security, relationship
to the voice assistant, and ethics/morals are the categories of questions from the social
dimension. Technology acceptance relates to whether users are enthusiastic about it or
skeptical about these speech technologies. Considerations concerning how to implement
VAs, such as which voice to use and if the device should be programmable or self-adjusting,
are included in the interaction details. Concerns about who has access to speech data, as
well as the abilities of a voice assistant, fall under the topic of privacy and security (e.g.,
for money transfers). The relation category includes whether the voice assistant should be
regarded as a servant or a friend, whether it should respect corporate or family hierarchy,
and whether it should be capable of conversing in local dialects. In the ethical and moral
realm, children’s use of voice assistants such as Alexa, which includes a kid mode 3, can
be a concern. As an example, the questionnaire asked about ethical constraints, including
using the voices of the deceased. This subject garnered media attention shortly following
this survey4. Additionally, a questionnaire that asks about sexual activity (flirting) and
religious practice (praying) might seem inappropriate in some cultural contexts.

Context Dimension Context dimensions, in general, represent the various contexts,
such as public, semi-public, private, and semi-private environments. Contextual preferences
varied according to whether users preferred a private voice assistant in their homes like

3https://www.amazon.com/Echo-Dot-4th-Gen-Kids/dp/B084J4QQK1, last accessed December 19,
2022.

4https://www.newyorker.com/culture/annals-of-gastronomy/the-ethics-of-a-deepfake-anthony-bourdain-voice,
last accessed December 19, 2022.

https://www.amazon.com/Echo-Dot-4th-Gen-Kids/dp/B084J4QQK1
https://www.newyorker.com/culture/annals-of-gastronomy/the-ethics-of-a-deepfake-anthony-bourdain-voice
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Table 6.1: Distribution of questions over categories projected on two dimensions (social
and technological, merging context) of the question space [207]

Technology Acceptance Relationship Interaction Ethics Privacy Questions

General 1 5 1 1 1 9

Voice recognition 1 1 1 1 3 7

Voice synthesis - - 5 3 - 8

Emotion detection 1 - 1 1 1 4

Emotion synthesis 1 - 2 2 1 6

Personality detection 1 - - - - 1

Personality synthesis - 1 2 - 1 4

Questions 5 7 12 8 7 39

Alexa or a public voice interface in an elevator. Some circumstances, however, cannot be
classified as either private or public. Voice assistants become semi-private when they are
used with a mobile phone while using public transportation, or when they are used in
private houses with visitors. Similarly, a public voice assistant becomes semi-public if it is
restricted to a few users. Finally, there are four categories under context dimension. There
are many questions that can be included in the questionnaire based on each category of
context dimension.

Questionnaire Summary The technical dimension was composed of seven categories,
the social dimension was composed of five, and the context dimension was composed of
four. In case all combinations of factors had been considered, it would have resulted in 140
(7 × 5 × 4) questions at least. This questionnaire, however, would have been too long to
locate volunteers who were prepared to answer all questions. In contrast, the questionnaire
in this section chose to highlight acceptance and concerns expressed by the community, such
as the VAS’ default gender voice5, which is addressed in the media. Further, participants
are asked to answer questions about interactions and ethics in this survey.

As depicted in Table 6.1, there are 9 questions in general speech technologies and only
one question in speech personality detection. Furthermore, this table contains 12 questions
on interaction details and 5 questions on acceptance. The final questionnaire comprised 46
questions, seven regarding demographic information and 39 about user preferences. All the
final questions are showed in Table 6.2. This questionnaire was completed by participants
in about half an hour on average.

5https://www.nytimes.com/2019/05/22/world/siri-alexa-ai-gender-bias.html, last accessed December
19, 2022

https://www.nytimes.com/2019/05/22/world/siri-alexa-ai-gender-bias.html
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Table 6.2: A table of all questions in the English version of the questionnaire [207]

questions on demographic data
A1. What is your native language?

A2. How old are you? Please state your age in years.

A3. Please select your gender.

A4. What is your professional field or field of study?

A5. How would you rate your computer skills?

A6. Which voice assistants have you used before?

A7. How often do you use voice assistants?

questions on general technology
B1. Voice assistants are becoming more and more common. What is your attitude towards voice

assistants?

B2. Do you prefer a standardized voice assistant with the same voice for everyone (like Alexa
or Siri) or a voice assistant that has a unique voice exclusively for you?

B3. Do you want to have conversations with your voice assistant that are not task-related e.g.
chitchat?

B4. Voice assistants can be used by anyone who is able to verbally communicate regardless of
age. Do you think there should be an age restriction on the usage of voice assistants by
minors?

B5. Do you want to have a child-mode, so children can play and learn with voice assistants

B6. Do you want to use a voice assistant that supports your mental health?

B7. How do you want your voice assistant to deal with your mental health?

B8. Do you think in some situations (e.g. during the COVID-19 pandemic) voice assistants
could substitute conversations with human beings?

B9. Your voice assistant has to know about your preferences to become personalized. How do
you want your voice assistant to learn about your preferences?

questions on voice recognition
C1. Do you want to be identified by your voice assistant?

C2. Do you feel comfortable using voice assistants, knowing they record every interaction with
you and send the collected data to the server of a company?

C3. You use your voice assistant together with other members of your household. How should
the voice assistant prioritize multiple or contradicting inputs coming from different people
at the same time?

C4. Do you think it is ethically justifiable to allow voice assistants to respond according to
hierarchical structures instead of treating everybody equally? This could lead to e.g. need-
ing your confirmation for your child’s commands or prioritizing the commands of the voice
assistant’s owner.

C5. A personalized voice assistant that fits your preferences and needs must collect at least
some data. What type of data may your voice assistant collect and store, so you still feel
comfortable?

C6. When you use your voice assistant and other people are talking in the same room, their
unintentional voice input is also recorded and stored by your voice assistant. Do you think
these people should be informed that their voice may be recorded?

C7. You ask your voice assistant to look up vegan recipes. Your voice assistant replies: “You
mentioned last month that you do not like carrots, I, therefore, looked up recipes without
carrots for you. Here are my suggestions”. The voice assistant adapted its suggestions to
the information you gave in the past. Do you want your voice assistant to refer to the
information you gave in the past?

questions on voice synthesis
D1. What age do you generally prefer for the voice of a voice assistant?
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D2. What gender do you generally prefer for the voice of a voice assistant?

D3. Which voice do you prefer for a voice assistant designed for children?

D4. Do you want your personal voice assistant to be able to speak and understand dialects?

D5. It is possible to synthesize any voice, even the voice of existing people. Which voice do you
choose for your voice assistant?

D6. If there was the possibility to recreate the voice from a person that has passed away, do you
think it would be acceptable to use their voice?

D7. Most voice assistants come with a female voice by default. A news organization stated:
“Women have been made into servants once again. Except this time, they’re digital.” Do
you agree or disagree?

D8. Do you believe voice assistants should respond differently depending on the users age, e.g.
by using child friendly language?

questions on emotion detection

E1. A voice assistant that is able to detect emotions responds more considerately and naturally.
Do you want to use a voice assistant that is able to detect your emotions?

E2. What kind of insight do you want on the emotions your voice assistant detects?

E3. Do you believe a voice assistant could manipulate you (e.g. for commercial purposes) when
being able to detect and interpret your emotions?

E4. Do you want your voice assistant to store the emotions it detects, so it can track your
emotional well-being?

questions on emotion synthesis
F1. There are linguistic parameters (e.g. words, phrases) and paralinguistic parameters (e.g.

pitch, intensity) in a voice that can be interpreted as emotions. How do you want your
personal voice assistant to express emotions?

F2. Imagine you had a bad day. Your voice assistant detects sadness. How do you want your
voice assistant to react to how you feel?

F3. You use your voice assistant to get a news update. Do you want the device to adapt to the
content, e.g. in tone or expressed emotions?

F4. The emotions of your voice assistant could influence your mood. Which emotions should
your voice assistant be allowed to express?

F5. Do you believe a voice interface should be able to show affection to you?

F6. Do you want your voice assistant to change which emotions it shows when other people (e.g.
guests, roommates, partner, etc.) are present?

questions on personality detection
G1. Do you want to use a voice assistant that is able to detect and adapt to your personality?

questions on personality synthesis
H1. In what kind of relationship do you want your personal assistant to interact with you?

H2. You share a voice assistant with other members of your household. Do you prefer to
have a device with one personality per household or one that shows different personalities
depending on the person using it?

H3. Active voice assistants initiate conversations, make suggestions, and state their opinion.
Passive voice assistants do not initiate conversations but rather wait for your commands
and they do not make suggestions without being asked. Do you want your personal voice
assistant to be more active or passive?

H4. You use your mobile voice assistant at home in your room. You leave the house to take
the bus. In the bus you decide to use your voice assistant again. How do you want the
personality of your voice assistant to adapt to the new surrounding?
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6.4 Study Results

In order to collect data, the questionnaire was made available online and distributed
through the experimenters’ private networks. The study supplemented recruiting with
snowball sampling, in which initial participants were requested to circulate the link in
order to generate a more varied sample. Participants had the option of receiving credits
for their studies in return for completing the questionnaire or winning one of ten shopping
vouchers. Additionally, participants in the survey were self-selected, which meant they had
the option to stop and not complete the questionnaire. To counteract this possible bias,
questionnaires with any empty response fields were totally eliminated. The survey was
completed by 576 people, however only 364 completed responses were used for this study.

6.4.1 Demographics

According to the mother language results, there are three different types of cultures. There
were 149 German participants, 76 women and 73 men ranging in age from 17 to 64 years
(M = 26.2, SD = 8.30), and 125 of them had prior VA experience. As for the 102
Chinese participants, 56 were female and 46 were male, ranging in age from 18 to 56
years (M = 28.8, SD = 5.27), and 94 had previous VA experience. Additionally, 39 of
the 80 Egyptians identified as female, while 41 identified as male, ranging from 20 to 67
years of age (M = 30.6, SD = 7.73), and 70 having prior experience with VAs. Among the
participants in this survey, twelve selected English as their mother tongue while twenty-one
selected another language. Gender was roughly equal across all participants, as illustrated
in Table 6.3.

Among the demographic data, there were 171 men (47.9%) and 186 women (52.1%). In
terms of mother tongues, 76 (22.3%) identified Arabic as their native tongue, 102 (28.0%)
identified Chinese, 11 (3.3%), 148 (40.9%) identified German, and 20 (5.5%) identified
other languages. Furthermore, it was reported that three quarters of the participants were
proficient in computers, and the majority of them had used voice assistants before. The
statistics results are shown in Table 6.3.

Table 6.3: Age (mean and standard deviation) and gender (number and percentage) dis-
tribution by mother tongue for 364 participants [207]

Mother Age (Mean, SD) Male Female Total

German M = 26.2, SD = 8.30 73 (49.0%) 76 (51.0%) 149

Chinese M = 28.8, SD = 5.27 46 (45.1%) 56 (54.9%) 102

Egyptian M = 30.6, SD = 7.73 41 (51.3%) 39 (48.8%) 80

other M = 26.6, SD = 6.97 18 (54.6%) 15 (45.5%) 33

Overall M = 27.9, SD = 7.51 178 (48.9%) 186 (51.1%) 364
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General Attitude

What are the users’ attitudes towards voice assistants? The following figure depicts the
overall attitude toward voice assistants (see Figure 6.1). From the figure 6.1, most partic-
ipants (58.5%) are positive about voice assistants, while a minority (19.2%) are negative.
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Figure 6.1: General attitude (B1) towards voice assistants for all participants [207]

The chart in Figure 6.2 shows the results of all questions that used Likert-scale-based.
Except for two questions, all of them are answered on a 5-point scale from ’Yes’ to ’No’. H3
in the questionnaire varies from ’active’ to ’passive’, whereas B2 goes from ’standardized’
to ’tailored’. Bars move to either side of the chart depending on the answers of the question
(the left side indicates positive attitude, the right side indicates negative attitude), but all
bars move both ways. From the Figure 6.2, the answer of RQ1 demonstrates that users’
attitudes towards virtual assistants are not common, and VAs design have to based on
these varying opinions.

Figure 6.3 illustrates the correlations between each pair of Likert-scale questions. It
is clear from the matrix that many question pairings are correlated substantially. From
the participants’ perspective, there are interrelated groups of questions. Answers to most
questions are not homogeneous, but span a wide range.

According to this, it may be possible to find certain groups of users answering certain
questions homogeneously, which implies that it exists different types of users. This will
be covered in further depth in the following part. Figure 6.4 depicts the user attitudes
regarding emotion (E1) and personality detection (G1). Based on these two figures on the
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Figure 6.2: Overview of values for all Likert-based questions. The numbers on the gray
field in the middle show the percentage of participants with no opinion. The numbers on
the right and left side show the percentage of positive (yes and rather yes) and negative (no
and rather no) answers respectively. The overview shows that the questions were answered
in both directions [207]
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diagonal, emotion (E1) is clearly associated with personality detection (G1). In terms of
number, the majority of people replied ’rather yes’ to both questions. In both questions,
Germans answered ’no’ in the majority.
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Figure 6.3: Correlation matrix for all Likert-based questions. The overview (Figure 6.2)
shows that the questions were answered in great variation. The correlated pairs in the
matrix tell that a participant who answered one question in a certain way also answers
other question in the same way. From this it can conclude that there might be distinct
types of users [207]

6.4.2 Gender Influence

In this study, all Likert-based questions were assessed using the Wilcoxon signed-rank test
and the result summary was presented in Table 6.5. As shown in Table 6.5, P-values under
5% significance were found in only five of the 21 questions. It should be noted, however,
that when seeking for a 5%-significance level, one of twenty tests may declare significance
by chance. Consequently, the gender comparison was tested using a Bonferroni correction
and a significance value of 5%/21 =0.0024 for the 21 items. The difference between the two
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Figure 6.4: Attitude towards emotion and personality detection across cultures (left) and
gender (right). The dots are distributed randomly around their integer coordinates to not
cover each other. Every dot represents a participant. The data is correlated as most dots
lie on the diagonal. In the language plot some dependencies on culture are suggested, while
there is a more even distribution for gender [207]

questions (D7, D8) was statistically significant. As a result, it claims that the difference
between genders is minor.

Gender problem (D7), which asks about attitudes toward female voice as default, is one
of the biggest differences between the genders. Compared to males in the answer, females
are more doubtful of this. Given that the questions are gender-specific, it is not surprising
that answers vary by gender. A gender-specific distribution of responses is shown on the
left side of Figure 6.5.

In addition, there is a large gender difference when it comes to the question of whether
a voice assistant should respond differently to a child (D8). The gender distribution of
the responses is shown on the right side of Figure 6.5. As can be seen in Figure 6.5, the
responses are divided by gender. Females do not consider children to be adults, according
to their opinions. However, this result should be interpreted with caution since there was a
comparable question (B5) asking if there should be a kid mode, and there was no significant
gender difference.

Differences by Culture

Instead of demonstrating vast differences between cultures, the aim of this study was to
better understand diverse user demographics. Significant differences in answers across cul-
tures are not necessarily explained by culture. It is not necessary for the culture to explain
the difference in answers, even if the answers differ significantly between cultures. A dif-
ferent distribution of user groups or different wealth levels may also explain the differences
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Figure 6.5: Opinion on default female voice (D7) (left) and whether children should get a
different response (D8) (right) by gender. These are the only two questions where it found
significant differences by gender [207]

between these cultures. It is possible that these cultures differ for other reasons, including
different distributions of user groups or different wealth levels.

It is also important to be cautious when making cultural claims based on the number
of respondents who started but didn’t complete the survey. Several participants reported
being bored by the lengthy questioning. The survey may have also been abandoned by some
participants because some questions provoked them. In this scenario, several viewpoints
would have been lost, resulting in distorted results. This study excluded all results from
participants who reported English or another language as their mother tongue due to their
small numbers. A table containing the means for the Likert-scale-based questions regarding
cultures is available at table 6.4. The Wilcoxon-signed-rank test results are presented in
Table 6.5. Due to the fact that 21 items were compared in three ways, the significance
threshold was set at 5%/63 using a Bonferrroni adjustment.

Table 6.5 compares general attitudes (B1) across cultures. The attitude toward voice
assistants varies from culture to culture. This question is displayed across cultures in
Figure 6.6. Among Chinese, most have a positive view of the technology, most Egyptians
have a balanced view, and few Germans have a negative view.

The right side of Figure 6.6 shows responses to the question whether women are de-
graded by a female voice. In all cultures, the majority opposes the statement, but the
Chinese agree much more than the Egyptians, and the Germans fall somewhere in the
middle.



98 6. User Preference for Emotion-Aware Voice Assistants

Table 6.4: Mean values of Likert scale questions by language and gender and for all [207]

Likert Scale Questions German Arabic Chinese Male Female All

B2. Personalized Voice 2.82 2.82 2.98 3.01 2.81 2.90

B3. Chitchat 3.44 2.88 2.52 2.97 3.06 3.01

B5. Child mode 2.63 2.08 2.22 2.43 2.26 2.34

B6. Mental health 2.81 2.24 2.18 2.51 2.45 2.48

B8. Substitute of human 3.94 3.56 2.83 3.61 3.40 3.51

C1. Voice identification 2.58 1.76 2.18 2.20 2.34 2.27

C4. Hierarchy of users 3.07 2.46 2.91 2.76 3.02 2.89

C6. Informing others 1.97 1.68 2.24 1.54 1.58 1.98

C7. Remembering information 2.50 1.93 2.04 2.08 2.42 2.25

D4. Ability to understand dialects 1.89 1.54 2.14 1.87 1.91 1.89

D6. Usage of dead person’s voice 3.86 3.90 2.97 3.50 3.65 3.57

D7. Gender issues 3.40 3.60 3.08 3.62 3.06 3.34

D8. Response to children 1.58 2.11 1.68 2.06 1.67 1.86

E1. Emotion detection 1.90 2.87 2.15 2.30 2.52 2.41

E3. Manipulation Issue 2.07 2.16 3.05 2.38 2.43 2.41

E4. Emotion Storage 3.50 2.73 2.79 2.91 3.24 3.08

F3. Content adaption 4.02 2.43 2.70 3.14 3.31 3.23

F5. Affection 3.74 2.86 2.68 3.13 3.32 3.23

G1. Personality detection 3.15 2.23 2.37 2.52 2.89 2.71

H3. Active or passive 3.95 2.76 2.47 3.09 3.33 3.21
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Table 6.5: p-values of Wilcoxon signed-rank test for Likert-scale-based questions comparing
gender and the three cultures. Values below 0.001 are given as <.001. Values at or below
0.05 are shown in blue. Values below 0.0024 (0.05/21) for gender and 0.0009 (0.05/63)
for culture show significant differences after a Bonferroni correction and are colored in
green [207]

Likert Scale Questions Gender Chinese Chinese Egyptian

-German -Egyptian -German

B1. General Attitude .157 <.001 .005 .039

B2. Personalized Voice .145 .366 .472 .997

B3. Chitchat .529 <.001 .216 .006

B5. Child mode .296 .056 .007 <.001

B6. Mental health .674 <.001 .442 <.001

B8. Substitute of human .102 <.001 .002 .169

C1. Voice identification .160 .089 <.001 <.001

C4. Hierarchy of users .081 .303 .016 .002

C6. Informing others .500 <.001 <.001 .233

C7. Remembering information .018 .107 .008 <.001

D4. Ability to understand dialects .699 .049 <.001 <.001

D6. Usage of dead person’s voice .367 <.001 <.001 .342

D7. Gender issues <.001 .044 .005 .181

D8. Response to children <.001 <.001 .928 <.001

E1. Emotion detection .106 <.001 .750 <.001

E3. Manipulation Issue .679 <.001 <.001 .980

E4. Emotion Storage .033 <.001 .361 <.001

F3. Content adaption .281 <.001 .062 <.001

F5. Affection .201 <.001 .641 <.001

G1. Personality detection .003 <.001 .073 <.001

H3. Active or passive .091 <.001 .236 <.001
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Figure 6.6: Left: General attitude towards voice assistants across cultures. The Chinese
have a rather positive attitude, the Egyptians’ attitude is balanced, and Germans are more
skeptical. Right: Answers for the gender issue across cultures. Egyptians see less problems
in a female default voice [207]

6.4.3 User Types: Enthusiasts, Pragmatists, and Sceptics

Results for all participants are correlated, as shown in section 6.4.1 and Figure 6.3. This,
together with the fact that there are participants on both sides of the scale in Figure 6.2,
strongly suggests that different types of users exist. On the basis of the findings in this
study, cluster detection was performed. In order to explore clusters, all Likert-scale ques-
tions were used. In particular, there are a lot of them, including B1, B3, B5, B6, B8, C1,
C4, C6, C7, D4, D6, D7, D8, E1, E3, E4, F3, F5, G1. Therefore, 19-dimensional space
was explored to find clusters. There is a uniform range of numeric values for each of these
Likert-scale questions.

Clustering is defined as the grouping of data points, according to Jain et al .[151],
and the two primary approaches that are regarded acceptable for a clustering analysis of
Likert-scale data are K-means and agglomerative hierarchical clustering [220, 61, 198]. It
was the same approach that was used to identify user groups in [109]. In general, a principle
component analysis (PCA) [85] is performed before a cluster discovery search is conducted
to minimize the number of dimensions in the algorithms. A version of K-means known as K-
medoids clustering [153] has been proposed as being more robust against noise and outliers,
and Shamsuddin et al. [295] have demonstrated this to be true. Consequently, K-medoids
were utilized using PCA and the PAM (Partitioning Around Medoids) method [159]. Both
K-means and K-medoids have a critical parameter, K, which can be selected using the
elbow technique, silhouette coefficient algorithm, or gap statistics algorithm [349]. The
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K-medoids cluster identification in this part was based on both the elbow method (shown
on the left side of Figure 6.7) and gap methodology (shown on the right side of Figure 6.7)
which recommended k = 3. The final results are shown on the left side of Figure 6.8.

After analyzing the clusters, the next step was to determine their meanings. A closer
examination revealed that the three groups represent people who are enthusiastic, neutral,
or suspicious about emotion- and personality-aware voice assistants. To test this assump-
tion, the study plotted each group’s general attitude (B1). This result is shown on the
right hand side of Figure 6.8 and appears to validate the hypothesis. These user groups
were subsequently referred to as Enthusiasts , Pragmatists , and Sceptics , respectively. As
a final consideration, culture and gender were taken into account when assessing cluster
membership. Figure 6.9 displays the results. The distribution of user types among cultures
varies despite the fact that they are distributed equally by gender. There appears to be a
large majority of Enthusiasts or Pragmatists Chinese, with only a small number of Scep-
tics . Conversely, the Germans have the highest percentage of Sceptics . Approximately
half of Egyptians are positive, while the other half are Pragmatists or Sceptics .

The Dunn Index was calculated to determine if automatically discovered clusters par-
titioned data better than clusters based on language or gender. The Dunn Index [241, 59]
determines the distance between data within each cluster by comparing the shortest dis-
tance between data from different clusters. A higher Dunn Index generally corresponds to
a smaller cluster diameter and a wider cluster spacing. There is a Dunn Index of 0.116
in gender clusters. According to the Dunn Index Dculture, cultural groups are ranked
at 0.091. The Dunn Index is higher for users of type Dusertype than for users of type
Ausertype and Busertype. Instead of separating users by their gender or culture, it is
more descriptive to categorize them by types of users.
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Figure 6.7: k-value estimation with the elbow method (left) and gap statistics (right).
Both methods suggest 3 for the number of clusters [207]
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Figure 6.8: Left: Visualization of the three clusters detected by K-medoids cluster detection
via PCA. Right: Distribution of general attitude (B1) by membership in a cluster. This
bar chart allows to associate cluster member to attitude and gives the clusters a meaning.
The three clusters represent positive, neutral and skeptical users [207]

6.4.4 Selected Results

This section discusses the most valuable insight from the study results based on their
relevance in current VA research and their timely relevance.

Dialects In the survey (D4), most participants expressed a preference for voice assistants
that speak several languages. Essentially, a dialect question is about how it feels to be
understood and to be able to communicate in “my language”. In spite of the fact that there
are no differences based on gender, there are differences based on culture (see Figure 6.10).
Since Arabic is spoken in many countries, each with its own dialect, Egyptians seemed to
be the most interested in dialects. Amazon’s Alexa platform supports five distinct dialects
of English and three distinct dialects of Spanish. The demand for dialects will lead to
future voice assistants speaking additional dialects.

Voice of People who Passed Away The purpose of this study was to establish ethical
boundaries. Participants were asked about the possibility of synthesizing existing voices (if
recordings exist), including those of deceased individuals (D6). A person may be speaking
to you through a member of their family or a renowned individual, such as a famous
actor, entertainer, or state official. These people cannot be asked for consent anymore.
Whether it is ethical to resurrect people in this manner is also debated. In spite of this,
it did not explain or provide examples of such features. Figure 6.11 shows the final result.
Participants are overwhelmingly opposed to the concept. According to the results by
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Figure 6.9: Cluster membership by culture (left) and gender (right). The violet bars
represent the Enthusiasts , the brown bars the Pragmatists , and the light green bars the
Sceptics . Every culture has all types of users, however the distribution varies. For gender,
the user types are almost equally distributed [207]

culture, Egyptians are the most concerned.

Taking Care of Mental Health The importance of taking care of mental health is
outlined in the following paragraph. A delicate subject like mental health deserves special
attention. It is important to keep health issues, especially psychological ones, private in
order to maintain good relationships. Both voice assistants and doctors formed similar
levels of trust, and it was interesting to observe whether one was more trustworthy than
the other. This diagram shows the results for question B6 in Figure 6.12. It is common
for people to want their mental health taken care of by a voice assistant. Moreover, this
implies that an artificial intelligence’s diagnosis can be very trusted.

Private and Public Use In this paragraph, it explored whether a smartphone voice
assistant should change its personality when on public transportation rather than in a
private setting (H4). The possible answers were:

• Less emotional, but more serious personality

• Funnier personality, to show people around me, that I am a fun person

• More sensitive to my emotions, so the device will not annoy or stress me in addition
to the environmental stress

• More neutral personality like Siri or Alexa to keep my preference private
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Figure 6.10: Results for question D4 on whether a voice assistant should be able to speak
dialects. The left side shows the results by gender, the right side by culture [207]
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The left side shows the results for all, the right side by culture [207]
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Figure 6.12: Results for question B6 on whether a voice assistant should take care of the
user’s mental health. The left side shows the results for all, the right side by culture [207]

• No change in personality

• Other

Figure 6.13 shows the results regarding VAs personality adaptation. It is the desire
of the majority of people for their public personalities to be neutral. The second largest
group is made up of people who are unconcerned with their privacy and do not wish to
alter their personality in any way. Personalized voice assistants aren’t the only devices that
reveal user information through personal communication devices. Using a mobile device’s
personalized ringtone, the mobile device already knows about the problem.
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Figure 6.13: Results for question H4. Most people want to have a neutral voice assistant
personality in public [207]
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Obeying Hierarchies On the Likert-scale ranging from ‘yes’ to ‘no’, responses to the
question of whether the voice assistant should obey hierarchies are evenly divided. There
seems to be no consensus on this issue. Despite male participants’ tendency to obey
hierarchies, there are no apparent differences between genders (see Figure 6.14 left side).
Answers by culture are not evenly distributed (see Figure 6.14 right side). Egyptians reach
a peak when they vote ‘yes’, Chinese when they vote ‘no opinion’, and Germans when they
vote ‘very no’.
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Figure 6.14: Results for question C4 on whether a voice assistant should obey hierarchies.
The left side shows the results by gender, the right side by culture [207]

It is important to consider the user hierarchy for voice assistants. Imagine that a child
tells a voice assistant to raise the temperature in a smart house controlled by a voice
assistant. A suggestion is made by the father to lower the heating. Children are able to
override the father’s commands with existing voice assistants since they always execute
the last instruction. At this point, it may be beneficial for the voice assistant to be aware
of the hierarchy. If the mother enters, it may raise the question of whether she is on
the same level as the father, on a lower level, or on a higher level. Their dilemma is the
same as their grandparent’s. Although they may be hidden or unsaid, most families have
hierarchy levels (possibly complicated). Using a hierarchy-aware VAs, hierarchies can be
made explicit, making future VAs much more intelligent.

6.5 Study Discussion and Analysis

This study’s findings provide answers to the beginning questions, such as users’ attitudes,
gender differences, and cultural influences. In terms of users’ attitudes toward future
emotion- and personality-aware VAs (RQ1), it is not difficult to find that most participants
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are willing to accept these VAs based on Figure 6.1 and Figure 6.4. Except for two
obvious gender-related criteria, there does not appear to be a significant difference between
genders for the RQ2. Therefore, there is no point in developing gender-specific Voice
Assistants. This study will also attempt to identify whether users’ preferences for VAs are
influenced by cultural differences (RQ3). As a result of the results, there appear to be
some intercultural differences, but given the uncertainties surrounding these judgments,
these differences appear to be minor. Contrary to these differences, there was no clear
design principle that could allow for customizing voice assistants accordingly. Finally,
cross-cultural attitudes toward emotion-and personality-aware VAs can be divided into
three user types. This implies that emotion-aware Voice Assistants can be universally
designed and used across cultures. Language and culture do not seem to influence emotions
or attitudes towards voice assistants using these features. The cluster analysis revealed
that attitudes can be more accurately characterized than culture, language, or gender
by categorizing users as Enthusiasts , Pragmatists , and Sceptics (RQ 4). In what ways
can this information be utilized to improve VAs? In general, these three clusters differ
primarily in how much they agree that their Voice Assistants are emotional. Consequently,
voice assistants will almost certainly need to be programmable in terms of their emotional
behavior and emotion detection. A scaling system would allow the user to select the level
of emotionality of the assistant, and instructions such as “Alexa, fewer emotions please”
would be possible.

A simple user profile, however, does not indicate a default level of emotionality (e.g.,
language, culture, gender). To improve emotion awareness in future VAs, a low emotion-
ality setting just above neutral should be used as the starting point, followed by periodic
questions asking the user how they feel. As an alternative, it is possible to configure di-
rectly via preferences or the startup dialog, but it is less likely to be used, since it does
not provide users with any immediate benefit. According to its ultimate solution, the VA
would be able to self-adjust to an optimal level of emotionality based on the perception of
its users. There will, however, be a substantial amount of work to be done in the future.

Additionally, this study left many unanswered questions, and perhaps suggested new
ones, such as how to handle emotions detected by VAs. In order to reverse or counteract
them, what intensity should they aim for? Based on Völkel et al. [332] recent work, new
research has begun investigating the desired characteristics of VAs. However, for scalability
across markets, a multicultural perspective is required. Moreover, it is unclear how indirect
data from conversations can be used to determine a match’s personality. Several recent
studies have investigated the difference between artificial and actual emotions by [208]
and [156]. In some cases, it is unclear which ones VAs should respond to (Chapter 5.3).

Additionally, this study has several limitations. Despite the fact that there are many
participants from three different cultures, it is still difficult to establish a rather general
basis that can be helpful to future VAs. The study should recruit more participants from
other countries, including the United States and American countries. Furthermore, the ma-
jority of participants come from university networks, where academics are overrepresented.
Additionally, there were also some participants who felt provoked by some questions, and
some averse opinions were not taken into account. As a result, positive attitudes may
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be more prevalent. Moreover, public opinions can change over time, so a questionnaire
conducted over several years may produce different results. It is, however, a temporary
evaluation of user attitudes toward emotion-aware voice assistants because the field of voice
assistants and emotion recognition is currently developing very rapidly.

6.6 Summary

Despite the increasing use of virtual assistants in daily life, designing future emotion-aware
VAs is a challenge. This issue can be resolved by considering the attitudes of users toward
future emotion- and personality-aware voice assistants. Taking these factors into account,
this chapter presented a study about users’ attitudes toward future VAs.

In addition to the research question about user attitudes, this chapter also proposed
the other two questions - whether culture influences VA preferences, and whether gender
influences VA preferences. In order to find the answers, three dimensions of technology,
society, and context were considered in the design of the survey. A total of 46 questions were
included in this questionnaire, 7 relating to demographic information and 39 pertaining
to user preferences. Furthermore, 364 participants from Germany, China, and Egypt were
invited to participate in this study to explore variations and similarities in attitudes. The
results of this study show that there is not too much gender difference and there are cultural
differences. Moreover, clusters are evident in the Likert-scale questions, since most of the
Likert-scale questions correlate with one another. According to cluster analysis, there are
three basic types of users (positive, neutral, and skeptical) across cultures. Future VIs
applications can be designed based on this finding.



Chapter 7

Conclusion and Outlook

This thesis exploits the several issues in VIs, especially emotion-aware techniques in VIs.
As it well known, it is feasible for VIs to detect users’ emotional states using speech emotion
recognition and generate the emotional voice using speech emotion synthesis. However, due
to the limits of existing emotional speech datasets, speech emotion recognition techniques
cannot reliably identify users’ emotional states, especially in the wild. It is also difficult
to distinguish genuine or disguised emotions. Based on these issues, the thesis investi-
gated the teachers’ speech emotion in the classroom teaching using neural network with
attention mechanism. Moreover, it presented a user study which explores whether users
can trick emotion-aware voice assistant, as well as how the VIs react to users’ emotions.
In addition, the thesis also investigates the users’ attitudes and preferences towards the
future emotional-aware VAs across cultures using a questionnaire survey.

In the final chapter, it summarizes the research contribution and answers the research
questions that were addressed throughout the thesis. Furthermore, it presents a perspective
towards future research directions in this chapter.

7.1 Discussion and Conclusion

Due to the shortage of existing VIs, the thesis explores several aspects of emotion-aware VIs.
Speech signal analysis can be employed in VIs because it can provide an interactive bridge
between users and VIs. Speech emotions are also important in VIs, and emotion-aware
technologies that can be implemented in VIs can improve the user experience. Furthermore,
based on the existing limitations of VIs, this thesis attempts to investigate prospective VIs
applications using two user studies. More specifically, it conducts brief user research to see
if people can trick an emotion-aware VI. Once future emotion-aware systems can detect and
synthesize users’ emotions, devising a strategy for coping with users’ emotions is another
potential application. This section focuses mostly on the thesis summary and user study
discussion based on the aforementioned.
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7.1.1 Speech Feature Analysis (TQR1)

As previously stated in section 3, speech features analysis techniques can be implemented
in future VIs to enhance the users’ experience in VIs. On the one hand, speech features
analysis can be employed in voice recognition, speech synthesis, speech augmentation, as
well as other speech technologies, and these speech technologies play a significant part
in VIs. On the other hand, voice features analysis could be utilized to study the user’s
emotional states, mental health, social behavior, etc., which is critical for future VIs. Based
on their significance, the thesis presented user research on gauging restoration effects using
speech features analysis. Compared to other measurements such as attention scales or
response tests, speech features analysis is both less obtrusive and more accessible.

In the user study as presented in Chapter 3, short-time energy and zero-crossing rate in
the time domain and MFCC in the frequency domain are correlated with the attentional
capacity measured by traditional ratings, and thus speech features analysis can be poten-
tially utilized to detect and evaluate the restorative effect in the same way as traditional
measurements, such as attention scales or response test. However, due to the constraints
of the number of participants and the experimental circumstances, it is difficult for the
participants to be properly exhausted or relaxed, and much more data is necessary to
verify the experimental results. Furthermore, due to the impact of noise and unpleasant
surroundings, participants are unable to convey their true feelings while being observed by
experimenters. A chatbot based on speech signal analysis could improve the assessment
process even further by eliminating the human experimenter and generating better audio
from participants who feel under less surveillance. After iterating on the speech features
analysis chain, it is possible to provide a fully automatic assessment system based on acous-
tic characteristics in the future, which can effectively assess the restorative effects of VREs
in automated driving while also providing attention measurements in other study setups.

7.1.2 Emotional Speech in VIs (TQR 2)

Speech emotion recognition has become essential for future emotion-aware VIs. With the
advancement of voice emotion detection and synthesis, emotion-aware approaches can be
able to create an interactive bridge between users and VIs while also increasing the user’s
interaction experience. Generally, speech emotion recognition consists of speech signal pre-
processing, speech feature extraction, speaker recognition, and speech emotion recognition.
The first and most significant step that can help in feature extraction is preprocessing. It
was involved in speech pre-emphasis, normalization of vocal tract length, framing, win-
dowing, etc. Speaker recognition can help to get the speaker’s voice, which is crucial for
detecting the speaker’s emotions. Considering the limits of supervised approaches and the
difficulties of getting large databases in speaker recognition, unsupervised methods provide
an alternative for recognizing the speaker’s voice. This thesis proposes an unsupervised
speaker recognition method based on WT-KLD. The wavelet transform can be utilized
to minimize noise, and the KL-Divergence can be employed to separate the voices of the
speakers from the rest of the audio data. Promising results are achieved in the interview
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and classroom teaching scenarios. However, not all of the results are highly accurate. On
the one hand, wavelet transform is not the ideal approach for reducing noise in speech,
even if it is currently the best choice. On the other hand, various speech features that are
associated with distinct speech and can be employed in speaker detection may exist. Find-
ing high-performance and efficient unsupervised speaker recognition algorithms is essential
for future research.

Once the speaker’s voice has been obtained, recognizing their emotion becomes another
challenge. In this part, it proposes a novel speech emotion recognition system based on
a Bi-LSTM network with an attention mechanism in classroom teaching context. This
method can overcome the limitations of previous traditional methods and produce promis-
ing results. In general, in speech emotion recognition, the previous speech frame emotion
might correlate with the subsequent one, and the recurrent neural network may successfully
tackle this issue. Furthermore, each speech frame may contain a variety of speech emotions,
and the attention mechanism can assist in determining which speech frames contain the
primary emotion in speech emotion recognition. Despite the fact that this study collected
45 minutes of classroom instruction data, there isn’t a lot of collected teacher voice data.
Furthermore, even if the annotation is based on hand labeling, there is a possibility of
inaccurate labeling in emotion annotation. Incorrect speaker segmentation may have an
impact on emotion detection in the final speech. After iterating on the speech process-
ing chain, it is possible to eventually provide a fully automatic real-time system based on
the proposed structure, which can, for example, effectively assess the teachers’ real-time
emotions while also providing interaction between the teachers, students, and system.

7.1.3 Emotion-Aware VIs (TQR 3 and 4)

Although there are not many emotion-aware VI applications available right now, emotion-
aware techniques are still a hot research topic. With the progress of artificial intelligence,
voice emotion recognition, and synthesis, it is possible to incorporate these technologies into
the present VIS. The new VIs that use these techniques can recognize users’ emotions and
respond to them with suitable emotions. However, because of the limitations of the present
acted emotional speech database, recognizing people’s true emotions is the first challenge.
It is especially difficult to determine whether users can imitate real-life emotions. In the
other words, it’s unknown if users can be able to fool future emotion-aware VIs. Once
emotion-aware VIs are capable of recognizing users’ emotions and engaging with their
reactions based on those emotions, the next hurdle is dealing with those emotions. The
thesis develops two user studies based on these two difficulties. One is the capacity to
simulate actual emotions, and the other is coping with the emotions of users.

Emotional speaking is rather crucial in naturally interacting between users and VIS.
Users’ spoken emotions can be correctly detected by VIs, and VIs can respond to users with
suitable emotions. However, it is questionable if existing emotion recognition systems cor-
rectly detect such performed emotions, or rather the speaker’s actual feeling. In the thesis,
user research was designed to see whether users can trick emotion-aware VIs or whether
users cannot simulate true emotions. A small group of participants (26) were instructed to
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imitate five fundamental emotions, and an open-source emotion-in-voice detector (Open-
Vokaturi) was utilized to determine if their performed emotion was recognized as intended.
According to the findings of this study, it was difficult for participants to mimic all five
emotions, and certain emotions were easier to mimic than others. Participants, on the
other hand, may find it difficult to ”cheat” the emotion-aware VIs. On the one hand,
because most of the emotional databases in this system are performed emotion databases,
OpenVokaturi may not be a competent spoken emotion detector. On the other hand, the
experiments last around 2 seconds, making it difficult for participants to communicate
their true feelings within this time. Furthermore, the study itself may have an impact on
the participants’ emotional state.

Dealing with the user’s emotions, particularly negative emotions, is another challenge.
As previously stated, if users’ emotions can be consistently recognized, the following ques-
tion is how an emotion-aware interface should react to the discovered emotion. The thesis
offered a strategy for alternating the roles of users and VIs based on human emotional reac-
tion strategies. Three avatar emojis (angry, sad, and scared) were created to communicate
certain emotions with animation and sound. The user research included 52 participants
who attempted to transform the emojis into a desired emotional state (positive feelings) us-
ing emotional voice input. The results suggest that users mostly employed neutral emotion
to react to these three unpleasant emotions, and there is a gender difference in emotional re-
action. However, because study tests primarily employed male voices as emotional stimuli,
variations in reaction to negative emotions by gender remain unknown.

7.1.4 Users’ Attitudes Towards the Future Emotion-Aware Voice
Assistants (TQR 5)

As AI progresses, more speech techniques are being included in the VIS, such as emotion-
and personality-aware technologies. The issues in VIs, such as the societal consequences,
ethical boundaries, and general user attitudes remain unexplored. The thesis presented
here investigates users’ attitudes toward and preferences for emotionally aware VAs in three
distinct cultures. This survey employed an online questionnaire with 364 participants to
investigate differences and similarities in attitudes in Germany, China, and Egypt. Accord-
ing to the findings, the majority of participants have a favorable impression of emotion-
and personality-aware voice assistants. Furthermore, there are just a few statistically sig-
nificant variances for gender, and the differences are primarily cultural. On the one hand,
most participants, regardless of gender, are eager to embrace new technology. However,
there are disparities among cultures due to differences in cognition, knowledge, privacy,
security, ethics, and so on. On the other hand, the participants are from the university’s
network, and the majority of them are over-represented. Another major disadvantage of
surveys is self-report bias.

Furthermore, utilizing a cluster analysis, the thesis demonstrates the three primary user
types (positive, neutral, and skeptical) across all cultures. The three clusters differ mostly
on their level of agreement with their Voice Assistants having emotional characteristics.
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Furthermore, the three clusters created in the thesis can be used to construct future VIs.

7.1.5 Conclusion

Emotion-aware VIs of the future are ones that can recognize users’ emotions and respond
emotionally to them. Speech features analysis and speech emotion detection are criti-
cally important in this emotion-aware VIs. On the one hand, speech features analysis
can be employed in future automated vehicles, such as monitoring restorative effects in-
car. Speech emotion recognition, on the other hand, can be utilized to identify user’s
speech emotion, such as teachers’ emotion detection based on LSTM network with atten-
tion mechanism, and this technology can be implemented in VIs to detect users’ emotions.
Furthermore, identifying imitated and actual emotions, as well as dealing with users’ emo-
tions in emotion-aware VIs, can improve the user interaction experience in VIs.

The results of Chapter 6 reveal that most participants welcome emotion- and personality-
aware VAs in general. It is for this reason that SER and some speech techniques are
valuable. As aforementioned, attention restorative effects can be measured using speech
features analysis. These techniques can also be embedded into future VIs to detect users’
restoration effects in other contexts. Furthermore, speech emotion recognition is quite im-
portant for future VIs, and LSTM with attention mechanisms can help improve recognition
accuracy. In the case of mimicking emotion-aware VIs, not all participants will be able to
successfully mimic certain emotions, such as “Happy” or “Angry”. Future emotion-aware
VIs can benefit from this foundation. Additionally, despite the fact that no acceptable
approach exists for emotionally responding to users, gender differences and speech features
analysis may provide a clue for future studies.

7.2 Outlook

As AI and voice technology progress, more and more speech functionalities are being
integrated in emotion-aware VIs. However, there are certain technical issues that need
to be addressed currently. On the one hand, it is critical to detect the true emotions based
on the present acted emotions. With the advancement of deep learning algorithms and
speech emotion recognition, it is now feasible to detect speech emotions with high accuracy.
However, recognizing users’ emotions is difficult, especially in a real-world environment.
It is difficult to improve real emotion detection using acted emotional speech databases
since most emotional speech databases are imitated emotions. On the other side, although
voice emotion synthesis techniques exist, it still requires an effective approach to respond
to users’ feelings in emotion-aware VIs. As previously stated, future emotion-aware VIs
can be able to recognize users’ emotions and reply to them with appropriate emotional
voices.

As these problems are overcome, future emotion-aware VIs can be able to perceive
users’ feelings and respond emotionally to them. Emotion-aware VIs, in particular, can
first record and identify users’ voices, and then recognize users’ voice emotions using speech
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emotion recognition and natural language understanding algorithms. Following that, VIs
will interpret the users’ voice and reply appropriately depending on dialog management.
Moreover, VIs will reply to users with appropriate emotions. In addition to that, future
VIs may be included in the driverless car, and users’ mental and restorative states can be
recognized. Users can have a fantastic time engaging with VIs in this system. Furthermore,
this VIs can be implemented in classroom education, which can assist in the interaction
between students and their teachers when their emotions are appropriately recognized.
Ultimately, future emotion-aware VIs will not only facilitate effective communication with
users, but also provide constructive feedback after monitoring their mental states, social
behaviors, speech emotions, etc.
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