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Abstract
Modelling customer behaviour to predict their future purchase frequency and
value is crucial when selecting customers for marketing activities. The prof-
itability of a customer and their risk of inactivity are two important factors in
this selection process. These indicators can be obtained using the well-known
Pareto/NBD model. Here we cluster customers based on their purchase fre-
quency and value over a given period before applying the Pareto/NBD model
to each cluster. This initial cluster model provides the customer purchase value
and improves the predictive accuracy of the Pareto/NBD parameters by using
similar individuals when fitting the data. Finally, taking the outputs from both
models, the initial cluster and Pareto/NBD, we present some recommendations
to classify customers into interpretable groups and facilitate their prioritisation
for marketing activities. To illustrate the methodology, this paper uses a database
with sales from a beauty products wholesaler.
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1 INTRODUCTION

A customer’s profitability and propensity to become inactive are two important factors companies consider when ranking
customers for marketing activities, especially for retention activities.

Despite the impact of customer profitability and propensity to become inactive on a company’s overall results, many
businesses still use basic rules of thumb to estimate these indicators. Although managerial heuristics can work as well as
stochastic models in some situations,1,2 a more formal assessment of customers can improve decisions on how to allocate
scarce company resources more efficiently. As Lehmann et al.3 highlighted, there has to be a balance between rigour and
relevance. Here we consider both approaches using statistical models embedded within management knowledge.

Ideally, a company wants to channel resources toward more profitable customers. The traditional metric used to assess
a customer’s future profitability is the so-called customer lifetime value (CLV). CLV is the discounted value of all profits
obtained from a customer during their future lifetime relationship with the company. The literature contains several
methods for calculating the CLV for a specific customer, or the aggregate if estimating the present value for a customer
group (e.g., References 4–9).

The aim of this article is to provide businesses with a tool to assess profitability and propensity to churn for a specific
customer in noncontractual settings, where customers can stop interacting with the company without any prior notice.
This is an open access article under the terms of the Creative Commons Attribution-NonCommercial License, which permits use, distribution and reproduction in any
medium, provided the original work is properly cited and is not used for commercial purposes.
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The ultimate goal is to determine how best to spend marketing resources on their customer base. For example, for mar-
keting retention activities, resources could be prioritised toward customers with a high profitability and a high risk of
prompt inactivity.

The probability of a customer being inactive at a given moment and their expected number of purchases in the future,
both required when calculating CLV, can be estimated from the Pareto/NBD model proposed by Schmittlein et al.10 The
Pareto/NBD model has been used extensively in the past (see, for instance, Reference 11 or 12). It has also been applied
following a Bayesian approach13–15 which can be used to compute the uncertainty measures for its different estimators,
such as the probability of being active.

The CLV estimation also requires the average ticket value per customer. This value is usually obtained by bringing in
another model, such as the Normal–Normal mixture model,11 the Gamma–Gamma mixture model5,16 or the Log-normal
model.4

Segmenting customers before applying the Pareto/NBD model can lead to a greater degree of homogeneity in the
transactions and/or dropout rates for each group. This reduces the uncertainty regarding their future behaviour and
ultimately results in more accurate estimates from the model. In this sense, for example, Fader et al.17 showed how
segmenting customers based on a simple threshold for their first purchase value before applying the Pareto/NBD model
substantially improved its outputs, such as transaction and dropout rates, and hence the CLV value. In fact, deterministic
cluster segmentation is sometimes performed beforehand, for example into customer cohorts defined by the time of first
purchase, acquisition channel or type of business (see Reference 11 or 18).

The main contribution of this paper is the application of an initial cluster model before running the Pareto/NBD model
for two reasons. First, it groups customers into homogeneous clusters based on their purchase frequency and value for an
improved Pareto/NBD parameter estimation. Second, it estimates each customer’s average ticket value, which is required
for the CLV calculation. We also propose a customer classification for selecting customers for specific, future marketing
actions. However, the selection of the actual actions and an assessment of their effectiveness is beyond the scope of the
current paper. These three steps are implemented using a database of all the sales from a beauty product wholesaler over
a 2-year period.

The models in this paper are analysed from a Bayesian perspective to take advantage of its modularity and flexibil-
ity. Rossi and Allenby19 present a good introduction and review of Bayesian analysis applied to marketing problems. Jen
et al.20 and Baesens et al.21 contain some examples of Bayesian models for calculating purchase frequency using hier-
archical models and Bayesian neural networks. Borle et al.22 also used a Bayesian approach to improve estimates of the
Pareto/NBD model using demographic variables when available.

The rest of this article is organised as follows: Section 2 describes the Bayesian clustering, the Pareto/NBD model and
the outputs derived thereof. Section 3 presents the results and their practical application to the study case. Finally, we
conclude the paper with a discussion section.

2 DESCRIPTION OF THE MODELS

The Pareto/NBD model estimates the probability of a customer being active at the end of an observation period and their
expected number of future purchases. This information, together with the average customer ticket value, provides their
future revenue stream. Customer homogeneity increases the model’s predictive power; which is the reason for the initial
customer clustering, which also brings the extra benefit of estimating the average ticket value. The Pareto/NBD model is
run on each of the resulting clusters independently, so information sharing among customers only occurs for customers
with similar purchasing habits.

2.1 Bayesian cluster model

The initial cluster model groups customers into a small number of clusters, each with a distinctive purchasing pattern.
While assigning each customer to a cluster, the model also estimates the average ticket value.

We start with the assumption that the number of purchases per month for a given customer follows a Poisson distri-
bution and their monthly expenditure a Normal one. The main problem with this approach is when there are months
with no customer activity.
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If we take xij as the number of purchases made by customer i in month j and yij as the total expenditure obtained from
customer i in month j, then they can be modelled as:

xij ∣ 𝜃1, … , 𝜃K , Si ∼ Poisson
(
𝜃Si

)
, (1)

and

yij ∣ 𝜂i, 𝜎, xij ∼ Normal
(

xij𝜂i,
√

xij𝜎
)
, (2)

where Si is a latent categorical variable denoting the customer’s cluster and K the total number of clusters. Si takes values
over the range {1, … , K} for customers i = 1, … , n and is such that Si = c whenever the ith customer belongs to the cth
cluster. Si is assumed to follow a discrete distribution with P (Si = c|𝜋1, … , 𝜋K) = 𝜋c for c = 1, … , K. Hence, 𝜋c becomes
the proportion of customers belonging to the cth cluster. 𝜃c is the expected number of purchases per month for customers
in cluster c. 𝜂i is the expected ticket value for the ith customer. This parameterisation contemplates the fact that the
variance of the total expenditure per month increases when there are more purchases, V(yij || 𝜂i, 𝜎, xij

)
= xij𝜎

2, as one
would expect. yij is the sum of the values of xij independent purchases with an expected ticket value of 𝜂i and a variance of
𝜎2. Therefore, the expectation and variance are xij𝜂i and xij𝜎

2, as per the expectation and variance of the sum of random
variables. This is also why we choose a Normal distribution for yij, because its sum also follows a Normal distribution,
which is a desirable property for the model.

Dependence on the average ticket value for customers in the same cluster can now be incorporated by letting 𝜂i follow
a common distribution for each cluster,

𝜂i ∣m1, … ,mK , 𝛾, Si ∼ logNormal
(
log

(
mSi

)
, 𝛾
)
, (3)

where mc becomes the median of the purchase value for customers in cluster c and 𝛾 the standard deviation of the log (𝜂i).
Note that the distributions for yij and xij are related by the parameter Si.

The subsequent value expected for 𝜂i will be used as an estimate of the average ticket value when calculating the CLV.
This estimate will shrink towards the cluster average, with the effect being more prevalent for customers who make fewer
purchases.

This model formulation accommodates the large number of zeros in the data. When customer i does not make any
purchases in month j (xij = 0), the variable yij follows a Normal distribution with a mean and standard deviation equal
to zero (in fact, a degenerated variable that takes the value 0). If the customer makes xij purchases, it follows a Normal
distribution with a mean of xij𝜂i and standard deviation of

√
xij𝜎. This parameterisation solves the problem of months

with no customer activity.
In general, it is preferable to work with relatively few clusters for greater cluster stability and business applicability.

The meaning of clusters can be achieved by imposing some constraints on the cluster model parameters. The number
of clusters and their meaning should be set using business knowledge as the threshold between low and high purchase
frequencies and value changes for different companies.

For example, in the case study analysed in Section 3, the company we worked with considered it convenient to set the
number of clusters at five and with the following definitions:

• Cluster 1: low frequency and low ticket value,
• Cluster 2: high frequency and low ticket value,
• Cluster 3: low frequency and medium ticket value,
• Cluster 4: high frequency and medium ticket value and
• Cluster 5: low frequency and high ticket value.

Therefore, we set the values of the parameters according to the following restrictions: 𝜃1 = 𝜃3 = 𝜃5 < 𝜃2 = 𝜃4 and
m1 = m2 < m3 = m4 < m5. Besides taking advantage of company experience, this approach also avoids identifiability and
estimation problems usually associated with finite mixture models.

Finally, we had to define the parameters’ prior distributions. Setting five clusters, we chose a prior distribution that
assumes the weights (π1, π2, π3, π4, π5) are Dirichlet (1,1,1,1,1), which corresponds to a uniform distribution on the
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simplex space. The inverse of 𝜎2 and 𝛾2 are real nonnegative values and, by default, they are typically assumed to be
Gamma(0.01, 0.01), which is the standard noninformative choice for dispersion parameters. As the posterior distribution
cannot be computed analytically, we used a Markov chain Monte Carlo implementation to update and simulate from the
model.

2.2 Pareto/NBD model with clusters

One of the most appealing features of the Pareto/NBD model is the small amount of information required to estimate
customer lifetime and probability of churn. For each customer i in a specified observation period Ti, it only needs
the number of purchases made during the observation period, xi, and the length of time between their first and last
transactions, ti. In marketing terms, xi would be the customer’s frequency and Ti − ti is their recency. The customer
tracking time Ti starts from his/her first purchase within the period of observation and ends at the same time for all
customers.

Except for the cluster grouping, the model takes the same assumptions as those stated in Schmittlein et al.10:

(i) Customer lifetime is characterised by two stages: each customer is active for a certain period and then they become
permanently inactive at a given time.

(ii) Let the unknown time at which customer i becomes inactive be denoted by 𝜏i. If customer i is still active at Ti
(so 𝜏i > Ti), then the number of purchases per time period (in our case a time period is 1 day) follows a Poisson
distribution with expected value 𝜆i, hence:

xi ∣𝜆i, 𝜏i > Ti ∼ Poisson (𝜆iTi) . (4)

(iii) Heterogeneity in transaction rates across customers from the same cluster c follows a Gamma distribution with
shape parameter rc and inverse scale parameter 𝛼c:

𝜆i ∣ rc, 𝛼c ∼ Gamma (rc, 𝛼c) , (5)

leading to a different negative binomial distribution (Poisson–Gamma mixture) for the number of purchases for each
cluster.

(iv) Customer’s unobserved “lifetime” 𝜏i, after which they become permanently inactive, is exponentially distributed
with dropout rate 𝜇i:

𝜏i ∣𝜇i ∼ exponential (𝜇i) . (6)

(v) The heterogeneity in dropout rates across customers from the same cluster c follows a Gamma distribution with
shape parameter sc and inverse scale parameter 𝛽c:

𝜇i ∣𝛽c, sc ∼ Gamma (sc, 𝛽c) , (7)

leading to a different Pareto distribution (Exponential–Gamma mixture) for the dropout rate for each cluster.
(vi) The transaction rate 𝜆i and the dropout rate 𝜇i vary independently across customers.

The prior chosen for each of the model hyperparameters, rc, 𝛼c, 𝛽c, and sc for c= 1…K, was Gamma(0.01, 0.01), which
provides a very diffuse prior.

2.3 Outputs of the models

From the initial cluster model, we obtained the average purchase value per customer. From the Pareto/NBD model, we
obtained the probability of a customer still being active at the end of the observation period and the discounted expected
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transactions (DET) per customer. The DET is the expected discounted number of transactions for the customer’s remain-
ing lifespan at the end of the observation period given their past purchasing activity with the company. These values
can be used to calculate the CLV, which, along with the probability of being active, will help target customers for future
marketing actions.

As explained by Schmittlein et al.,10 the probability of customer i being active at the end of the observation period Ti is:

P (𝜏i > Ti|𝜆i, 𝜇i, xi, ti,Ti) =
1

1 +
(

𝜇i
𝜆i+𝜇i

) [
e(𝜆i+𝜇i)(Ti−ti) − 1

] . (8)

The conditioned DET can be found in Fader et al.5 and for each customer i is computed as:

DETi =
𝜆i

𝜇i + 𝛿
⋅

1

1 +
(

𝜇i
𝜆i+𝜇i

) [
e(𝜆i+𝜇i)(Ti−ti) − 1

] , (9)

where 𝛿 is the continuously compounded discount rate used to account for the effect of time on future revenues, in turn,
this is a function of the yearly discount rate d, assumed to be 2% in our case study. In our study, the data were recorded
on a daily basis so the continuous discount rate has to be factored by the number of days in a year and 𝛿 is computed as
log(1 + d)/365.

In its basic form, the CLV estimates the expected current value of a customer’s future profit stream with the company.5,7

The net margin term involved in the CLV calculation may be unavailable because it is unknown or changes over time or
for products and/or customers. Therefore, since our data do not reflect customer net margin but rather sales revenue, we
replaced net margin with sales value. To avoid confusion, we are going to call this magnitude customer lifetime value of
sales (CLVS). This paper will estimate the CLVS per customer as:

CLVSi = 𝜂i × DETi, (10)

where 𝜂i is the average ticket value estimated from the initial cluster model.
As the CLVS estimates the present value of all the sales the customer will generate in the future, we used it as our

ranking score when classifying clients in terms of their monetary relevance. The probability of being active just after the
end of the observation period can be considered as a measure of the possibility of losing a client. We used this information
as our ranking score for the likelihood of losing a customer. With these two scores, a company can decide how to prioritise
resources based on the sales value and the risk of losing each customer.

In Section 3.3 we illustrate the classification of these scores in a two-way table based on managerial criteria and show
how it can help companies rank customers for future marketing activities.

3 CASE STUDY

3.1 Description of the data

Our working database consists of 25,594 sales made by a beauty products wholesaler over a 24-month period, from June
2016 to May 2018, to its 1467 customers (beauty salons) who completed at least two purchases during the observation
period. The tracking time for each customer starts from their first purchase within the period.

Figure 1 shows all customers according to their mean number of monthly purchases and average ticket value.
The vertical axis shows the buying frequency in monthly purchases, which ranges from 0.08 to 4, that is, it includes
customers who make purchases once a year, while others buy things weekly. The median and mean purchase fre-
quency are 0.67 and 0.85, respectively. The first and third quartiles are 0.43 and 1.04, corresponding approximately
to one purchase every 2 or 1 month, respectively. The horizontal axis shows the average ticket value for each cus-
tomer. The median and mean are €706 and €1582, respectively, and the first and third quartiles are €446 and
€1357.

Considering the large variability of customers with respect to the two dimensions shown in Figure 1, our suggestion
of performing clusters on customers before implementing the Pareto/NBD model seems sensible.
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F I G U R E 1 Average ticket value, in euros, vs. mean number of monthly purchases. Each point represents a customer

3.2 Cluster model results

The purpose of the cluster model was to assign customers to interpretable clusters with homogeneous purchasing features.
As stated in Section 2.1, the number of clusters and their meaning has to be set using company-specific knowledge, as the
meaning of low/high frequency and value depends on each business. In our case, the company considered that it makes
sense to use five clusters with the following descriptions: Cluster 1 – “low frequency and low ticket value”, Cluster 2 – “high
frequency and low ticket value”, Cluster 3 – “low frequency and medium ticket value,” Cluster 4 – “high frequency and
medium ticket value” and Cluster 5 – “low frequency and high ticket value.” The parameters for the clusters were chosen
so they would be separable and in line with the company’s knowledge of its customers. When applying the analysis to
other businesses and sectors, it would have to be adapted to the nature of their customers. In our case, the parameters
chosen were 𝜃1 = 𝜃3 = 𝜃5 = 0.5 purchases/month, 𝜃2 = 𝜃4 = 1.5 purchases/month, m1 = m2 = €500, m3 = m4 = €1500
and m5 = €10,000. As there were no customers with a high purchase frequency and high ticket value (see Figure 1), we
did not create a cluster for this type of behaviour.

The main result derived from the cluster model was the allocation of each customer to a single cluster. The mode
of the posterior distribution of Si indicated the most likely cluster for customer i. This value was used to allocate a cus-
tomer to one cluster. The cluster model also provided the average customer purchase value (𝜂i) needed for the CLVS
calculation.

The cluster model results are shown in Table 1. Over half of customers, 60.6%, belong to cluster 1 for low fre-
quency and low ticket value. Clusters 2, 3, and 4 represent 23.2%, 8.9%, and 2.9% of customers, respectively. Finally,
4.4% of customers belong to cluster 5 with a low frequency and high ticket value. It is important to note that while
clusters 4 and 5 represent a small percentage of customers, they represent a significant proportion of the company
revenue.

3.3 Pareto/NBD model results

After clustering the customer sample, we fitted the Pareto/NBD model independently to each cluster to obtain more
accurate estimates. To validate the assumption that prior clustering improves the estimates from the Pareto/NBD model,
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T A B L E 1 Cluster model summary results: number of customers (and % over total) and cluster total customer lifetime value of sales
(CLVS) (and % over total)

Cluster Customers CLVS (euros)

1 889 (60.6%) €21,366,278 (22.0%)

2 340 (23.2%) €27,808,452 (28.7%)

3 131 (8.9%) €8,556,029 (8.8%)

4 43 (2.9%) €16,804,730 (17.3%)

5 64 (4.4%) €22,514,042 (23.2%)

F I G U R E 2 (A) Sample box-plots for 20,000 observations of the mean absolute error (MAE) posterior distribution from the Pareto/NBD
model with and without clusters. (B) MAE stratified by clusters

we compared the results from the two approaches: (1) applying the Pareto/NBD model to the total set of customers10 or
(2) applying to each cluster of customers after clustering. To this end, we split the dataset into two periods, the training
period from June 2016 to May 2017, and the test period, from June 2017 to May 2018. Only customers with at least one
purchase in the training period were considered. This included 1349 customers, or 92% of the total.

We compared the prediction accuracy of the two approaches in terms of the mean absolute error (MAE) on the pre-
dicted number of transactions per customer during the test period. The MAE posterior distribution in Figure 2A indicates
a better fit for the clustered Pareto/NBD model than for the unclustered one. The average MAE in the number transactions
completed in the test period (1 year) when using the cluster-based Pareto/NBD model was 2.93, which is lower than the
3.39 obtained when using the unclustered model. Contrary to non-Bayesian model comparisons, based on goodness-of-fit
tests, the posterior distribution in Figure 2 captures the degree of the uncertainty embedded in the final conclusion.

Models were also compared by stratifying per cluster. Figure 2B shows that the goodness-of-fit was better for the
cluster-based Pareto/NBD model than the unclustered one, except for in cluster 4, where both are very similar. Also, as
expected, the prediction error was larger in clusters 2 and 4, where customer purchase frequency was higher.

After demonstrating the overall better fit of the cluster-based Pareto/NBD model, we can use the whole set of cus-
tomers 2-year data to predict their CLVS. Therefore, the following results correspond to the complete dataset of 1467
customers.

To illustrate the results obtained from the models, Table 2 shows the relevant information for two customers randomly
selected from each cluster. For instance, the first customer in cluster 1 has a low probability of being active as a long
period has passed between their last purchase and the end of the observation period. This is very different from the other
customer taken from this cluster who had a high probability of being active as their last purchase was closer to the end of
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T A B L E 2 Number of transactions (x) during the observation period, recency (T – tx) and observation time (T) in days. Point estimation
of the probability of being active at the end of the observation period (P) and the 95% credible interval (95% CI) and customer lifetime value
of sales (CLVS) for two randomly selected customers from each cluster

Customer ID. Cluster x T− t T P 95% CI CLVS

10535 1 4 385 707 0.22 (0.01–0.67) €3713

10117 1 9 119 693 0.85 (0.68–0.95) €17,449

11628 2 23 119 714 0.42 (0.08–0.81) €19,345

11963 2 33 7 700 0.99 (0.97–1.00) €63,272

20051 3 1 318 515 0.45 (0.04–0.87) €14,133

10035 3 11 51 665 0.92 (0.79–0.98) €124,375

14799 4 24 72 700 0.78 (0.41–0.96) €319,343

15000 4 55 7 567 0.99 (0.96–1.00) €297,470

30395 5 10 105 707 0.81 (0.51–0.96) 151,830€

15196 5 8 14 281 0.95 (0.86–0.99) 1,690,759€

the observation period. The effect of recency on the probability of being active differs between clusters as they are different
in terms of purchasing frequencies.

3.4 Business deployment

As mentioned in Section 1, customer potential profitability and the probability of becoming inactive are basic metrics for
prioritising marketing actions.

We used the CLVS to rank customers in terms of their monetary value relevance. We took the probability of being
active at the end of the observation period as our ranking score for the likelihood of losing a customer. Companies can
use these two scores to prioritise their decisions customer by customer. So, it seems reasonable to combine both factors
in the prioritisation procedure, that is, the CLVS and probability of being active.

In our case study, the company’s main objective was customer prioritisation for marketing retention actions. There
may be very little value in focusing on a customer with a high risk of leaving but low CLVS and, similarly, it might be
unwise to spend extra resources on customers with a significant CLVS but low risk of prompt inactivity.

We propose the following criteria for flagging customers according to their purchasing behaviour. First, classify cus-
tomers into three groups: high, medium and low value. In our case, we defined the high-value group as the customers
who accounted for the first 60% of the total CLVS, the medium-value group included the next 30% and the low-value
group the final 10%. With these limits, 258 customers (17.6% of the total) were classified as high-value, 663 (45.2%) were
considered medium-value and the remaining 546 (37.2%) fell into the low-value group.

Second, define the criteria for flagging each customer in every group depending on the two aforementioned scores.
Our proposal, developed in collaboration with business experts, is outlined in Table 3. Customers flagged as green require
no action. Yellow customers are candidates for either close monitoring or making a move. Finally, red customers require
immediate action. The alarm levels are set more severely for high-value customers with the same probability of being
inactive as lower value customers. This is because if they became inactive, they would have a higher negative impact
on company revenue. The criteria used in Table 3 were chosen according to the company’s objectives but they can be
modified to suit other companies’ goals.

After applying these criteria to our customer sample, Table 4 shows how many customers were flagged differently
depending on their CLVS classification (high, medium or low). According to these guidelines, the company has 74 cus-
tomers (5.0%) in need of immediate action, 93 (6.3%) who should be monitored closely and 1300 (88.6%) requiring no
action at the moment.

The company outlook seems quite good as the most important customers in terms of CLVS are mainly green. The
percentage of the company’s future sales (CLVS) with red and yellow flags are just 3.0% and 6.2%, respectively. Thus,
90.8% of the company’s total CLVS of €97 million is, at this moment, relatively safe.



PUIG et al. 9

T A B L E 3 Criteria for flagging different types of customers based on their value and probability of being active

Probability Active

<0.5 0.5–0.7 0.7–0.8 0.8–0.9 0.9–1

High value Red Red Red Yellow Green

Medium value Red Red Yellow Green Green

Low value Red Yellow Green Green Green

T A B L E 4 Number of customers in each flagged group per value category according to the criteria in Table 3

Flag

Green Yellow Red Total

High value 228 22 8 258

Medium value 622 30 11 663

Low value 450 41 55 546

Total 1300 93 74 1467

The percentage of CLVS flagged as green could be taken as a key performance indicator of the effectiveness of
marketing retention actions. Other indicators, such as the percentage of customers with a significant risk (red and/or
yellow), could be monitored to assess the outcomes of those actions. We believe the proposed flag system is quite
intuitive, both when choosing which customers to prioritise and as a quick summary of the short-term business
performance.

The categorisation in this study helps companies prioritise customers for marketing actions based on their goals. If
a company wanted to identify inactive but profitable customers that should be reactivated, the selection could focus on
yellow and red customers in the high-value group, and yellow customers in the medium one. If they wanted to remove
inactive and low-value customers from their customer base, they could remove red customers from the low-value group.
If they wanted to identify the best customers for a loyalty program offer, they could select green customers from the
high-value set.

To assess the impact of changes in cluster parameters on the final results, we performed a sensitivity analysis using
different values of m and θ. Changing these parameters by 20% of their present value only changed, in the worst case, the
customer flag assignment by 1.7%. This ensures that reasonable fluctuations in the choice of cluster parameters does not
significantly change the final conclusions.

4 DISCUSSION

We have proposed a method for sorting customers according to their value and risk of churn in order to help pri-
oritise marketing actions. The procedure involves, first of all, using a cluster model to segment customers based on
their purchase frequency and ticket value. Second, we estimated the probability of being active and the CLVS for each
customer in the same cluster using the Pareto/NBD model. Third, we classified customers into three groups (green,
yellow and red) based on their probability of becoming inactive and their CLVS to facilitate the company’s marketing
decisions.

The initial clustering step improved the results obtained from a stand-alone Pareto/NBD model. It also allowed
to estimate the customer average ticket value, which is necessary for the CLVS calculation. This variable is not
included in the classic Pareto/NBD model regardless of its relevance when characterising customer purchasing
behaviour. Segmenting customers into more homogeneous groups gives better estimates of model parameters. In
fact, deterministic clustering is sometimes applied to customer cohorts based on the time of their first purchase,
purchasing channel or type of business (see, for example, Reference 11; or Reference 18). It should also be noted
that the customer average ticket value must be estimated using another model if the clustering step is not carried
out first.4,11,16
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Once customers have been prioritised for potential marketing actions, the next step is to perform actions on
those customers where the campaign would be more profitable and then assess their impact. Usually in a contrac-
tual setting, a campaign’s effectiveness is measured by means of A/B tests. Ascarza23 and Lemmens and Gupta24

have published relevant studies on this topic. However, further research is needed for noncontractual settings, espe-
cially in the case of low purchase frequencies, as in our study. Recent publications highlight the importance of the
interpurchase time25,26 and, in particular, how monitoring interpurchase time could help identify the best time to
carry out retention actions for each specific customer.27,28 Considering the type of purchasing time pattern in con-
junction with the purchase frequency and value could improve customer clustering, CLVS predictions and other
estimates, and ultimately improve resource allocation decisions. This perspective should be considered in future
research.
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