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Abstract— Agriculture is the main factor for economy and contributes to GDP. The growth of the economy of many countries is based on 

agriculture. As a result, the yield factor, quality and volume of agricultural products, play a critical role in economic development. Plant diseases 

and pests have become a major determinant of crop yields throughout the years, as such illnesses in plants offer a serious threat and impediment 

to higher yields or production in the agriculture industry. As a result, From the outset, it becomes the major duty to correctly monitor the plants, 

to detect diseases thoroughly, and to determine methods of controlling or monitoring these plant diseases pests in order to achieve a higher rate 

of production growth and minimal crop damage. Using machine vision, deep learning methods and tools for extracting and classifying features, 

It could be possible to build a reliable disease detection system. Numerous researchers have created and deployed various ways for detecting 

plant diseases and pests. The potential of these methods has been examined in this work. 
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I. INTRODUCTION 

Machine learning's subset of deep learning, which 

employs specialized artificial neural networks. It's also a 

form of brain simulator. In the scientific world, this technique 

is quite popular. We used to have a lot of data but not enough 

processing capacity, but now we have a technology called 

Deep Neural Network that can analyse a lot of data [1]. 

Approximately 100 billion neurons in the human brain are 

linked by thousands of their neighbors. However, how these 

neurons are replicated in a computer remains a mystery. As a 

result, It creates a node-based or neuron-based artificial 

neural network [2]. It has input and output neurons, as well as 

many neurons coupled in the hidden layer. 

In India, plant disease is mostly used in research. The 

diagnosis, or the recognition of symptoms, indications, and 

other indicators, necessitates both intuitive judgments and 

scientific approaches. Agriculture employs 70% of India's 

population, either directly or indirectly. As a result, the 

Indian economy is built on agriculture. Plant disease, of 

course, plays a main role in destroying plants and so 

diminishing agricultural goods both in terms of number and 

quality. Bacteria, viruses, and fungus are all responsible for 

plant illnesses that not only limit plant growth but can cause 

crop destruction [3, 4]. As per the study of grape plant [26] 

,Black rot, Blight, Black measles, and Healthy are the various 

classes as per figure 1. 

 
Figure 1. (a) Black rot affected (b) Blight affected (c)Black  

                         Measles affected (d) Healthy grape leaves 

Study of plant illnesses involves the fields of examining 

visually detectable characteristics of plants, disease 

monitoring, and treatment options. In the beginning, most of 

the tasks of monitoring, diagnosing, and evaluating manual 

treatment of leaf and plant diseases was required by experts 

in these fields [5]. As a result, they necessitated a great 

amount of effort, a lengthy processing time, and a significant 

financial expenditure. In reality, precise diagnosis and Leaf 

disease classification can aid in prevention and reduction of 

agricultural drawbacks. Because different diseases affect 

different plant leaves, different methodologies must be 
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utilized to identify various plant leaf diseases. Plant leaf 

diseases, for example, could be detected using image 

processing techniques. 

Different approaches for detecting leaf diseases have been 

discussed in this study paper. Section 2 (Literature Review) 

shows study of different research papers, Section 3 is for 

comparative analysis of state of art methods using CNN, 

Section 4 (Methodology) tells about general way of flow by 

many researchers, Section 5 (Challenges) accumulates many 

problems faced by different researchers and in the last 

Section 6 (Conclusion) concludes the study. 

II. LITERATURE REVIEW 

The study of models applying deep learning to find various 

diseases in plant was released by Saleem et al. [1]. The 

following are some research holes: Early diagnosis of plant 

diseases is feasible using hyperspectral/multispectral images 

with effective DL architectures. For detecting and 

categorizing diseases, DL models must be improved. To 

identify plant diseases, a full empirical investigation is 

required, including data classes and sizes, learning rate, and 

illumination, among other things 

X. Guan [2] integrated four CNN models. These are 

Densenet , Inception, Resnet and Inception Resnet to 

develop a method for detecting plant diseases. In total 31718 

& 4540 pictures were used for  training and validation 

respectively. Using this method 87% accuracy was achieved. 

Kawasaki et al. [4] introduced a unique CNN-based plant 

disease detection model. Total 800 images were utilized in 

the training. This model correctly categorized disease and 

non-disease classes with 94.9 percent accuracy using a four-

fold cross validation technique. 

Existing plant disease detection systems have limitations and 

problems which were reported by Arsenovic et al. [5]. They 

released a fresh dataset with 79265 photos of leaves in 

natural settings. With 93.67 percent accuracy, researchers 

presented a unique plant disease categorization using a 2 

different neural network design. 

With accuracy of 98.29 percent and 98.029 percent for 

testing and training of all datasets, Jasim and Tuwaijari [6] 

employed CNN to identify and diagnose diseases in plant 

leafs. There are 20636 plant images in the Plant Village 

dataset, as well as 15 distinct leaf diseases , was used to 

focus on specific plant species such as tomatoes, peppers, 

and potatoes.  

Nagaraju and Chawla [7] used deep learning models to 

automatically identify illnesses in hyperspectral pictures. For 

automatic disease identification, implementing new 

computer vision technology is insufficient, according to the 

researchers. The environment in which the input data is 

collected can have an impact on the illness classification 

analysis. Because disease symptoms aren't well defined, it's 

difficult to determine what constitutes healthy and sick 

sections. Because of the visual similarities in disease signs, 

present approaches must rely on variances to differentiate. 

Amara et al. [8] used the LeNet architecture of the 

Convolutional Neural Network to present sigatoka and 

speckle type of banana leaf diseases, are classified using a 

deep learning approach. In terms of lighting, diverse 

backgrounds, and various resolutions, sizes, and orientations 

of real photographs, the outcome was successful. 

Guo et al. [9] suggested a deep learning-based approach for 

plant disease diagnosis that increases precision, flexibility, 

and cost of training. This approach focused on recognizing 

and localizing damaged leaves using the network called 

RPN (region proposal network), followed by CV algorithm 

(Chan – Vese) to extract features. The final disease 

diagnosis accuracy with the transfer learning model was 

83.57%.. 

Approaches for hyperspectral image processing in 

agricultural applications using machine learning 

classification were given by Hruska et al. [10]. Unmanned 

aerial vehicles now have access to hyperspectral sensors , 

allowing for the generation of large amounts of data while 

also proving to be useful in delivering correct results. 

The Fuzzy C means approach for detecting leaf spots of 

cucumber  was proposed and improved by Bai et al. [11] in 

complicated environments. This technique uses grey scale 

information from neighbors to improve noise filtering and 

overcome FCM's underuse of image pixel spatial 

information. 

Barbedo [12] identified many significant problems, 

including the presence of complex backdrops that are 

difficult to separate, the lack of well-defined symptom 

boundaries, and uncontrolled recording circumstances that 

may exhibit picture analysis qualities that make it more 

difficult. Also the author  offered potential remedies to few 

problems. 

Brahimi et al. [13] used a huge dataset of 14828 photos of 

diseased tomato leaves. The learning algorithm features 

were extracted from CNN using raw photos automatically 

and with 99.18 percent accuracy. Here  deep learning 

models (GoogleNet and AlexNet) were compared with 

shallow models. 

Cruz et al. [14] proposed an approach for detecting OQDS 

on Xylella fastidiosa-infected leaves of Oleaeuropaea L with 

accuracy 98.6%. The new approach was using Transfer 

learning, a deep learning application that cope with a lack of 

appropriate training instances using the dataset, but their 

earlier work relied on well before GoogLeNet and AlexNet 

and GoogLeNet networks. 
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DeChant et al. [15] established a 96.7 percent accurate 

technique on maize plants for identifying northern leaf blight 

lesions using pictures. The computational pipeline of 

Convolutional neural networks was utilized in this 

technique. 

Durmus et al. [16] detected illness on the leaves of tomato 

plants using deep learning. The task was carried out in real 

time by algorithm-coded robots or by built sensors in a green 

house using close-up images of leaves. SqueezeNet and 

AlexNet designs were tested with accuracy of  94.3% and 

95.65 percent respectively, in this study. The size of the 

SqueezeNet model was also discovered to be 80 times 

smaller than the AlexNet model. 

Ferentinos [17] used simple leaf photos of healthy and ill 

plants to construct models of convolutional neural networks 

disease detection in plants. The model was trained using 

87,848 photos from a dataset, combination of 58 classes and 

25  plants of [plant, illness] pairs. A 99.53 percent success 

rate was achieved after training multiple model designs. 

Using images collected from a camera with varying 

resolutions, a deep learning identification for pests and 

disease in tomatoes was given by Fuentes et al. [18]. Three 

families of detectors were employed to identify nine classes: 

Faster Region-based SSD i.e. Single Shot Multibox 

Detector, CNN and Convolutional Network based on region. 

They combined deep features using Residual Network 

(ResNet) extractors and VGG net. They demonstrated an 

approach for reducing the number of errors and improving 

accuracy during training by using class annotation and data 

augmentation. 

Mindhe et al. [19] stated a deep learning tool for quickly 

detecting plant illnesses that anyone may use. This NN 

model was created to detect 14 different crop varieties as 

well as 26 different illnesses. The neural network ResNet 34 

was employed, and the accuracy was 96.21 percent. 

Lu et al. [20] suggested a method using deep CNN- for 

disease detection in rice plant leaves. CNN got training to 

identify ten  rice diseases mainly  using 500 images of 

healthy and injured rice plants. This model obtained 95.48 

percent accuracy using 10-fold cross-validation, which is 

more precise and effective than the Convnet trained model. 

Using CNN Ferreira et al. [21] detected weeds in soybean 

fields. Weeds are unwelcome plants that prevent soybean 

plants from growing, so they must be removed. Initially for 

the image dataset, a professional drone was used to take 

15000 images of soil, broad leafs, grass and soybean weeds. 

The neural network was trained using the CaffeNet 

architecture. Using shape, colour, and texture feature 

extraction approaches, the outcomes of support vector 

machines , ConvNets, Random Forest and AdaBoost were 

compared. Using ConvNets the highest accuracy of 98% 

was achieved in identification of broadleaf and grass weeds. 

Oppenheim and Shani [22] presented a deep CNN algorithm 

for potato illness classification. The system divides the 

tubers into five categories after training, including four 

damaged categories. The precision varies depending upto the 

ratio of training and testing. The maximum precision was 

96.85%.with the 90 percent train – 10% test model, while 

the lowest was 83.21 percent with the 10 percent train – 90% 

test model. 

Arshad et al. [23] demonstrated plant disease identification 

using ResNet50 with Transfer Learning for tomato, corn and 

potato. Total 16 classes can be identified of different plant 

diseases. Here 98.7% performance was achieved using 

ResNet50. 

For 38 types of damaged plant leaves, Chellapandi et al. [24] 

compared deep learning and transfer learning models. 

VGG19, InceptionV3, ResNet50, Vgg16, 

InceptionResnetV2, DenseNet and MobileNet were the 

models used. Out of these models 99% accuracy was 

achieved with DenseNet. 

Srinidhi et al. [25] used EfficientNet and DenseNet models 

to find out disease in Apple plant leaf.  They classified into 

four categories the images of apple plant leaves: i.e. scab, 

rust, healthy and multiple disease. The apple leaf dataset is 

upgraded using Flipping , Canny Edge Detection and 

Blurring(data augmentation and picture annotation 

techniques).. The achieved accuracy was 99.8% and 99.75% 

using EfficientNetB7 and DenseNet respectively. 

Akshai et al. [26]  used CNN models like DenseNet, ResNet 

and VGG to classify the different plant diseases.  They used 

CNN image based classification due to high success rate i.e. 

98.27% using DenseNet. 

Ashok et al.[27] proposed CNN based algorithm to identify 

disease in leaf of infected plant using hierarchical feature 

extraction (image processing approach) that map input 

image pixel intensities.The achieved accuracy was 98% . 

Militante et al.[28] proposed model for early recognition 

and detection of 32  plant diseases using CNN. This system 

can recognize and detect various plant disease especially for 

apple, grapes , potato, corn, tomato and sugarcane. The 

achieved accuracy was 96.5%. 

The comparative study of these papers over Dataset, 

Approaches used and Results obtained by the Researchers is 

shown in table 1. 
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Table 1: List of research achievements using different deep learning 

approaches to identify disease in plants 

S.

No

. 

Resear

chers 
Dataset Approach Result 

1. 

Xulang 

Guan 

[2] 

 Total 36258 leave 

images divided into 

10 plant categories 

and 61classes of 

plant leaves.  

Resnet, Inception 

Resnet, Densenet 

and Inception 

were combined 

of CNN type  

87% 

accuracy. 

2. 

Kawas

aki et. 

al [4] 

Cucumber leaf 

images in total 800. 

Used Caffe 

framework of 

CNN model  

Average 

accuracy of 

94.9%. 

3.  

Arseno

vic et. 

al [5] 

PlantVillage 

dataset of 79265 

images. 

Used traditional 

augmentation 

methods and 

generative 

adversarial 

networks. 

93.67% 

accuracy. 

4.  

M. A. 

Jasim 

and J. 

M. Al-

Tuwaij

ari[1] 

20636 images of 

tomato, pepper and 

potatoes from 

PlantVillage 

dataset. 

ConvNets 

variation of CNN 

model. 

Accuracy  of 

98.29% and 

98.029% for 

train set and 

test set 

respectively.. 

5.  

Amara 

et. al 

[8] 

3700 images from 

PlantVillage  of 

banana categorized 

into healthy, black 

sigatoka and black 

speckle. 

LeNet variation 

of CNN model. 

Found 

accuracies 

for different 

combination 

of training 

and testing. 

6. 
Geo et 

al [9] 

Dataset of 1000 

leaves using Plant 

Photo Bank of 

China. 

Using transfer 

learning model of 

deep learning. 

83.57% 

accuracy. 

7. 
Bai et. 

al [11] 

129 images of 

cucumber disease 

in diseased 

database of 

vegetable. 

Updated Fuzzy 

C-means 

algorithm. 

88% 

accuracy of 

segmentation

. 

8. 

Brahim

i et. al 

[12] 

14,828 tomato 

leaves images of 

nine diseases. 

Shallow models 

built on 

handcrafted 

features, like as 

AlexNet, 

GoogleNet, and 

others. 

99.18% 

accuracy. 

9. 

Cruz 

et. al 

[14] 

The PlantVillage 

database comprises 

100 healthy olive 

tree leaves, 99 X. 

fastidiosa-positive 

leaves, and 100 X. 

fastidiosa-negative 

leaves. 

CNN trained 

with stochastic 

gradient descent 

approach. 

Olive Quick 

Decline 

Syndrome 

(OQDS) 

detection 

accuracy is 

98.60 ± 

1.47% in 

testing 

10.  

DeCha

nt et. al 

[15] 

Self-shot 1796 leaf 

photos of maize 

plants 

Convolutional 

neural network 

computing 

pipeline. 

96.75 

accuracy for 

identifying 

NLB lesions. 

11. 

Durmu

s et. al 

[16] 

Tomato leaves 

images from 

PlantVillage 

dataset. 

AlexNet and 

SqueezeNet 

versions of CNN. 

Accuracy of 

95.65% and 

94.3%  with 

though 

testing for 

AlexNet 

andSqueeze

Netrespectiv

ely. 

12.  

K. P. 

Ferenti

nos[17] 

87,848 images of 

open database 

which contains 25 

plant varieties of 

58 distinct classes. 

VGG and 

AlexNetOWTBn

architecture of 

CNN model. 

Classificatio

n accuracy is 

99.53% 

using VGG 

model. 

13.  

Fuentes 

et. al 

[18] 

5000 images of 

tomato from 

PlantVillage 

dataset under 

different 

environment 

conditions. 

Region-based 

Fully 

Convolutional 

Network, Single 

Shot Multibox 

Detector, and 

Faster Region-

based 

Convolutional 

Neural Network. 

NA 

14.  

Mindhe 

et. al 

[19] 

54,444 images 

from PlantVillage 

dataset 

ResNet 34 

version of CNN. 
96.21% 

15. 
Lu et. 

al [20] 

500 healthy and 

diseased images of 

rice 

Multistage CNN 

model. 

95.48% 

accuracy for 

10 rice 

disease 

identification

. 

16. 

Ferreir

a et. al 

[21] 

15000 photographs 

of dirt, soybeans, 

broadleaf, and 

grass weeds 

For training 

CaffeNet and for 

detection 

ConvNets 

architectures are 

used here. 

98%. 

17.  

Oppen

heim 

&Shani 

[22] 

There are 2465 

photos of potatoes. 

VGG version of 

CNN model. 

Categorizatio

n accuracy 

ranges from 

83% to 96%. 

18. 

Arshad 

et. al 

[23] 

PlantVillage 

dataset of tomato, 

potato and corn. 

ResNet50 with 

transfer learning. 

98.7% 

accuracy was 

achieved 

using 

ResNet50. 

19. 

Chellap

andi et. 

al [24] 

54,306 images of 

14 types of plants 

from Git-Hub 

database of SP 

Mohanty. 

Compared eight 

pre trained 

models with one 

self made model. 

With 

DenseNet 

99% 

accuracy was 

achieved. 

20. 

Srinidh

i et al. 

[25] 

3600 image dataset 

of apple leaf 

disease. 

EfficientNetB7 

and DenseNet 

models of CNN. 

EfficientNet

B7 and 

DenseNet 

achieved 

accuracy are 

99.8% and 

99.75% 

respectively. 
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21.  

Akshai 

et. al 

[26] 

55,000 images of 

14 species of plants 

from PlantVillage 

dataset. 

Compared VGG, 

ResNet and 

DenseNet. 

Accuracy of 

98.27% 

using 

DenseNet 

22. 

Ashok 

et. al 

[27] 

Tomato leaf 

dataset. 

Hierarchical 

feature extraction 

based CNN 

algorithm. 

98% 

accuracy. 

23.  

Militan

te et. al 

[28] 

35,000 images of 

tomato, grape, 

corn, apple and 

sugarcane. 

CNN based 

model. 

96.5% 

accuracy. 

 

III. COMPARATIVE ANALYSIS OF THE STATE OF ART    

     METHODS 

After reviewing the literature, we may compare the accuracy 

rates employed with different CNN models. The accuracy of 

diagnosis in plants using various methods may be observed 

in the bar graph. EfficientNetB7 has the highest accuracy of 

these algorithms, at 99.80% [25]. With 99.75 percent and 

99.70 percent accuracy, DenseNet [25] and ResNet50 [23] 

came in second and third, respectively. Using CNN's transfer 

learning[9], SqueezeNet [16], and Caffe frameworks[4], we 

can examine 83.57 percent, 94.30 percent, and 94.90 percent 

of the lowest, second-lowest, and third-lowest accuracy, 

respectively. Figure 2 illustrates this. Figure 2. Accuracy Vs 

state of art methods analysis 

 

 

IV. METHODOLOGY 

A block diagram represented in Fig. 3 [6] shows Leaf Image 

Dataset, Image pre-processing, CNN model, Training , 

Testing and Disease detection of plant leaf. 

 

 
Figure.3. Methodology for Plant Leaf Disease Detection 

 

A. Image pre-processing: The aim of pre-processing is to 

improve the quality of image so that we can analyse it more 

effectively. Pre-processing allows us to eliminate unwanted 

distortions and improve specific qualities that are essential 

for the application we are working on. Those characteristics 

could change depending on the application. 

B. Design CNN model: In this paper CNN model is used to 

identify disease in plant due to its impressive accuracy and 

results.  

C. Training: Training is the way by which learning of the 

system is performed. It is done using a part of dataset. It is 

an important part of the system over which the accuracy of 

the model depends. 

D. Testing; Testing of model is performed with rest of 

images of dataset. If the accuracy is achieved with minimum 

threshold then this model will be used for unknown images. 

Disease detection of plant leaf: After the completion of 

above mentioned steps i.e. image pre-processing, designing 

CNN model, training and testing , the final CNN model then 

can be used for real time data. 

 

V. CHALLENGES AND FUTURE DIRECTION 

Many researchers have expressed differing perspectives on 

this particular topic. These are given as: 

• Detection of disease through large no of plants, 

using various techniques [6]. 

• In training model more classes of plant diseases can 

be added [24]. 

• Detecting different phases of disease in plant leaves 

[29]. 
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• Using a KNN classifier, detect plant leaf disease 

early [30]. 

• Analysis and diagnosis of plant leaf diseases 

through AI based classification and co-occurrence 

matrix [31]. 

• Using Random forest classifier and K-means  

approaches, locate cluster information and 

categorization of various  infections. [32]. 

• Pre-processing and detection of plant leaf diseases ( 

in Pomegranate , wheat &Brinjal) using neural 

network, image processing and K-means clustering 

methods [33, 34, 35]. 

• Early detection of potato plant leaves by SVM and 

machine learning [36]. 

Identification of plant disease and its classification using 

K-means and KNN through feature extraction like colour, 

texture, edges and morphology [37] etc. 

VI. CONCLUSION 

Plant disease detection is broken down into three steps: 

feature extraction, classification and segmentation. In 

general, a variety of deep learning and machine learning 

techniques have been extensively employed for precise 

disease, segmentation, and prediction. They've been used to 

extract features and classify them. Though these techniques 

outperformed older methods such as image processing in 

diagnosing plant illnesses, they also had drawbacks such as 

computer complexity, longer execution times, and greater 

prices. However, It is critical to develop a better efficient and 

effective technique for detecting plant diseases early on that 

takes less time and money to implement. As a result, more 

effort will be needed in the future to overcome existing 

challenges. Additionally, while creating efficient and reliable 

methods for early automatic identification of plant diseases, 

upgrading current work, which might be extended to identify 

all conceivable diseases connected to plants and plant leaves. 

In this particular topic of interest, there is clearly enough 

room to expand future studies and develop future work. 
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