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Abstract

A new type of retrofitted low-cost material is recently proposed and made it possible to con-

trol (or program) part of the wireless channel around us. It is called the intelligent reflecting

surface (IRS), also named reconfigurable intelligent surface (RIS) or metasurface. The meta-

material composed surface can realize selective EM properties by integrating artificially de-

signed electronic elements that can be controlled by processors (e.g. field programmable gate

array (FPGA)). Therefore, the wireless channel is controllable with such IRS posting on the

ceiling and wall. Specifically, this functionality is realized by controlling the excitation and

phase of each electronic element on the surface. The phase and amplitude of the EM wave

impinging on the surface can be reflected in a designed manner of EM wave’s superposition.

From this view, the wireless transmission can be enhanced by focusing the signal power while

mitigating the interference power.

Based on the promising characteristics of IRS, the thesis aims to systematically study the

design of IRS to improve transmission performance, where the key performance indicator

(KPI) includes signal power gain level, interference suppressed level, signal-to-interference

plus noise ratio (SINR), angle accuracy of beamforming, energy efficiency (EE) and spec-

trum efficiency (SE). To improve the system performance, the model of IRS used for wire-

less transmission should be first investigated as a cornerstone for the following design. The

design proposed in this thesis on the IRS will mainly include the beamforming design for

multi-user (MU) for power maximizing and interference minimizing. Meanwhile, the the-

sis also tends to provide sufficient analysis to the insight into MU beamforming in terms of

intrinsic system constraints. Moreover, efficient guidance for single IRS and multiple IRSs

deployments is also one of the objectives to be carried out. Lastly, the thesis also aims to

address and bridge the gap between theoretical assumptions and the physical ground truth to

improve the proposed design with more practical concerns.

Specifically, in this thesis, the first contribution includes the fundamental modelling of

a single IRS. Meanwhile, the multi-user (MU) beamforming and interference-free transmis-

sion are achieved with a single IRS. An optimization problem called multi-user linearly con-

strained minimum variance (MU-LCMV) beamformer is formulated under the criterion of

i



ABSTRACT ii

minimizing the overall received signal power subject to a certain level of power response

at desired signal directions and arbitrary low power response at the interference directions.

A closed-form amplitude-unconstrained phase-continuous (AUPC) solution is derived first,

and then an amplitude-constrained phase-continuous (ACPC) solution is obtained by using

sequential quadratic programming (SQP). The weights for multi-bit control or binary phase

control are also obtained by quantization as amplitude-constrained phase-quantized (ACPQ)

solution. It is interesting to find that given arbitrary solutions, the IRS beam pattern shows

that to achieve MU (𝑁 pairs of transceivers, 𝑁 > 1) transmission through a single surface,

up to 𝑁 − 1 redundant beams are generated, significantly affecting power efficiency. The

directions of the redundant beams are mathematically derived, which is important for inter-

user interference management of IRS-aided wireless communication systems. Note that the

redundant beams of IRS for MU transmission are intrinsic issues, not limited to configura-

tion structure and optimization algorithms. The finding of redundant beams can be one of

the most important contributions to this thesis. Simulation results verify the existence and

accuracy of the redundant beam directions.

Another contribution of the thesis focuses on analysing and optimising the IRS networks,

which are made up of multiple IRSs. The reachable sum rate upper bound is derived for

IRS networks with different network graph topologies, where the limit of a single IRS is set

as the fundamental cornerstone. In particular, the optimal condition for achieving sum-rate

upper bound with one IRS in a closed-form function and the analytical condition to achieve

interference-free transmission are derived, respectively. Leveraging this optimal condition,

the multi-user multi-order-reflection (MUMOR) sum-rate upper bound of IRS network with

different network topologies are obtained, where the linear graph (LG), complete graph (CG)

and null graph (NG) topologies are considered. For these three topologies, the sum rate

limit is applicable for an arbitrary number of reflections, arbitrary size, and the number of

IRSs/reflectors in the networks. The channel estimation strategy is also discussed for intelli-

gent reflecting surface (IRS) networks. Simulation results verify our theories and derivations

and demonstrate that different network topologies’ sum rate upper bounds are under a 𝐾-fold

improvement given 𝐾-piece IRS.

The last contribution of the thesis is to analyze the system performance with the influence

of practical effects. In particular, two practical effects, the mutual coupling and near-field

effect, which exist objectively and bring bias to the theoretical model, are discussed and an-

alyzed, respectively. Since the size of IRS can be embedded with hundreds of thousands of

reflecting elements, the near-field effect is considered more common. To compensate, the

design of near-field beamforming for MU with different distances to IRS is given. The re-

dundant beam with a near-field effect is numerically analyzed. The discriminant is derived to
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judge the existence of redundant beams, which can also improve the complexity of numer-

ical computation for redundant beams. Simulation results validate that the mutual coupling

mainly affects the side lobe level and near-field effect brings bias to the covered area by re-

dundant beams. In addition, the approximation-free analysis in the near-field to the redundant

beam position is found to be more precise than conventional approximation analysis in one

order of magnitude.

To conclude, the work presented in this thesis provides insight into beamforming on IRS

from the connections between the hardware components and the basic transmission models

in physical layer transmission. The weight design, deployment of IRS networks and perfor-

mance limitation analysis are fundamental and can potentially enhance any state-of-the-art

wireless communication system ranging from transceiver design, system and architecture de-

sign, network deployment, and self-organizing-network operations.
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Chapter 1

Introduction

To achieve faster, smarter, safer communication in the future, several generations of wire-

less networking (2nd generation (2G) to 5th generation (5G)) have improved the achievable

throughput and accessibility to diverse services [7]. The main targets of the wireless com-

munication systems remain similar, i.e., how to efficiently utilize the scarce resources (es-

pecially spectrum) and how to deal with the unknown and uncontrollable signal propagation

channels. Nevertheless, with the resource allocation based on all kinds of optimization cri-

teria, the wireless channel plays the most critical and deterministic role in the design of all

transmission techniques.

1.1 Background

For wireless transmission, the uncontrollable and unknown characteristics of the physical

transmission channel originate from two main issues, which are channel path-loss and fading,

respectively.

1.1.1 Channel Path-loss

Channel path-loss, the reduction (attenuation) in power density of an electromagnetic (EM)

wave as it propagates through the transmission environment, is typically determined by the

propagation environment, propagation medium and the distance between the transmitter (Tx)

and the receiver (Rx). For the free space path loss (FSPL), where the EM wave propagates in

a vacuum as the carrier, we have the relationship between the power of Rx and Tx concerning

the transmission distance given by the Friis transmission equation [1]. The Friis formula can

be written as

1
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Figure 1.1: Friis transmission model [1].

𝑃𝑟

𝑃𝑡
= A𝑡A𝑟

(
1
𝑑𝑡𝑟𝜆

)2
, (1.1)

where A𝑡 is the effective aperture of the transmitting antenna, A𝑟 is the effective aperture

of the receiving antenna, 𝜆 is the carrier’s wavelength, and 𝑑𝑡𝑟 is the distance between the

transmitting antennas and receiving antennas, as shown in Fig. 1.1. To make the formula

above hold, the distance 𝑑𝑡𝑟 must be large enough such that the antennas are in the far field

of each other, i.e., 𝑑𝑡𝑟 >> 𝜆.

Considering the single isotropic antennas for transmitting and receiving with unit gain,

on the basis of consistency with thermodynamics [8], the effective aperture of the isotropic

antenna can be derived as

A𝑖𝑠𝑜 =
𝜆2

4𝜋
. (1.2)

By substituting the effective aperture into equation (1.1), we can calculate FSPL as

FSPL =
𝑃𝑡

𝑃𝑟
=

(
4𝜋𝑑𝑡𝑟
𝜆

)2
. (1.3)

It can be noticed that the power attenuation is based on distance and transmission frequency

in the free space transmission environment. The path-loss is directly proportional to the

square of the distance and is inversely proportional to the square of wavelength1. For most of

the current literature, the path-loss is represented in decibels (dB) for convenience and hence

1Note that although distance dependence of path-loss is straightforward, the frequency dependence of path-
loss does not come from the free space environment. The frequency dependence of path-loss is rather from the
effective aperture since increasing the frequency result in a shorter wavelength and hence mitigate the effective
aperture.
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𝑃𝐿 (𝑑0) [dB] 𝑛 𝜎[dB]
Corridor 68 1.64 2.53
LoS hall 68 2.17 0.88
NLoS hall 68 3.01 1.55

Table 1.1: Statistical parameters of 60 GHz channel [2].

FSPL can be rewritten as

FSPL(𝑑𝑡𝑟 , 𝑓 ) = 10log10

((
4𝜋𝑑𝑡𝑟 𝑓
𝑐

)2
)

= 20log10

(
4𝜋𝑑𝑡𝑟 𝑓
𝑐

)
= 20log10(𝑑𝑡𝑟) +20log10( 𝑓 ) +20log10

(
4𝜋
𝑐

)
= 20log10(𝑑𝑡𝑟) +20log10( 𝑓 ) −147.55

, (1.4)

where 𝑐 is the speed of the light, and 𝑓 is the frequency of the carrier.

1.1.2 Channel Fading

For practical wireless transmission, the carrier transmitted within the environment typically

experiences the multi-path effect [9]. The multi-path effect is caused by objects within the

transmission environment that reflect the EM wave randomly since the objects in the environ-

ment are usually randomly placed. Therefore, the carrier impinging on these objects can be

reflected/scattered randomly to the Rx via multiple paths. Since reflected/scattered carriers

passing through these paths have different EM phases, carriers can add either constructively

or destructively at the Rx, which brings the source of channel fading. In particular, channel

fading is introduced as a class of random variation on the attenuation of the carrier signal.

Other factors, e.g., transmission medium absorption, different weather conditions [10], etc.,

may also contribute to the channel fading.

To predict the practical path-loss with fading, the fading is modelled as a random variable

in the path-loss model, which can be written as

PL(𝑑𝑡𝑟 , 𝑓 ) = 20log10(𝑑𝑡𝑟) +20log10( 𝑓 ) +X𝜎 −147.55, (1.5)

where X𝜎 is the random variable brought by channel fading, following typical distributions.

Considering certain terrain types encountered in the practical transmission environment, the

path loss exponent (PLE) model with correction factors are leveraged. Correction factors are
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Figure 1.2: The measurement on path loss of 60 GHz carrier [2].

introduced in the exponent model to fit with the actual experiment measurement [11–13]. For

instance, one of the indoor PLE model is given by [2] for 60 giga hertz (GHz) carrier from

measurements, which is written as

𝑃𝐿 (𝑑𝑡𝑟) = 𝑃𝐿0 (𝑑0) +10𝑛 log10
𝑑𝑡𝑟

𝑑0
− 𝑆𝜎 . (1.6)

In equation (1.6), 𝑛 is the path loss exponent that characterizes the increasing rate of path

loss with the increase of separation 𝑑𝑡𝑟 between the Txs and the Rxs. The 𝑃𝐿0 denotes

the FSPL at a reference distance 𝑑0, which is often chosen as 1m for indoor environments.

Parameter 𝜎 is the standard deviation (STD) of variations 𝑆𝜎 of the local average of the signal

power. The minus sign before 𝑆𝜎 is taken to be consistent with the definition in measurements

[2]. Parameters 𝑛 and 𝜎 can be extracted from the experimental measurement data by least

mean squares error fitting, and they are highly dependent on measurement environments and

scenarios [14].

The indoor scenarios, with the line-of-sight (LoS) cases and the nonline-of-sight (NLoS)

cases2, are measured respectively, as shown in Fig. 1.2. The corresponding statistical param-

eters are listed in Table 1.1. It can be observed that the NLoS hall transmission experiences

the worst path loss, compared with the other two scenarios, which are LoS hall and corridor

2The line-of-sight path is blocked and carrier can only reach the Rx by reflecting/scattering of the environ-
ment in this case.
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transmission respectively. It is also worth mentioning by taking 𝑛 = 2, the path-loss model

can be equivalent to the model in equation (1.5) as the 𝑛 = 2 indicates an exponent value

of free space transmission. The measurement results also show the LoS hall transmission

has a very close path loss exponent to the free space transmission. In addition, the corridor

transmission has less path loss than that of LoS hall transmission, which indicates that path

reflections can be helpful for reducing path loss in a reasonable distance range.

1.1.3 Beamforming

To compensate for channel path-loss and channel fading, beamforming techniques are typ-

ical approaches for the signal power loss over the wireless channel [3, 15]. As shown in

Fig. 1.3, a commonly considered uniform linear array (ULA) is presented, where it has 𝑀

antennas/elements3 in total, and the spacing is 𝑑0 between adjacent elements. The carrier

wavefront is a plane wave due to the far-field transmission. Assume a narrowband signal 𝑠(𝑡)
of frequency 𝜔 impinges on the ULA with unified frequency response. The angle of arrival

(AOA), 𝜃, is measured from the axis of the array. With the 𝑚(𝑡) to be the complex baseband

signal, the input signal 𝑠(𝑡) can be written as

𝑠(𝑡) = 𝑚(𝑡)𝑒 𝑗𝜔𝑡 . (1.7)

Since each element receive the same signal with a different delay, given the different AOA,

for the received signal at 𝑖-th element, where 𝑖 = 1,2, ..., 𝑀 , it can be written as

𝑥𝑖 (𝑡) = 𝑚
(
𝑡 −Σ𝑖𝑛=1𝜏𝑛 (𝜃)

)
𝑒 𝑗𝜔(𝑡−Σ𝑖𝑛=1𝜏𝑛 (𝜃)) , (1.8)

where 𝜏𝑛 (𝜃) is the time delay between the 𝑛-th and (𝑛 + 1)-th elements. For narrowband

beamforming, it is assumed that the bandwidth of the signal is sufficiently narrow enough,

and the array dimension is sufficiently small enough for the baseband signal 𝑚(𝑡) to stay

almost constant during the overall considered coherence time across the array with

𝜏(𝜃) = Σ𝑀−1
𝑛=1 𝜏𝑛 (𝜃), (1.9)

then we can have the approximation

𝑚(𝑡) ≈ 𝑚(𝑡 − 𝜏(𝜃)). (1.10)

3In the following thesis, the term “element” is used to indicate the basic unit for arbitrary array structure.
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Figure 1.3: An ULA for receiving carrier signal [3].

Therefore, equation (1.8) can be simplified to

𝑥𝑖 (𝑡) = 𝑒− 𝑗𝜔Σ
𝑖
𝑛=1𝜏𝑛 (𝜃)𝑚(𝑡)𝑒 𝑗𝜔𝑡 = 𝑎𝑖 (𝜃)𝑠(𝑡), (1.11)

where 𝑎𝑖 (𝜃) = 𝑒− 𝑗𝜔Σ
𝑖
𝑛=1𝜏𝑛 (𝜃) . Conventionally, the signal received by the array is written in a

vector form as

x(𝑡) = a(𝜃)𝑠(𝑡) +n(𝑡), (1.12)

where

x(𝑡) = [𝑥1(𝑡), 𝑥2(𝑡), · · · , 𝑥𝑀 (𝑡)]𝑇 ∈ C𝑀×1 (1.13)

and

a(𝜃) =
[
1, 𝑒− 𝑗𝜔𝜏1 (𝜃) , · · · , 𝑒− 𝑗𝜔Σ𝑀−1

𝑛=1 𝜏𝑛 (𝜃)
]𝑇
∈ C𝑀×1. (1.14)

The n(𝑡) is the noise vector (usually Gaussian), and a(𝜃) is the expression of the steering

vector4. Note that the form of steering vector has been conventionally used in the literature,

and we will keep the notation of steering vectors for the following thesis. The steering vector

can be seen physically as the phase delay characteristic of a plane wave from one specific

4Steering vector here can also represent the same meaning for the transmitting array due to the transmit-
ting/receiving symmetry of the model.
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Figure 1.4: A general beamforming structure with arbitrary spacing [3].

direction impinging on the receiving array.

Note that equation (1.12) represents the received signal vector from only one direction.

Involving the multi-path effect, assume the carrier experiences an ideal scattering environ-

ment with 𝐿 paths. Then, the signal received directly by the array can be extended such

that

x(𝑡) = As(𝑡) +n(𝑡), (1.15)

where

s(𝑡) = [𝑠(𝑡1), 𝑠(𝑡2), · · · , 𝑠(𝑡𝐿)]𝑇 ∈ C𝐿×1 (1.16)

is the input signal vector impinging on the array from L directions. The input signal from

each direction has its corresponding 𝑡𝑙 path delay, for 𝑙 = 1,2, ...,L . The steering vector from

L directions can be written in the matrix form

A = [a (𝜃1) ,a (𝜃2) , · · · ,a (𝜃L )] =


1 𝑒−𝜔𝜏1 (𝜃1) . . . 𝑒− 𝑗𝜔Σ

𝑀−1
𝑛=1 𝜏𝑛 (𝜃1)

1 𝑒−𝜔𝜏1 (𝜃2) . . . 𝑒− 𝑗𝜔Σ
𝑀−1
𝑛=1 𝜏𝑛 (𝜃2)

...
...

. . .
...

1 𝑒−𝜔𝜏1 (𝜃L ) . . . 𝑒− 𝑗𝜔Σ
𝑀−1
𝑛=1 𝜏𝑛 (𝜃L )



𝑇

∈ C𝑀×𝐿 . (1.17)

Equivalently, the received signal on the array can be represented as the form by the sum of

paths as

x(𝑡) = ΣL
𝑙=1a (𝜃𝑙) 𝑠(𝑡𝑙) +n(𝑡). (1.18)

As now 𝐿 paths can bring different delays, these signals with different phases can construct

positively or negatively, resulting from the multi-path effect. Note that different from the
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fading brought by the multi-path effect in the path-loss model, where it is usually modelled

as a random variable, the multi-path effect can be characterized precisely by the exact knowl-

edge of the incident directions of these multi-path signals. After the array receives the raw

impinging signal vector x(𝑡), the signal processing can be implemented to optimize the re-

ceived signal with the beamforming structure. Similar to the finite impulse response (FIR)

filter in the traditional signal processing of the frequency domain [16], the beamforming is

a class of filtering in the space domain [17]. A more general discussion on the beamform-

ing structure with arbitrary elements spacing is shown in Fig. 1.4. The 𝑤𝑖, 𝑖 = 1,2, ...𝑀 , is

the designed weight parameter, which can adjust the phase delay and signal gain. The 𝑑 𝑗 ,

𝑗 = 1,2, ..., 𝑀−1, is the generalized element spacing. The beamformer output signal 𝑦(𝑡) can

be expressed as

𝑦(𝑡) =
𝑀∑︁
𝑖=1
𝑤𝑖𝑥𝑖 (𝑡). (1.19)

Therefore, the noise and interference5 can be respectively mitigated by the designed beam-

former’s weights value.

1.1.4 Multiple-input Multiple-output Systems

Thanks to the multiple-input multiple-output (MIMO) technique [4] and other advanced

multi-antenna approaches such as massive multiple-input multiple-output (m-MIMO) [18–

20] and millimeter wave (mmWave) communications [13], faster communication and better

spectrum utilization can be achieved. As indicated by the name of MIMO, multiple antennas

are required for both Rxs and Txs, as shown in Fig 1.5(a). Due to antenna arrays being em-

ployed, the MIMO channel model combined the physical channels of both the transmitting

array and receiving array, H′ and H′′. The transmission model of MIMO system can therefore

be represented as

x(𝑡) = H′′H′s𝑡𝑟 (𝑡) +n(𝑡), (1.20)

where s𝑡𝑟 (𝑡) = [𝑠𝑡𝑟,1(𝑡)𝑠𝑡𝑟,2(𝑡), . . . , 𝑠𝑡𝑟,𝑀 (𝑡)] is the signal vector from the transmitting array.

Considering 𝐿 paths in the transmission environment, H′ and H′′ can be written in an exact

the same form with A in equation (1.17). By writing the MIMO channel with the sum of the

𝐿 paths’ signals, we have

x(𝑡) = ΣL
𝑙=1a

(
𝜃𝑟𝑙

)
a𝐻

(
𝜃𝑡𝑙

)
s𝑡𝑟 (𝑡) +n(𝑡), (1.21)

5The interference can be MU interference if other Txs’ signals are received, or potential self-interference
due to the multi-path effect.
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Figure 1.5: (a) Example of physical MIMO channel with 2 paths. (b) Equivalent MIMO
channel by matrices cascading [4].

where 𝜃𝑡𝑙 and 𝜃𝑟𝑙 are the angle of departure (AOD) and AOA at 𝑙-th path, respectively.

Theoretically, the MIMO system has the ability to scale the capacity of a wireless connec-

tion by leveraging the multi-path effect of the wireless channel. This is due to multiple signal

streams that can be transmitted in the wireless channel by leveraging the multi-path effect.

In particular, we can denote the overall MIMO channel as H = H′′H′, where the block dia-

gram of this model is shown in Fig. 1.5(b). Considering the beamforming techniques applied

at Txs and Rxs, where the weights in the processing matrix at Txs/Rxs are usually called

precoding/decoding matrix in the literature, the overall MIMO output signal vector can be

expressed as

y = P𝑑𝑒𝑐𝑜HP𝑝𝑟𝑒𝑐𝑜s+P𝑑𝑒𝑐𝑜n. (1.22)

Notice that compared with the beamforming in equation (1.19) where only one radio fre-

quency (RF) chain is employed to have one output value, there are usually multiple RF chains

in MIMO system. Hence there are multiple columns in precoding matrix, P𝑝𝑟𝑒𝑐𝑜 ∈C𝑀×𝑀𝑝𝑟𝑒𝑐𝑜 ,

and multiple rows in decoding matrix, P𝑑𝑒𝑐𝑜 ∈ C𝑀𝑑𝑒𝑐𝑜×𝑀 , where 𝑀𝑝𝑟𝑒𝑐𝑜 and 𝑀𝑑𝑒𝑐𝑜 are the

number RF chains for precoding and decoding. Moreover, s ∈ C𝑀𝑝𝑟𝑒𝑐𝑜×1 is raw signal vector

before precoding and y ∈ C𝑀𝑑𝑒𝑐𝑜×1 is the output signal vector after decoding. By applying the
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singular value decomposition (SVD) to the channel matrix H above, we have

H = U𝚲V𝐻 , (1.23)

where U ∈ C𝑀×𝑀 and V ∈ C𝑀×𝑀 are (rotation) unitary matrices and 𝚲 ∈ C𝑀×𝑀 is the matrix

whose diagonal elements are nonnegative real numbers and whose off-diagonal elements are

zero. The diagonal elements 𝜆1 ≥ 𝜆2 ≥ · · · ≥ 𝜆𝑛sin are the ordered singular values of the matrix

H, where 𝑛𝑠𝑖𝑛 is the number of non-zero singular number of the matrix H. Since we have L -

paths and

H =

L∑︁
𝑙=1

a
(
𝜃𝑟𝑙

)
a𝐻

(
𝜃𝑡𝑙

)
=

𝑛𝑠𝑖𝑛∑︁
𝑖=1
𝜆𝑖u𝑖v𝐻𝑖 (1.24)

where singular values 𝜆1 = 𝜆2 = · · · = 𝜆𝑛sin = 1 and 𝑛𝑠𝑖𝑛 = 𝐿. It can be seen that the rank of H is

precisely the number of paths in the wireless transmission environment. If the number of RF

chains activated at both Txs and Rxs is larger than the number of paths in the transmission

environment, let
P𝑝𝑟𝑒𝑐𝑜 = V𝐻 ,

P𝑑𝑒𝑐𝑜 = U𝐻 ,

ñ = U𝐻n,

(1.25)

then the output signal vector can be written as

y = 𝚲s+ ñ (1.26)

where ñ has the same distribution as n. Therefore, 𝐿 streams are transmitted in parallel and



CHAPTER 1. INTRODUCTION 11

the capacity of MIMO system is

𝐶𝑀𝐼𝑀𝑂 =

L∑︁
𝑖=𝑙

log

(
1+

𝑃𝑙𝜆
2
𝑖

𝑁0

)
bits /s/Hz (1.27)

where 𝑃𝑙 is the power allocations at 𝑙-th path, satisfying the total power constraint
∑L
𝑙 𝑃𝑙 = 𝑃,

and 𝑁0 is the power of noise. As can be seen clearly, it is the number of paths that scale

the capacity of MIMO system. To conclude, with more scattering/reflecting paths in the

environment, more diversity in the space can be leveraged to improve the transmission rate.

1.1.5 Evolution of Beamforming/MIMO

The beamforming and MIMO have both been proposed for different application scenarios but

the evolution of them are gradually merging with the development of wireless communica-

tion. In particular, the beamforming technique is initially proposed for directional transmis-

sion or reception, which requires the LoS condition. For MIMO technique, it is the multi-path

effect from the NLoS that support the multi-stream transmission.

In terms of the origin of the beamforming technique, the German inventor and physicist

Karl F. Braun demonstrated beamforming for the first time in 1905. At that time, Braun

created a phased array by positioning three antennas to reinforce radiation in one direction

and diminish radiation in other directions [21]. Nevertheless, only the directional radiation

on the beam was addressed. The idea of using electromechanical devices for beam steering

had not been clearly formed. After, the phased array with full electromechanical control is

proposed, as most transmitting/receiving directional signals used at that time relied on the

antennas’ physical configuration and motion [22]. As beamforming is created much earlier

than the MIMO technique to increase the signal scanning and receiving, it has been widely

used in early warfare for eavesdropping purposes and radar detection.

The propose of MIMO technique originates from 1970s research papers, concerning

multi-channel digital transmission systems and interference between wire pairs in a cable

bundle [23, 24]. Some of the mathematical techniques for dealing with mutual interference

in these works are found to be useful to MIMO development, though these are not examples

of exploiting multi-path propagation to send multiple information streams. In the mid-1980s

Jack Salz at Bell Laboratories took this research a step further, investigating multi-user sys-

tems such as time-division multiplexing and dually-polarized radio systems [?]. Later in

1991, Richard Roy and Björn Ottersten proposed space-division multiple access (SDMA),

using directional or smart antennas to communicate on the same frequency with users in dif-

ferent locations within the range of the same base station and patented in 1996 [25]. Then,
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Arogyaswami Paulraj and Thomas Kailath proposed an SDMA-based inverse multiplexing

technique in 1993. Arogyaswami and Thomas described a method of broadcasting at high

data rates by splitting a high-rate signal "into several low-rate signals" to be transmitted from

"spatially separated transmitters" and recovered by the receive antenna array based on differ-

ences in "directions-of-arrival ", which is at the heart of the current high-speed WiFi and 4th

generation (4G) mobile systems.

Nowadays, in the 2020s, beamforming and MIMO have been discussed simultaneously

quite often in most current research due to they both leverage the multi-antenna set-up.

Specifically, the signal processing in beamforming was further extended from using analogue

phase shifters to multiple RF chains for digital beamforming, which can realize multi-beam

transmissions [26]. In this scenario, carriers can be transmitted and received from multi-path

in the environment, which is equivalent to the MIMO transmission. Hence, the hardware

set-up for digital beamforming can be equivalent to MIMO precoding and decoding, induc-

ing similar systematic signal processing. Later, hybrid beamforming is considered to reduce

the number of RF chains connected to each antenna by combining with more low-cost phase

shifters to compress the cost overhead.

1.1.6 Challenges

As we can see, relative techniques have been proposed to combat various issues in the

wireless channel. Meanwhile, improving the transmission performance to meet the ever-

increasing quality of service (QoS) requirement is also urgent.

Due to limited spectrum resources in low-frequency bands and more spectrum resources

can be harvested in high-frequency bands, mmWave and higher frequency bands have been

considered in 5G and more advanced wireless networks [27]. For these frequency bands,

some characteristics are intrinsic. For instance, the exponent measured in the corridor, where

scattering and reflecting paths are able to form the so-called guided-wave effect [2] such

that 𝑛 < 2, which indicates a worthy transmission scenario of mmWave and can be seen

from the measurements result in Fig. 1.2. However, it is conventionally acknowledged that

mmWave carriers are not suitable for long-distance transmission due to huge path loss and

vulnerability to blockages in the LoS transmission. The serious channel path-loss for high-

frequency bands has to be compensated by a large-scale antenna array (or directional antenna)

at the transceivers [13]. In this case, the cost of extra required space, power and complexity

is also a non-trivial issue for multi-antenna beamforming. The relay technique is another

typical approach to compensate for the channel path-loss but faces similar cost problems as

multi-antenna beamforming [28].
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In addition, the multi-path effect unavoidably produces channel fading and inter-symbol

interference (ISI), which is detrimental to the communication quality. To overcome this ef-

fect, elaborate techniques have been proposed across all modules in the baseband procedures,

e.g., multi-carrier systems such as orthogonal frequency-division multiplexing (OFDM) [29],

cyclic prefix (CP), advanced channel estimation and equalization algorithms [30,31], adaptive

modulation and coding schemes [32,33], and various detection algorithms [34,35]. Neverthe-

less, the signal processing algorithm, protocol, and system complexity within the transceiver

are extremely high, which also causes overhead on the cost.

The theoretical MIMO have its limitation as MIMO requires channel state information

(CSI) from channel estimation. Realistic wireless channels are tricky to be predicted precisely

and there are always uncontrollability and randomness in the wireless channel [36,37]. In ad-

dition, the scalability of MIMO system is seriously limited due to the cost of RF chains [38].

Moreover, it is well known that the channel matrix of a MIMO system is fully determined by

the communication environment. Since it has been invented, the system designing problems

have focused on how to design a precoder at the Tx and/or decoder at the Rx, such that the

dimension/capacity of the transmitted signal is maximized (i.e., optimizing the multiplexing

gain), and meanwhile minimizes the difference between the estimation and the transmitted

signal. However, in terms of multiplexing gain, the precoder and decoder cannot improve the

channel rank even with full channel knowledge. On the other hand, enforcing orthogonality

causes a power loss and thus a beamforming gain limitation (e.g. decomposition reduces

the strength of eigenvalues in the eigenvectors). Therefore, though MIMO still improve the

system performance based on the CSI, it does not actively change and improve the quality of

the wireless channel.

To conclude, in order to improve spectral efficiency (SE)6 and energy efficiency (EE)7

over the wireless channels, previous works have been extensively devoted to combating the

wireless channel’s loss and fading. However, with the explosive ever-increasing capacity and

QoS demand, it is difficult to realize the desired target with unavoidable system complexity,

cost, and the uncontrollable wireless channel.

1.1.7 Motivations

Barriers for further improving the spectral efficiency and energy efficiency are tricky but the

communication system have had to put more cost for responding. The m-MIMO will incur

6Spectral efficiency, spectrum efficiency or bandwidth efficiency refers to the information rate that can be
transmitted over a given bandwidth in a specific communication system. It is usually measured in bit/s/Hz [39].

7The energy efficiency metric, measured in bit/Joule, which describes how much energy is consumed per
correctly received information bit.
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a significant system complexity while merging the OFDM transmission scheme, requiring

effective implementation cost on the hardware. In addition, the cost for having massive an-

tennas and RF is another critical issue. Moreover, base station (BS) will be deployed in a

much denser way to mitigate the signal coverage issue. Therefore, the wireless communi-

cation industry can hardly further improve the overall transmission performance to the next

generation without solving the overhead on scaling up the dimension of system complexity

and deployment density.

As communication systems tend to be more complicated, and the cost of leveraging spec-

trum resources keeps increasing, urgent steps are needed to fundamentally improve wireless

transmission performance with reduced system complexity and low cost. One effective way

to lower the complexity and cost is to reduce the use of energy harvesting components such

as RF chains. Thus, the structure of transceivers is usually the object to be engineered. For

instance, the hybrid beamforming/MIMO structure on the device is proposed to reduce the

number of RF chains required while maintaining a desired QoS [38, 40]. However, the in-

trinsic issues of wireless channels are not therefore overcome. In particular, all designs on

the transceivers are and will always be subject to the realistic wireless channel. The channel

fading and path loss are never tackled directly at all.

By transferring the designed object from the transceivers to the wireless channel, a nat-

ural intuition can be obtained to combat the uncontrollable and unknown wireless channel

by changing it directly. For instance, the channel fading is mitigated or even cancelled by

designing the wireless channel. The channel path-loss is carefully compensated by the re-

constructed multi-paths in the transmission environment. With this conjecture, the wireless

channel can even be designed into a filter such that multi-stream of MIMO transmission can

be received orthogonally without precoding and decoding. Since recognition in previous

works does not consider the possibility of controlling the wireless channel, there is no doubt

how significant a revolution in wireless communication can be if we can firmly control the

wireless channel.

1.2 The Intelligent Reflecting Surface

The recent advances on EM materials found the possibility to change the wireless channel

from a new type of retrofitted low-cost material [41], usually called meta-material [42]. The

artificial thin film of this material is usually referred to as reconfigurable intelligent surface

(RIS) [43], intelligent reflecting surface (IRS) [44], or meta-surface [45]. It is worth men-

tioning that in both acoustics and optics, there can be some duplicated terminologies [46–48].
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For wireless communication, it is often used in the literature to use IRS8 and RIS.

1.2.1 IRS Structure

An IRS can be a very simple 2D structure, comprising a set of conductive patches, diodes,

and conductive power/signal lines. Specifically, the work in [5] presented a typical element

structure, which is the basic unit on the thin film, made up by positive-intrinsic–negative

(PIN) diode, and the corresponding biasing circuit is illustrated, as shown in Fig. 1.7.

The schematic of the proposed element for IRS is presented in Fig. 1.7(a), which has a

sandwich structure composed of a simple rectangular patch and a metal-ground plane spaced

by a substrate with a certain dielectric constant and loss tangent [49]. A PIN diode9 is em-

ployed to connect one edge of the patch to the ground through a metal via. Thus an anisotropic

element with binary coding reflective performance is obtained along the x direction. To

facilitate the biasing in practical implementations, a direct-current (DC) circuit in the ele-

ment topology is introduced, as shown in Fig. 1.7(b). The deliberately designed bias circuit

8Without loss of generality, IRS is the term that will be used in the thesis for the following discussion.
9Using PIN diode is only one particular setting, thus more switching techniques can be leveraged base on

other hardware components to achieve higher bit controlling [50].
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includes the quarter-wavelength microstrip line, the open-ended radial stub and DC signal

line. The quarter-wavelength microstrip line and the open-ended radial stub are employed to

choke the RF signal and ensure a good isolation between the DC and RF performance. The

PIN diode is modelled as an equivalent circuit shown in Fig. 1.7(c,d) when biasing circuit is

switched ON or OFF, respectively. Due to the binary controlling of the biasing circuit, the

element can manipulate the reflected EM wave with different characteristics to the impinging

EM wave, as shown in Fig. 1.7(e,f). It is observed that almost total energy is reflected for

both x- and y-polarized incidences. The slightly higher energy loss at the ON state under

x-polarized incidence results from the large equivalent resistance shown in Fig. 1.7(c).

As seen in Fig. 1.7(f), due to the asymmetrical integration of the PIN diode, a distinct

reflection phase is obtained for the x-polarized incidence when biasing the PIN diode ON

or OFF. Moreover, the reflection phase for y-polarized incidence is very similar to that for

x-polarized incidence at the ON state.

Fig. 1.7(g) further plots the reflection phase differences. Apparently, the effective phase

difference is observed for x polarization with different PIN diode states and for PIN diode

working at OFF state with different polarizations. For both cases, a perfect binary coding

phase (180◦ phase difference10) is achieved at the design frequency of 11.1 GHz. Controlling

10The ON-OFF control on the biasing circuit to realize binary coding on the phase is also called 1-bit con-
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Figure 1.9: The indoor IRS application scenario [6].

the phase of the element can be arbitrary, and the amplitude of the reflection can also be

adjusted, though this may require other designs for the hardware.

It is also observed that multiple elements are packed into an array-like structure to formu-

late a surface. By integrating multiple elements in the array-like surface of meta-material,

IRS can realize various manipulating functions to the impinging EM wave, as shown in

Fig. 1.8 [5]. In particular, the reflected EM wave can be manipulated with a specific po-

larization statement, power scattering and focusing in an arbitrary direction. To realize a

corresponding function, the excitation and phase of each electronic element should be con-

trolled by processors in a designed controlling manner, e.g., field programmable gate array

(FPGA) [41, 51], such that the phase and amplitude of the EM wave impinging on the sur-

face can be manipulated and reflected any desired directions, which lays a foundation of the

programmable wireless channel.

1.2.2 Application Scenarios

From the perspectives mentioned in the sections above, it is the first time we can (at least

partially) control/program the wireless channel. Due to its ability to manipulate the EM wave

trol/weight. Note that the element designed in [5] is one of the designed examples in many designs. Higher
bits’ weight can be realized with more advanced circuit design. The continuous weight is the general case of
quantized bits control.
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and the communication channel, IRS is expected to be a driving technology of 6th generation

(6G) and leading a disruptive evolution [52].

With the deployment of IRS, the wireless channels within the natural environment become

controllable with such surface posting on the basic building block (e.g., can even replace the

traditional surface of the ceiling and wall). In other words, those objects, e.g., buildings or

indoor walls, which bring negative effects to the signal transmission, can turn into something

helpful to produce more design degrees of optimization with the coating of such IRS on

those objects [45]. Thus, IRS can be used in many scenarios of wireless communications.

In particular, some interesting scenarios have been introduced by the work [6], with full IRS

indoor deployment to all walls on one floor, as shown in Fig. 1.9. There are five applications

mentioned in [6], based on different weights design on IRS. As introduced in Chapter 1.2.1,

the beam focusing by the reflection of IRS can be used to increase signal-to-noise ratio (SNR)

for obtaining better QoS, which corresponds to the case of user A and user D in Fig. 1.9. It

is also worth mentioning that MU interference can also be mitigated to improve QoS as well

[53]. In addition, the case of user B indicates that devices of internet of things (IoT) can also

benefit from beam focusing for wireless power transfer [54]. For the case of user C, multiple

pieces of IRS are leveraged to let the transmitted signal bypass any possible eavesdropping

devices in the physical transmission path. To achieve this function, these IRSs require a

corporation such that signals can propagate via multiple times of reflect beam focusing and

steering. And the case of user E indicates that the IRS based programmable environment can

block any unauthorized users from transmitting/receiving any signals to/from the access point

(AP). To realize a blocking function to specific users, IRS can implement beam scattering to

minimize the unauthorized user’s transmit/receive power or rely on nullification algorithms,

such as zero forcing (ZF) [55]. Thus, the blocking function from IRS also shows its sufficient

potential in physical layer security [56]. Moreover, not limited to the above scenarios where

IRS is used as a reconfigurable reflector, it is also interesting that IRS can be used as a

passive information transmitter with modulation [57], which is similar to the backscatter

communication [58, 59]. In particular, the feed signal from an active transmitter is required

in this case and the information is encoded into the amplitude and phase of elements on the

IRS such that a receiver can obtain the encoded information from the IRS passively [60].

From the architecture perspective, it is worth noting that the IRS is similar to a multiple

antenna relay system [61]. However, their principles, challenges, and applications of them

are different. The IRS reflects impinging signals (at some specific frequency bands) as an

object rather than re-transmit the received signal as a Tx in the relay systems [28]. From this

point of view, it is an EM mirror that can reflect the signal to arbitrary direction by controlling

the phase/amplitude of the elements on the surface. Unlike the active relay system that relies
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on multiple RF chains, the IRS is passive so that it can be made as thin as a wallpaper to

be posted on any physical surface and, therefore it is low cost, low power, flexible, and

scalable [6]. Besides, the active relay system typically works in a half-duplex manner to avoid

interference while IRS has no such constraint (i.e., it can achieve full-duplex function without

generating interference) [45, 62]. In [63], the IRS is shown to support a high achievable rate

with better energy efficiency than the relay system. As such, passive surfaces are different

from the active relay, which is more efficient in leveraging power and spectrum resource.

To conclude, due to the properties of the IRS that can be manipulated in real-time by

software programming, it has been considered a quite promising study area for wireless com-

munication since IRS fundamentally leverages, changes and improves the wireless channel.

From this perspective, it is the first time for us to be able to (at least partially) control/program

the wireless channel to achieve the desired communication environments.

1.3 Literature Review

As IRS has been proposed for supporting various applications in wireless transmission, pre-

vious IRS research focused on a wide range of topics, such as beamforming, channel esti-

mation, resource allocation and hardware implementation, etc. Within these works, many

subjective issues and objective issues are also considered as well. The subjective issues of

IRS are those which can be controlled by designers. Specifically, the power constraint of

IRS, the control-bit constraint and the number of IRS, which can be subjectively determined.

Those objective issues can not be controlled subjectively but can be considered prior to the

transmission design. In particular, the number of transceivers, the distance of transceivers

between IRS and transceivers, and hardware impairment etc., which objectively existed with

respect to the IRS.

To further classify, we review from following four transmission schemes, where relative

subjective and objective issues are addressed, respectively.

• Single IRS assisted single user (SU) transmission.

• Single IRS assisted MU transmission.

• Multiple IRSs assisted SU transmission.

• Multiple IRSs assisted MU transmission.
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1.3.1 SU Transmission Based on Single IRS

Many literature about the wireless transmission of IRS originated from the design for SU sce-

nario and single BS. The work by Yan et al. [64] proposed to maximize the received power

of SU under multi-input-single-output (MISO) scheme by designing the passive beamform-

ing phase shift on the IRS while also considering the design the information transfer from

IRS to BS by controlling the ON-OFF states of elements simultaneously. The work in [65]

maximized the received power and propose the manifold optimization to efficiently deal with

the constant modulus constraint. In the work of [66], the SU channel capacity is analyzed

by leveraging the global co-phasing technique to design the phase of IRS while considering

jointly optimization scenario with MIMO. In addition to that, the IRS based channel estima-

tion is proposed [67], where the low complexity is the main focus. Dadari et al. [68] leverage

the grouped tile to implement the localization of SU based on OFDM downlink system. The

work in [69] analyze the scalability of IRS beam steering in terms of the directivity, target

deviation, half-power beamwidth (HPBW), and side-lobe level (SLL) under different element

spacing, size of IRS and controlling bits. Thus, in this case, the weights need to be specif-

ically designed, which is similar to some considerations in traditional precoding/decoding

design [70].

The experimental realization of IRS has also been achieved in different applications.

Zhang et al. [51] implemented space-time modulation of quantized IRS to manipulate EM

waves in both space and frequency domain. The work in [71] proposed to minimise the

desired energy distribution with optimized energy distribution for Wi-Fi signals. With quan-

tized weights, Gao et al. validated the broadband scattering with numerical simulations and

experiments using 2-bit coding IRS in terahertz wave (THz) band [72].

A few objective factors, such as near-field effect [73], in the IRS aided wireless transmis-

sion are also considered. As done in many previous non-IRS works [74] of near-field, the

second order Taylor expansion on the distance of the channel model is common. This ap-

proximation in higher order has its advantage in a closer range than the first order expansion

in the far-field assumption. In [75], Kennedy et al. addressed an equivalence between the

near and far field’s beampattern, by solving the beampattern coefficients from wave equation

analytically under spherical coordinate and realizing broadband beamforming with the tradi-

tional far-field array design. In [76], Degli-Esposti proposed a diffuse scattering model of a

reflecting surface in the near-field as a ray-tracing tool. With previous knowledge, the work

in [77] establish the general path loss model within the far-field and near field, respectively,

where the results are validated with experiment measurement. In [78], Björnson et al. derive

IRS’s channel gain with near-field effect and the power scaling law with growing on the num-

ber of elements, which addressed the limitation of far-field approximation-based theorems in
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this case, where the critical boundary to differentiate the far-field and near-field is revised

in [79]. It is worth to mention the effective aperture of IRS has been discussed in [80].

Except for works dealing with the wave reflection on the IRS, some works considered

that IRS could have a wave penetration feature. In particular, for the wave impinging on the

element with penetration feature, the energy of the wave is divided into two parts, where one

part is reflected out as usual, and another part is penetrated to the back of the IRS and keep

transmitting forward, which is similar to a beam splitter in optics [81]. This specific feature

is commonly called simultaneously transmitting and reflecting (STAR) and such a concept is

firstly proposed in work [82], where Liu et al. made a preliminary review and proposed the

signal models of STAR-IRS.

1.3.2 MU Transmission Based on Single IRS

For single IRS aided system, dealing with MU is more general but more challenging. A

single IRS can either contribute to an improvement of QoS for users in some area covered

by IRS while it can also cause worse QoS for some other users. The work in [44] applied

semidefinite relaxation (SDR) technique to obtain a high-quality approximate solution to

improve the MU downlink transmission with constraint modulus constraint. Meanwhile, the

IRS assisted communication system has been considered for EE maximization and weighted

sum rate maximization [83, 84].

Nadeem et al. [85] focuses on the downlink of a single-cell MU system, where the min-

imum signal-to-interference-plus-noise ratio (SINR) is maximized, subject to a power con-

straint of IRS. MIMO model of IRS also have been proposed and analyzed by using well-

known minimal mean-squared error (MMSE) and ZF beamforming [44].

Di et al. [86] studied the hybrid beamforming assisted by IRS with discrete phase shifts.

In particular, the sum rate maximized for MU where the continuous digital beamforming has

been performed at the BS, and the discrete analog beamforming has been achieved inherently

at the IRS. The formulated problem is decomposed into subproblems and solved iteratively

to joint optimize the hybrid beamforming and passive beamforming.

For channel estimation and beamforming design, the work in [87] designed the MU down-

link estimation protocol and maximized the sum rate, where an additional focus is put on the

hardware impairments, e.g., phase noise, on transmitters and IRS. The constant modulus con-

straint is also considered and solved by the projected gradient ascent algorithm. The work

in [88] proposed an effective channel estimation protocol to estimate the cascaded channels

directly using the compressive sensing (CS) technique. Specifically, the channel estimation

problem is formulated into a sparse channel matrix recovery problem in order to achieve
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robust channel estimation with limited training overhead. He et al. [89] achieved cascaded

channel estimation of the IRS-assisted MIMO systems.

For MU beam sweeping, the beam training is designed in [90] to implement single beam

steering for SU and multi-beam steering for MU. In particular, the training is achieved by

dividing IRS elements into multiple sub-arrays and properly designing sub-array beam direc-

tions over different training symbols with users’ independent beam identification based on

received power/SNR comparisons.

With MISO non-orthogonal multiple access (NOMA), the work in [91] maximized the

downlink sum rate by jointly optimizing the passive beamforming, decoding order and power

allocation coefficient vector. The formulated problem is solved by a three-step approach,

which leverages three machine learning algorithms. The work in [92] investigated the MU

capacity limits for NOMA and orthogonal multiple access (OMA) transmission schemes.

The IRS reflection matrix and resource allocation were jointly optimized for characterizing

the Pareto boundary of the capacity and rate regions under the constraints of discrete phase

shifts and a finite number of IRS reconfiguration times.

Another work with MISO scheme considers optimizing the EE by gradient-based energy

efficiency maximization algorithm and deep learning algorithm to design phase control [43].

In [93] Najafi et al. proposed the physics-based modelling to analyze the effect of elements-

pack-to-tile’s grouping for the large IRS surface and proposed the codebook-based joint op-

timization of BS and IRS to minimize the power consumption.

The work in [94] investigated MU passive beamforming via IRS. In this work, the sum

transmitted power of the network is minimized by controlling the phase beamforming and

transmit power of BS. This problem is formulated jointly and solved by the dual method. It

is worth mentioning that this work proposes the use of IRS as the transmitter. In particular,

the IRS is deployed close to the BS such that IRS and BS can be seen as a whole. This is dif-

ferent from most other works that consider IRS is deployed in the middle of the transmission

channel to let the transmitted signal bypass the blockages.

For STAR-IRS, the work in [95] further studied the channel fading model for the de-

sired signal and interference signal, respectively. In addition, the coverage probability and

the ergodic rate for users to receive the reflected signal and the penetrated signal are derived,

and STAR is evaluated to have a better performance than traditional IRS given a specific

range of energy splitting coefficients. In the work [96], multi-cast downlink transmission is

investigated, where the power consumption is minimized to achieve the required communi-

cation rate constraints with penalty-based algorithms. The work in [97] maximizes the sum

coverage range of two users, where one user stand in front of IRS and another one stand in

the back or IRS under and OMA and NOMA with QoS constraint constant modulus con-
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straint, and power constraint. In terms of security, the work in [98] maximize the secrecy

rate and minimize the secrecy outage probability with full eavesdropping CSI and statistical

eavesdropping CSI. Further, the effective channel estimation is achieved by minimizing the

mean-squared error (MSE) with weights designs in separate time intervals, where element

grouping (adjacent elements share the same transmission/reflection coefficient) is leveraged

to reduce the channel estimation overhead [99].

Though it is common to consider one BS supporting MU, transmission with multiple Txs

and Rxs can also be a common scenario with massive devices having device-to-device (D2D)

communication via the aid of a single IRS [100]. The work in [101] maximizes the sum rate

of downlink Rxs while involving the sum rate from D2D communication devices assisted by

a single IRS at the same time. The resource allocation design is formulated as a non-convex

optimization problem while taking into account the QoS requirement, the power allocations,

and the limited backhaul capacity.

1.3.3 SU Transmission Based on IRS Networks

An IRS network, which is defined as deploying multi-piece IRS in the transmission environ-

ment, has been studied to further enhance the EE and SE. The throughput of a SU has been

maximized by the IRS network leveraging the supervised learning approach [102]. Consid-

ering the multi-order-reflection (MOR) [103–105], the authors of [106] analyzed the single-

user multi-order-reflection (SUMOR) transmission in one path of the IRS network and then

provided the beam routing solution.

1.3.4 MU Transmission Based on IRS Networks

MU transmission via IRS network is also investigated, considering minimizing the power

consumption of transmit beamforming with constraints of the power supply, SINR of each

Rx, and constant modulus [107]. The work in [108] maximized the weighted sum rate with

IRS cooperatively implement passive beamforming. In [109], the statistical path loss model

of a large-scale IRS network is derived, where user (UE) and BS density are considered to

derive the area of blind-spots.

The authors of [110] derived the lower bound of the MU average SINR by considering the

rayleigh fading channel in the IRS network. The wideband transmission of MU has further

been designed to maximize the sum rate with limited power and constant modulus constraints

in the IRS network [111]. To realize a decentralized IRS network, the authors of [112] pro-

posed distributed scheme of IRS networks to maximize the MU weighted sum rate. Addi-

tionally, the IRS network has been proposed to realize robust, secure MU communication by
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jointly designing the transmit beamforming, artificial noise and IRS network [56].

Under MISO scheme, the work in [113] characterized the angle estimation from imper-

fect location information, derived a closed-form expression for the achievable rate of MU

downlink transmission and proposed the beamforming via minimizing the transmit power.

Further, the authors gave a tutorial for optimizing the wireless channel of one reflection to

multi-user multi-order-reflection (MUMOR) transmission [114].

1.3.5 Research Questions

As can be seen in the literature review, most works have achieved analysis and design of

SU and MU transmission based on single IRS with various subjective and objective issues.

Within those works, it is common that the transmission channel is assumed to be rich scat-

tering, which is usually applied for low-frequency transmission. In this case, only a limited

amount of multi-paths will be affected by IRS and traditional design without knowing the

IRS can still work effectively. Hence, IRS may not play a dominant role in supporting low-

frequency transmission for MU. Compared with rich scattering channels in low-frequency

transmission, the channel ranks of high-frequency carriers are more limited due to the reduced

multi-path effects. In this case, IRS is more critical for high-frequency band transmission,

which has significant path loss and high sensitivity for blockages [115]. The transmission

link can fail without IRS supporting the signal reflection. In addition, for supporting MU

transmission, the design on IRS will be much more challenging on power maximizing and

interference minimizing since the spatial diversity is more limited for multiplexing.

Note that fewer works focus on the passive beamforming techniques of IRS in a less

scattering channel for high-frequency MU transmission. For single IRS, a well-considered

and thorough analysis on realizing MU beamforming, as shown in Fig. 1.10 with multiple

Txs and multiple Rxs in such a system, is unknown. For single IRS aided transmission, we

mainly would like to know: how can IRS shape multiple beams passively for serving MU at

the same time. Whether we can achieve interference-free transmission based on single IRS

and how to design the weights in this case. What is the system limit for a single IRS, in

particular, how many users can be served effectively?

Moreover, since the deployment cost of IRS is cheaper than deploying a BS, it is straight-

forward that we can increase the control of the wireless channel by deploying multiple IRS

in the environment, as a few proposed in the literature. However, it is also noticed that

the intrinsic nature of EM wave transmission in multiple IRS environments has been over-

looked in the literature, i.e., the dual reflection of MOR signal between two reflectors. Dual

reflection is a common phenomenon for reflectors having spatial correlation and has been
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Figure 1.10: MU beamforming and transmission based on IRS, where peaks and zeros can be
formed for desired signal and interference, respectively. Redundant beams will be generated
for optimal beamforming to support MU transmission by a single IRS.

widely considered in radar systems [116–118]. In light of dual reflections, we notice most

works about IRS only consider first-order-reflection (FOR). Though works [106,114] further

consider cascaded-nonline-of-sight (C-LoS) paths in MOR, the signal component via dual

reflection is omitted in their models. To the best of the authors’ knowledge, two main is-

sues remained unsolved. First, no IRS works completely considered a channel model in the

reflective environment with MOR. The above works ignore the presence of wave reflection

within two IRSs in a much higher order, which is incomplete in establishing the transmis-

sion environment. Thus, establishing the complete model for the IRS network is necessary

for analyzing generic and arbitrary reflecting scenarios. It is the most critical prerequisite to

laying a foundation for a precise, robust, and reliable design for the IRS network. Further,

no analytical works have indicated clear bounds to guide the deployment of IRS networks

with MU interference, i.e., how much EE and SE can be improved, where the sum rate upper

bound is and how to reach the upper bound.

While solving the questions raised above, it is also worth investigating subjective and

objective influences on the system’s performance in order to gain more insights and enhance

the practical deployment of IRS. In particular, for subjective influences, we wonder how the

constraints on weights of IRS, such as constant modulus constraint and multi-bit constraint

affect the interference suppression performance from IRS. In addition, we wonder how ob-

jective influences, such as mutual coupling and near-field effects, affect the designed results.

By answering the questions above, it is believed that a straightforward improvement on

MU transmission based on deploying IRS networks can be made to support robust links of

high-frequency carriers. The current state-of-the-art EE and SE can be improved respectively
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by minimizing the co-channel interference and maximizing the signal power received. More-

over, the insight can further lead to clear guidance on practical network deployment to further

enhance wireless transmission effectively.

1.4 Original Contribution

In this thesis, the above questions are answered respectively. First, the design of the MU

beamforming on the single IRS is given, which is the fundamental cornerstone. As IRS

is limited in its physical size, the sum rate after MU beamforming is therefore limited. A

clear limit of sum rate is critical for guiding the deployment of IRS and, more generally,

the IRS networks with different topologies. With more practical effect, the bias for the MU

beamforming design should also be evaluated. In particular, the contributions of the thesis

are summarized as follows:

• The IRS assisted MU channel model based on a single IRS, which can support multi

streams transmission, is first proposed. Additionally, fundamental limitations on the

directions of the transceiver are derived for practical deployment.

• Based on the proposed model, IRS-assisted MU optimization problems are formulated.

A closed-form amplitude-unconstrained phase-continuous (AUPC) solution is derived

first, and then practical amplitude-constrained phase-continuous (ACPC) solutions are

achieved by using sequential quadratic programming (SQP) method and regularized

multi-user linearly constrained minimum variance (MU-LCMV) beamformer.

• The insights of the redundant beam have been exploited and discussed theoretically

while considering the general uniform rectangular array (URA) scenario. This con-

clusion can provide a guideline for further designs on IRSs’ deployment and resource

management due to the redundant beams essentially splitting the energy.

• To incorporate the MOR effect with dual reflection, an index matrix is introduced to

derive a complete model of the IRS network, which is applicable for arbitrary orders

of reflections, an arbitrary number of IRS and arbitrary network topologies.

• Two critical conditions are mathematically derived : the optimal condition to reach

the sum rate upper bound and the condition to realize interference-free transmission as

insights for studying the EE and SE of the IRS network.

• Considering different topologies of the IRS network, the sum rate upper bound of MU-

MOR transmission assisted by an IRS network is analyzed; by employing the optimal

condition, the maximized EE and SE are derived, using graph decomposition.
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• Involving the mutual coupling of IRS, the side lobes characteristics are analyzed and

also discussed with the redundant beam influence. The weights equalization is pro-

posed to mitigate the significant mutual coupling.

• The transmission with MU beamforming involving near-field effect is further designed.

To alleviate the beamforming error with the near-field effect, we propose to implement

beamforming algorithms with the segmented model.

• Lastly, with the near field, the spatial correlation of space in both angular and distance

domains is analyzed, which is the essence of redundant beams in MU transmission

based on a single IRS. The redundant beam is obtained numerically, where discrimi-

nant is derived to alleviate the complexity of an exhaustive search on positions of the

redundant beam.

1.5 Thesis Outline

In Chapter 2, the basic model of IRS is introduced. Contents focus on modelling from its

hardware prototype to its theoretical transmission model. Considering multi-piece IRSs

can be deployed in the transmission environment, we further model the MU and multi-

order-reflection (MUMOR) IRS networks. We derive a complete MUMOR IRS network

model that is applicable for an arbitrary number of reflections, arbitrary size and number of

IRSs/reflectors.

Chapter 3 is mainly written on top of “Multi-user Beamforming and Transmission Based

on Intelligent Reflecting Surface” (the first journal publication in List of Publications). Con-

tents focus on the MU beamforming based on a single IRS for interference-free transmission.

We formulate an optimization problem called MU-LCMV beamformer under the criterion

of minimizing the overall received signal power subject to a certain level of power response

(e.g., unit power response) at desired signal directions and arbitrary low power response (e.g.,

zero power response) at the interference directions. A closed-form AUPC solution is derived

first, then an ACPC solution is obtained by using SQP. Given the solutions, the IRS beam pat-

tern shows that to achieve MU (𝑁 pairs of transceivers, 𝑁 > 1) transmission through a single

surface, up to 𝑁 −1 redundant beams are generated, significantly affecting power efficiency.

Therefore, we mathematically analyze the results of the redundant beam. The directions of

the redundant beams are mathematically derived. The effect of mutual coupling on IRS is

also analyzed to show the characteristic of side lobes. Simulation results verify the existence

and accuracy of the redundant beam directions.
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Chapter 4 is mainly written on top of "Intelligent Reflecting Surface Networks with Multi-

Order-Reflection Effect: System Modelling and Critical Bounds," (the second journal pub-

lication in List of Publications), where the optimal condition for achieving sum-rate up-

per bound with one IRS in a closed-form function and the analytical condition to achieve

interference-free transmission, are derived respectively. Leveraging this optimal condition,

we obtain the MUMOR sum-rate upper bound of IRS network with different network topol-

ogy, where the linear graph (LG), complete graph (CG) and null graph (NG) topologies are

considered. Simulation results verify our theories and derivations on the sum-rate upper

bounds of different network topologies.

Chapter 5 is mainly written on top of “Multi-user Beamforming of IRS with Near-Field

Effect,” (the third journal publication in List of Publications), where the analysis for consid-

ering objective effects on the IRS is developed. In particular, the coupling effect of the redun-

dant beam results is analyzed. To enhance the beamforming performance in the near-field,

the near-field effect is incorporated into the transmission model. The behavior of redundant

beams in the near-field is also analyzed numerically. Simulation results verify the proposed

theorems, and relative numerical results are given.

Finally, conclusions and an outlook on possible future work for IRS and IRS networks

are given in Chapter 6.



Chapter 2

Fundamental Model of IRS and IRS
Network

In this chapter, we first introduce the single IRS channel model first, i.e., the channel trans-

mission model for transceivers. Then, we present the model for the basic element on IRS and

last present the model of IRS networks. The ideal transmission assumptions are considered,

i.e., the channel fading is considered to be quasi-static while the narrow-band signal is as-

sumed to be transmitted in an ideal case of the far-field condition, as did in [44,64,67,85,89].

Nevertheless, these assumptions will be justified and specific analysis with practical concerns

will be discussed in the following thesis. Following the single IRS model, the lumped circuit,

to achieve the required amplitude-phase response of each IRS element, will be introduced as

the insight of the hardware. Then, we will introduce the IRS network models and the cor-

responding MOR effect. We also assume all CSI of IRS networks above are known in the

following chapters.

2.1 Basic Single IRS Model

As shown in Fig. 2.1, a single IRS model is considered to be embedded with 𝑀 elements

for 𝑁 pairs of single antenna users’ communication. The blockages between transceivers are

considered, where the LoS paths are considered between the Tx to IRS and IRS to Rx, since

NLoS condition is a long-lasting issue in mmWave communications [119–121].

Based on the transmission model given in Chapter 1, the signal impinges on the IRS can

be expressed as

y𝑠 = Ains , (2.1)

where s = [𝑠1, 𝑠2, . . . , 𝑠𝑁 ]𝑇 ∈ C𝑁×1 is the source signal vector and 𝑠𝑖 (𝑖 = 1,2, · · · , 𝑁) is the

29
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Figure 2.1: A single IRS model for MU transmission. Different colors mark the signal trans-
mission path from different Txs.

signal for the 𝑖-th pair of transceiver. Ain is the channel matrix from the transmitters to the

IRS, which can be represented by the matrix composed of steering vectors as

Ain = [a(Ω𝑖𝑛,1),a(Ω𝑖𝑛,2), . . . ,a(Ω𝑖𝑛,𝑁 )] ∈ C𝑀×𝑁 , (2.2)

where a(Ω𝑖𝑛,𝑖) is 𝑖-th user’s steering vector of incident directions and Ω𝑖𝑛,𝑖 is the term contain-

ing the spatial information of incident directions from 𝑖-th transmitter Tx𝑖. According to the

antenna array theorem, Ω is a function of azimuth and elevation angles for two-dimensional

deployment (e.g., URA), or only contains one-dimensional information of azimuth angle such

as ULA. Distance between transceivers and IRS can also be involved in Ω for representing a

general location of transceivers.

Note that there is no noise in equation (2.1) since the IRS is a passive system, which is

different from relay systems. Though this model is suitable for all frequency bands, however,

it is particularly useful for mmWave communications, which suffer from severe coverage

issues. On the IRS, each element will reflect the impinging signal from the Tx. However,

by controlling the phases of the elements, the phase of the reflected signal at each element

can be different. Optimal weights can be calculated to assure that the signals are coherently

added at the direction of Rx. As one of the implementations, the elements’ phases can be
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controlled by a biasing circuit switch (e.g., as proposed in [5]). Thus, the weighted signal at

the surface can be written as

ŷ𝑠 = Wy = WAins , (2.3)

where ŷ𝑠 is the phased signal on IRS, the weights matrix W ∈ C𝑀×𝑀 is a diagonal matrix

with each entity on the diagonal being the weight of each element.

At Rxs, the received signals reflected from the IRS are phased by another matrix of steer-

ing vectors Aout which defined as

Aout = [a(Ω𝑜𝑢𝑡,1),a(Ω𝑜𝑢𝑡,2), . . . ,a(Ω𝑜𝑢𝑡,𝑁 )] ∈ C𝑀×𝑁 . (2.4)

Aout has the same form as A𝑖𝑛 in equation (2.2). Ω𝑜𝑢𝑡,𝑖 contains direction of 𝑖-th receiver Rx𝑖.

a(Ω𝑜𝑢𝑡,𝑖) represents the steering vector of exit angles of phased signals from the IRS to Rx𝑖.

Thus, the received signal ŷ𝑟 at all 𝑁 receivers can be expressed as a vector form

ŷ𝑟 = A𝑇
𝑜𝑢𝑡WA𝑖𝑛s+n , (2.5)

where the n is the noise vector at the receivers. The weights matrix, W, needs to be solved

and applied on the surface to make sure the reflected signals are optimally reflected towards

the desired direction without cross-interference among the users. As the incident steering

vectors and exit steering vectors with respect to the IRS are independent of each other and

both controlled by the weights at the same time, to this end, we merge a(Ω𝑖𝑛,𝑢) and a(Ω𝑜𝑢𝑡,𝑣)
as a compound steering vector

a𝐶 (Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢) = 𝑙𝐼𝑅𝑆a(Ω𝑜𝑢𝑡,𝑣) ⊙ a(Ω𝑖𝑛,𝑢) , for 𝑢, 𝑣 = 1, ... , 𝑁 , (2.6)

which means the equivalent steering vector or channel response from the transmitter at Ω𝑖𝑛,𝑢
to the receiver at Ω𝑜𝑢𝑡,𝑣. Here, 𝑙𝐼𝑅𝑆 is the path loss factor for LoS path and its specific

expression has been given in [122]. It should be noted that 𝑙𝐼𝑅𝑆 includes the FSPL and

effective area of IRS [123]. The effective area is the area impinging effectively by the EM

wave and effective area can change with different incident angle in the near-field. For far-

field transmission, without loss of generality, we normalize the effective area of IRS and

consider the path loss factor of far field to be inversely proportional to (𝑑𝑖𝑛𝑑𝑜𝑢𝑡)2 [77], where

𝑑𝑖𝑛 and 𝑑𝑜𝑢𝑡 is the distance from Tx to IRS and IRS to Rx. Subsequently, equation (2.5) can

be represented in an equivalent way as

𝑦̂𝑟,𝑖 = w𝐻A𝐶,𝑖s+𝑛𝑖 , 𝑖 = 1,2, ..., 𝑁 . (2.7)
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𝑦̂𝑟,𝑖 is the phased signal received by 𝑖-th receiver Rx𝑖, w is a column vector with its elements

being the main diagonal elements of W. It is worth mentioning that w is the single weight

vector employed on the surface to achieve all transceiver pairs’ desired signal response and

mutual interference suppression simultaneously. 𝑛𝑖 is the noise at Rx𝑖, and A𝐶,𝑖 is the com-

bined steering matrix for 𝑖-th receiver which can be expressed as

A𝐶,𝑖 = [a𝐶 (Ω𝑜𝑢𝑡,𝑖 ,Ω𝑖𝑛,1), . . . ,a𝐶 (Ω𝑜𝑢𝑡,𝑖 ,Ω𝑖𝑛,𝑁 )] ∈ C𝑀×𝑁 . (2.8)

With respect to the 𝑖-th receiver, according to equations (2.7) and (2.8), the received signal

is a mixture of signals from all directions including both the desired signal and interference,

where only a𝐶 (Ω𝑜𝑢𝑡,𝑖 ,Ω𝑖𝑛,𝑖) corresponds to desired signal direction and other terms in A𝐶,𝑖

correspond to interference for Rx𝑖. Base on equation (2.7), the SINR for the receiver of 𝑖-th

pair can be represented as

𝑆𝐼𝑁𝑅𝑖 =
|w𝐻a𝐶 (Ω𝑜𝑢𝑡,𝑖 ,Ω𝑖𝑛,𝑖) |2

𝜎2 +∑𝑁
𝑗=1, 𝑗≠𝑖 |w𝐻a𝐶 (Ω𝑜𝑢𝑡,𝑖 ,Ω𝑖𝑛, 𝑗 ) |2

, 𝑖 = 1,2, ..., 𝑁, (2.9)

where 𝜎2 is the power of noise.

Note that the single IRS model can represent an arbitrary reflecting object with multiple

impinging and reflected signals. In particular, the ‘Txs’ and ‘Rxs’ can represent multiple

incident and reflected signals’ direction in Fig. 2.1. The directions of ‘Txs’ are not necessarily

from actual Txs as they can also be reflected signals from other objects. Similarly, reflected

signals’ directions can also be those of other reflecting objects. Meanwhile, if the weights

of IRS are fixed, which means non-reconfigurable, the single IRS model can also represent

other non-IRS reflecting objects, such as walls/floors/ceilings uncovered by the IRS. Thus,

the single IRS model is fundamental for extending one-time reflection on one object toward

MOR on multiple objects in the environment, which becomes a basic unit model in IRS

networks.

2.1.1 Steering Vector of IRS

Though the shape of the surface and the arrangement of the elements on the surface can

be arbitrary, however, we need to consider some regular IRSs in practical deployment and

production. Again, it is mentioned that our model in this chapter and optimization in the

following Chapters are not limited by these specific structures.
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IRS with ULA Configuration

For ULA, both Ω𝑖𝑛,𝑢 and Ω𝑜𝑢𝑡,𝑣 contain only azimuth angle that Ω𝑖𝑛,𝑢 = 𝜙𝑖𝑛,𝑢, Ω𝑜𝑢𝑡,𝑣 = 𝜙𝑜𝑢𝑡,𝑣

and 𝜙𝑖𝑛,𝑢, 𝜙𝑜𝑢𝑡,𝑣 ∈ [0, 𝜋], thus we can rewrite (2.2) as

Ain =


1 . . . 1

𝑒− 𝑗 𝑘𝑑 cos𝜙𝑖𝑛,1 . . . 𝑒− 𝑗 𝑘𝑑 cos𝜙𝑖𝑛,𝑁

...
. . .

...

𝑒− 𝑗 𝑘𝑑 cos𝜙𝑖𝑛,1 (𝑀−1) . . . 𝑒− 𝑗 𝑘𝑑 cos𝜙𝑖𝑛,𝑁 (𝑀−1)


. (2.10)

(2.6) can be rewritten as

a𝐶 (𝜙𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢) = [1, 𝑒− 𝑗 𝑘𝑑 (cos𝜙𝑖𝑛,𝑢+cos𝜙𝑜𝑢𝑡,𝑣) , . . . , 𝑒− 𝑗 𝑘𝑑 (cos𝜙𝑖𝑛,𝑢+cos𝜙𝑜𝑢𝑡,𝑣) (𝑀−1)]𝑇 , (2.11)

where 𝑘 = 2𝜋/𝜆 is the angular wavenumber, with 𝜆 being the wavelength of the signal. 𝑑 is

the distance between the center of the adjacent electronic elements on the surface.

IRS with URA Configuration

Consider the elements deployment on IRS as shown in Fig 2.2. There are 𝑀 elements in

total. 𝑀𝑥 is the number of elements along the X-axis and 𝑀𝑦 is that of along the Y-axis, i.e.,

𝑀 = 𝑀𝑥 ·𝑀𝑦. 𝑑𝑥 and 𝑑𝑦 are elements distance along X-axis and Y-axis respectively. In this

case, both Ω𝑖𝑛,𝑢 and Ω𝑜𝑢𝑡,𝑣 contain azimuth angle and elevation angle that Ω𝑖𝑛,𝑢 = (𝜙𝑖𝑛,𝑢 , 𝜃𝑖𝑛,𝑢),
Ω𝑜𝑢𝑡,𝑣 = (𝜙𝑜𝑢𝑡,𝑣 , 𝜃𝑜𝑢𝑡,𝑣), 𝜙𝑖𝑛,𝑢 , 𝜙𝑜𝑢𝑡,𝑣 ∈ [0,2𝜋] and 𝜃𝑖𝑛,𝑢 , 𝜃𝑜𝑢𝑡,𝑣 ∈ [0, 𝜋/2]. The corresponding

form of compound steering vector for URA can be written as

a𝐶 (Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢) = [1, 𝑒− 𝑗 𝑘 ( 𝑓𝑐𝑠 (Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢)𝑑𝑥 (0)+ 𝑓𝑠𝑠 (Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢)𝑑𝑦 (1)) . . . ,

𝑒− 𝑗 𝑘 ( 𝑓𝑐𝑠 (Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢)𝑑𝑥𝑚𝑥+ 𝑓𝑠𝑠 (Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢)𝑑𝑦𝑚𝑦) , . . . ,

𝑒− 𝑗 𝑘 ( 𝑓𝑐𝑠 (Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢)𝑑𝑥 (𝑀𝑥−1)+ 𝑓𝑠𝑠 (Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢)𝑑𝑦 (𝑀𝑦−1))]𝑇 , (2.12)

where 𝑚𝑥 ∈ (0, 𝑀𝑥 −1),𝑚𝑦 ∈ (0, 𝑀𝑦 −1). In addition

𝑓𝑐𝑠 (Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢) = 𝑓𝑐𝑠 (𝜙𝑜𝑢𝑡,𝑣, 𝜃𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢 , 𝜃𝑖𝑛,𝑢) = cos𝜙𝑜𝑢𝑡,𝑣 sin𝜃𝑜𝑢𝑡,𝑣 + cos𝜙𝑖𝑛,𝑢 sin𝜃𝑖𝑛,𝑢 ,
(2.13)

𝑓𝑠𝑠 (Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢) = 𝑓𝑠𝑠 (𝜙𝑜𝑢𝑡,𝑣, 𝜃𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢 , 𝜃𝑖𝑛,𝑢) = sin𝜙𝑜𝑢𝑡,𝑣 sin𝜃𝑜𝑢𝑡,𝑣 + sin𝜙𝑖𝑛,𝑢 sin𝜃𝑖𝑛,𝑢 .
(2.14)

Compared with the form of ULA, it contains one more dimension of information of space,

which is the elevation angle 𝜃.
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2.2 Modeling of the Basic IRS Element Characteristics

For the IRS, the most important designed factor would be the weights vector design, i.e., to

design w in equation (2.7) for satisfying required performance. For the ideal weights vector,

w = [𝑤1, . . . ,𝑤𝑀]𝐻 (2.15)

where

𝑤𝑚 = 𝐴𝑚𝑒
𝑗Ξ𝑚 , 𝐴𝑚 ∈ R+,Ξ𝑚 ∈ (0,2𝜋],∀𝑚 = 1, . . . , 𝑀. (2.16)

The 𝐴𝑚 is the amplitude response of each IRS element, and Ξ𝑚 is the phase response. In this

case, the weights vector is said to have the form of AUPC solution. Since the power supply

on the IRS is limited, it is common to have a power constraint for w, which is

| |w| |2 = 𝑀 , (2.17)

and the weights vector is satisfying the requirement of amplitude-relaxed phase-continuous

(AXPC) solution in this case. However, the designed weights vector itself may have several

other constraints from the hardware. In the following section, we present the basic circuit

for realizing the prototype of IRS’s element and its corresponding model concerning the

impairment.

2.2.1 Impedance and Reflection coefficient of IRS element

It is conventionally acknowledged that the impedance of IRS elements can be derived from a

class of lumped circuits [124–127]. For each IRS element, one way to control the reflecting

coefficients is through leveraging varactors1 to change the capacitance of the lumped circuit

and thus the weight 𝑤𝑚. Specifically, the practical phase and amplitude response of the reflec-

tion coefficient can be studied with respect to different capacitance values and frequencies.

In particular, the overall impedance of a lumped circuit for the 𝑚-th element of the IRS can

be written as [124]

𝑍𝑚 (𝐶𝑚, 𝑓 ) =
j2𝜋 𝑓 𝐿1

(
j2𝜋 𝑓 𝐿2 + 1

j2𝜋 𝑓𝐶𝑚 +𝑅
)

j2𝜋 𝑓 𝐿1 + j2𝜋 𝑓 𝐿2 + 1
j2𝜋 𝑓𝐶𝑚 +𝑅

, (2.18)

where 𝐿1 and 𝐿2 are inductances in different layers, and 𝑅 is the effective resistance. The

effective capacitance 𝐶𝑚 can be controlled using a diode or a varactor. With a specific

1Varactors are used as voltage-controlled capacitors.
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Figure 2.2: 2D IRS under URA deployment in 3D geometry axis

impedance of each element, the reflection coefficient of this IRS element can be computed

as [124]

𝑤𝑚 (𝐶𝑚, 𝑓 ) =
𝑍𝑚 (𝐶𝑚, 𝑓 ) − 𝑍0
𝑍𝑚 (𝐶𝑚, 𝑓 ) + 𝑍0

, 𝑍0 = 377Ω. (2.19)

To show the characteristics of the lumped circuit which makes up an IRS element, simu-

lations are provided here for illustration. The amplitude and phase function of the reflection

coefficient are shown in Fig. 2.3 and Fig. 2.4 with respect to different frequency, 𝑓 , and dif-

ferent values of capacitance, 𝐶𝑚. For the simulation set up, we have 𝐿1 = 2.5 nH and 𝐿2 = 0.7
nH and 𝑅 = 1Ω.

By referring to the plots of Fig. 2.3 and Fig. 2.4 below, for frequency around 30 GHz,

the amplitude can be nearly equal to 1 while the phase can not cover over 360 degrees or

2𝜋 in radians. When the frequency is around 3 GHz, the phase is nearly ideal for covering

360 degrees of phase, while the amplitude can experience an apparent notch. Due to the

fact that the amplitude response of weights is commonly fixed, a class of tricky constraints

called the constant modulus is introduced. Most formulated problems involving the constant

modulus constraint are generally non-convex and NP-hard. For constant modulus constraint

on weights, we can write

𝑤𝑚 = 𝐴𝑚𝑒
𝑗Ξ𝑚 , 𝐴𝑚 = 𝐴𝑐,Ξ𝑚 ∈ (0,2𝜋],∀𝑚 = 1, . . . , 𝑀, (2.20)
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where 𝐴𝑐 is a real constant. Since each element is passive that does not have any power

amplifying function, 𝐴𝑐 should be less than 1, as shown in Fig. 2.3. In order to be consistent

with the power supply constraint, we can have a unified value that 𝐴𝑐 = 1. In this case, the

weights vector satisfies the requirement of ACPC solution. However, the constant modulus

constraint is still hard to practically satisfy by hardware design. This is due to the current

controlling to IRS being digital. With digital controls for the capacitance switching, the

capacitance value change is not a continuous process but a discrete process. Thus, only a few

values on the phase response and amplitude response can be obtained.

It is also conventionally acknowledged that a higher bit of control over the number of

states for the amplitude/phase responses of elements is more difficult [128]. This is due to

higher bits control requiring more active devices (e.g., PIN diodes) to achieve higher dig-

ital states. Hence, to design an efficient solution for practically constrained IRS, the con-

straints with lower costs on the hardware design of the basic element should be considered.

Specifically, phases can only have a limited number of states to be adjusted. As a result,

the constraints bring the quantization to the continuous state space of the weights vector,

which motivates a shift from theoretical ACPC to a more practical amplitude-constrained

phase-quantized (ACPQ) solution. Nevertheless, the theoretical ACPC solution holds its im-

portance as it can be regarded as a class of performance upper bound.
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2.2.2 Impairment of IRS element

The impairment of IRS element is from the bias between the desired amplitude and phase

response of IRS and the actual amplitude and phase response of the IRS affected by the

phase/amplitude noise. To present the model with impairment, we consider some error pa-

rameters on the phase and amplitude of IRS weights, respectively. First, without loss of

generality, we define 𝐶 ∈ {1,2, ..., 𝑁𝑖} as the set of index numbers to replace the realistic

value of capacitance for theoretical analysis. The integer 𝑁𝑖 is the maximum number of cir-

cuit states to which the controller can tune. Further, we define 𝑏fa as the blind phase factor

because we notice the phase may not reach a full range of 360 degrees. We call the phase

range at which the practical weights (reflection coefficients) are unable to reach the blind

phase range. Thus, the ratio of the blind phase range that existed in such an IRS element can

be represented by 𝑏fa, e.g., if 𝑏fa = 0, then the phase range of the practical weights is able

to span across the full 360 degrees. Next, to consider the impairment of the phase response,

we introduce the maximal phase bias, 𝑝max, which represents the maximum absolute value of

error added to the ideal phase response. As the amplitude response may not be constant and

it also has impairment issues, we define the notch factor, 𝑛fa, which indicates the maximum

percentage that amplitude negatively deviates away from the designed amplitude response

𝑓𝑎 (𝐶), representing the extent of impairment on the amplitude. In particular, the fitting func-

tion of 𝑚-th element for the phase response, Ξ𝑚 (𝐶), and the amplitude response, 𝐴𝑚 (𝐶), can

be written as

𝑥(𝐶) = 2𝜋
𝑁𝑖 −1

𝐶 + 1+𝑁𝑖
1−𝑁𝑖

𝜋 , (2.21)

Ξ𝑚 (𝐶) = −
arctan(𝑥(𝐶))𝜋

arctan(𝜋) (1− 𝑏fa) + 𝜖1 , (2.22)

and

𝐴𝑚 (𝐶) = 𝑓𝑎 (𝐶) − 𝜖2 , (2.23)

where 𝜖1 ∼ 𝑈 (−𝑝max, 𝑝max) and 𝜖2 ∼ 𝑈 (0, 𝑛fa) are considered as errors on the phase and

amplitude respectively due to the electronic impairment and modelled as continuous uniform

distribution. The value of function 𝑓𝑎 (𝐶) in equation (2.23) is always less equal to one due to

each element working passively and 𝑓𝑎 (𝐶) can be designed correspondingly by optimizing

the architecture of the hardware. As shown in Fig. 2.5, where 𝑁𝑖 = 100 and 𝑓𝑎 (𝐶) = 1, if

impairment factors are all zero value, i.e., 𝑏fa = 0, 𝑛fa = 0 and 𝑝max = 0, then the amplitude and

phase function is ideal. An example of practical amplitude and phase functions is shown in

Fig. 2.5 with a non-zero value of impairment factors. We can observe the amplitude response

can be unstable due to the introduced error and the blind phase factor can show the imperfect

phase range.
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Figure 2.6: An example of indoor transmission assisted by IRS network with the same furni-
ture setting.

2.3 Model of Multi-IRS network

Note that a single IRS deployed in the environment have a limited amount of ability to im-

prove the wireless channel. This is due to the size of IRS being limited and a single IRS can

not be fabricated in an infinitely large size. In addition, the reflected wave can also face fur-

ther blockage and hence still bear a significant power loss. Therefore, multiple-IRS networks

are also critical to enhance the control of the wireless channel.

In IRS networks, the dual reflection plays a critical effect in constructing the programmable

channel. Specifically, the dual reflection happens between two reflectors in placement with a

dihedral angle such that the beam lobes of two reflectors can point towards each other. Here,

we exemplify the dual reflection between a pair of IRS in an indoor transmission scheme,

where the same setup of furniture is referred from work in [104], as shown in Fig. 2.6. Path

A is the blocked path between a transceiver pair thus leveraging IRS is necessary. Paths B
and D are LoS paths between Tx to an IRS, paths E and F are that of from one IRS to another

IRS, and paths C and G are that of from one IRS to Rx. Then Rx can receive FOR signal from

a C-LoS path B-C and second-order-reflection (SOR) signal from a C-LoS path D-F-G. In

addition, there are paths caused by dual reflection and without loss of generality, we introduce

the dual reflection between IRS1 and IRS2. As an LoS path E exist between IRS1 and IRS2,

the signal components impinging on IRS1 and IRS2 can be reflected towards each other due
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to side lobes. In particular, IRS2 can receive the FOR signal from a C-LoS path B-E. Mean-

while, the SOR signal via a C-LoS path D-F-E can be received by IRS1 as well. In this case,

the dual reflections between IRS1 and IRS2 are introduced. Immediately, the Rx further re-

ceive the SOR signal passing through a C-LoS path B-E-G and third-order-refection signal

along another C-LoS path D-F-E-C. Due to the dual reflection will still occur, higher-order

reflection signals are successively produced by repetitive signal reflections between IRS1 and

IRS2 (for example, C-LoS paths B-E-E-C and B-E-E-E-G). As a result, some signal compo-

nents keep continuous reflecting between the dual IRS pair, while other parts can either reach

Rx or dissipate in trivial directions. Note that, signal components from higher-order reflec-

tions should not be neglected as long as they are not overwhelmed by Rx’s noise power, or

potential destruction of signal amplitude, fatal phase distortion and inter-symbol interference

can significantly undermine the overall system performance. Thus, the dual reflection should

be well considered in a complete signal model of IRS networks.

In the following parts, two fundamental models in IRS networks are presented. We

consider LoS channels obey the quasi-optical transmission nature of EM carrier following

works [66,77,104,105,129,130]. Meanwhile, the NLoS channel between transceivers is con-

sidered, as no LoS paths between transceivers could be a common and pressing issue [131],

as shown in Fig. 2.6. In addition, we also assume each transceiver and IRS is located in a

far-field as did in the literature [56, 83, 84, 102, 106, 107, 109–112, 114]. The above relevant

state-of-art works involving these condition are often valid for most wireless transmission

scenarios since users are assumpted to be far away from the BS. Also, it has been considered

a classic assumption in books [4, 22].

2.3.1 Channel Model Between Two IRSs

Here, we derive the LoS channel model between one IRS to another as it is fundamental to

make up a part of the complete model of the IRS network.

Lemma 1. The channel matrix between any two IRSs is rank-one and can be written as

E = a(𝜙𝑖𝑛)a(𝜙𝑜𝑢𝑡)𝑇 , (2.24)

where 𝜙𝑜𝑢𝑡 is the AOD of the signal leaving from the first IRS towards the next IRS, and 𝜙𝑖𝑛
is the AOA of the signal arriving at the next IRS.

Proof. We consider IRS𝐴 and IRS𝐵 have 𝑀𝐴, 𝑀𝐵 elements with element spacing 𝑑𝐴 and

𝑑𝐵 respectively. We denote 𝐴𝑖 and 𝐵 𝑗 are the 𝑖-th element and 𝑗-th element on IRS𝐴 and

IRS𝐵, 𝑖 ∈ [1, 𝑀𝐴], 𝑗 ∈ [1, 𝑀𝐵]. The relative distance from the 𝑖-th element on IRS𝐴 to the
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Figure 2.7: The illustration of the channel model between two IRSs.

first element A1 is 𝑑𝐴,𝑖 and for that of IRS𝐵 is 𝑑𝐵, 𝑗 between the 𝑗-th element on IRS𝐵 and B1.

Since now we have two pieces of IRS, to distinguish, we denote the azimuth AOD of IRS𝐴
between elements 𝐴𝑖 and 𝐵 𝑗 as 𝛿𝑖 𝑗 , and denote the azimuth AOA of IRS𝐵 as 𝜀𝑖 𝑗 . Then, we

denote the distance between element 𝐴𝑖 on IRS𝐴 and element 𝐵 𝑗 on IRS𝐵 as 𝐷𝑖 𝑗 , and 𝜇 is the

angle between IRS𝐴 and IRS𝐵, as shown in Fig. 2.7. We assume 𝐷11, 𝛿11 and 𝜀11 is known,

and there is 𝜇 = 𝜀11− 𝛿11. From the trigonometric relationship, we have

𝜀𝑖 𝑗 = tan−1
(

𝐷11 sin𝜀11− 𝑑𝐴,𝑖 sin𝜇
𝐷11 cos𝜀11− 𝑑𝐴,𝑖 cos𝜇− 𝑑𝐵, 𝑗

)
. (2.25)

The distance 𝐷𝑖 𝑗 between elements 𝐴𝑖 and 𝐵 𝑗 can be calculated as

𝐷𝑖 𝑗 =
𝐷11 sin𝜀11− 𝑑𝐴,𝑖 sin𝜇

sin𝜀𝑖 𝑗
. (2.26)

Since the far-field condition holds where distance is much greater than the aperture of IRS

such that D11 >> 𝑀𝑑, we have 𝜀𝑖 𝑗 ≈ 𝜀11 and 𝛿𝑖 𝑗 ≈ 𝛿11 correspondingly. Thus, by substituting

𝜀𝑖 𝑗 with 𝜀11 in equation (2.25), we have

𝑑𝐴,𝑖 sin𝛿11 = −𝑑𝐵,𝑖 sin𝜀11. (2.27)
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Then, we substitute equation (2.27) into equation (2.26), we have

𝐷𝑖 𝑗 = 𝐷11− 𝑑𝐴,𝑖 cos𝛿11− 𝑑𝐵, 𝑗 cos𝜀11. (2.28)

Since the LoS channel between IRS𝐴 and IRS𝐵 can be represented by

E𝐴𝐵 = 𝑒
− 𝑗 𝑘D, (2.29)

where D ∈ C𝑀𝐴×𝑀𝐵 is the distance matrix derived from 𝐷𝑖 𝑗 , E𝐴𝐵 can be rewritten as

E𝐴𝐵 = 𝑒
− 𝑗 𝑘𝐷11 (a(𝜀11)a(𝛿11)𝑇 )∗. (2.30)

Note that the path delay 𝐷11 is a constant between any two fixed IRSs. Since the path delay

is known, it can be regarded as constant. In addition, by taking the inverse element order of

IRS𝐴 and IRS𝐵, which is equal to taking conjugate to the steering vectors of AOA and AOD,

equation (2.30) can be rewritten as

E𝐴𝐵 = a(𝜀11)a(𝛿11)𝑇 . (2.31)

As 𝛿11 = 𝜙𝑜𝑢𝑡 , 𝜀11 = 𝜙𝑖𝑛, we can observe that the LoS channel between arbitrary two IRSs can

be considered as the out product of two steering vectors, which is a rank-one matrix given in

equation (2.24). □

From the view of Lemma 1, each IRS can regard another IRS as a point source located

in the far-field, but both of them can shape a pencil beam towards each other. Additionally,

it means that only a single data stream can be supported by an LoS channel between two

pieces of IRS. In real applications, ranks can be greater than one due to the diffraction and

refraction effects of EM waves. However, as the carrier frequency increases for more spec-

trum resources, the diffraction and refraction effects become weak and vulnerable. Hence

multiple streams’ transmission between two IRSs becomes impractical, where the traditional

rayleigh fading model is inconsistent in this case [130]. Therefore, in this work, we consider

the rank-one channel between two IRSs.

2.3.2 MUFOR IRS Network

Denote the channel of FOR IRS network as H𝐼,1. Based on equation (2.5), the received signal

with 𝐾 pieces IRS can be expressed as

y = H𝐼,1s+n , (2.32)
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Figure 2.8: MUMOR transmission within the IRS network given Γ = 2, 𝐾 = 2. (a) MU signals
passing along the FOR IRS network channel, H𝐼,1. (b) MU signals passing along the SOR
IRS network channel, H𝐼,2.

where

H𝐼,1 =

𝐾∑︁
𝑘=1

A𝑇
𝑜𝑢𝑡,𝑘W𝑘A𝑖𝑛,𝑘 (2.33)

and A𝑖𝑛,𝑘 and A𝑜𝑢𝑡,𝑘 are two steering vector matrices of AOA and AOD with respect to 𝑘-th

IRS. Note that, the 𝑘-th C-LoS path component is made up via multiplexing only one weights

matrix W𝑘 one time with the other two steering vector matrices, A𝑖𝑛,𝑘 and A𝑜𝑢𝑡,𝑘 . Thus, the

IRS network channel H𝐼,1 embodies 𝐾 different paths and all of these paths only experience

one-time reflection.

2.3.3 MUMOR IRS Network

To model the MOR effect analytically, we define the maximum order of reflections within

the IRS network as Γ. Essentially, Γ plays the effective cut-off parameter on the MOR effect.

However, it is possible to consider Γ→ ∞2, we need to cut off using Γ as a finite value

because we have path loss in practical scenarios. In this case, the reflection order of signal

components less than or equal to Γ is considered. In contrast, the signal components with

orders higher than Γ are assumed to be overwhelmed by the noise power and can be neglected.

To involve an arbitrary number of reflections in the IRS network, we denote the IRS network

channel in 𝛾-th order as H𝐼,𝛾, where 𝛾 ∈ [1,Γ]. Then, we extend the IRS network channel in

equation (2.33) from FOR to MOR via superposition as

H𝐼 =

Γ∑︁
𝛾=1

H𝐼,𝛾 , (2.34)

where totally Γ orders of IRS network channels are added up. The 𝛾-th order MU channel

component H𝐼,𝛾 includes all C-LoS path components that experience 𝛾 orders in the network,

which also means each C-LoS path component in H𝐼,𝛾 is exactly weighted for 𝛾 times.

2It is similar to the LoS path of visible light reflected within two mirrors or more mirrors for infinite times.
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Note that FOR only involves one-time reflection on a single IRS while FOR is a more

common case that signal is reflected multiple times from multiple IRS in different places.

To differentiate MOR from FOR in the IRS network and illustrate the dual reflection, we

exemplify by considering two pieces of IRS, where 𝐾 = 2 and Γ = 2, as shown in Fig. 2.8. In

this case, each C-LoS path passes maximal 2 pieces IRS. The C-LoS paths with a reflection

order of more than three are ignored. Thus, the received signal of all Rxs should consist

of MU signals passing along the FOR IRS network channel H𝐼,1 and the SOR IRS network

channel H𝐼,2 which has been respectively shown in Fig. 2.8(a) and (b). Considering the FOR

IRS network channel, we can have

H𝐼,1 = A𝑇
𝑜𝑢𝑡,1W1A𝑖𝑛,1 +A𝑇

𝑜𝑢𝑡,2W2A𝑖𝑛,2 . (2.35)

For the SOR IRS network channel, we have

H𝐼,2 = A𝑇
𝑜𝑢𝑡,2W2E12W1A𝑖𝑛,1 +A𝑇

𝑜𝑢𝑡,1W1E21W2A𝑖𝑛,2 . (2.36)

Note that E12 and E21 are the LoS channels between between IRS1 and IRS2, as we derived

in equation (2.31), where E12 = E𝑇21. We can observe the number of C-LoS path components

in H𝐼,𝛾 with different 𝐾 and different 𝛾 variates and still follow the permutation’s rule. For

example, for 𝐾 = 2, we have the IRS candidate set 𝜅 = {1,2} which means there are only IRS1

and IRS2 in the environment. Since 𝛾 = 1, the number of FOR paths is equal to 2 where one

FOR path passes through IRS1, and another one passes through IRS2. Using the permutation

rule, we can denote the number of FOR paths as 2𝑃1 = 2 (𝑋𝑃𝑌 means 𝑌 -permutations of a set

with 𝑋 elements, where 𝑋,𝑌 ∈ N+). Similarly, for 𝐾 = 2 and Γ = 2, the number of SOR paths

equal to 2 since 2𝑃2 = 2. Specific order sequences of these two SOR paths can be enumerated

here, i.e., we have [1 2], meaning a SOR path first passes through IRS1 and then IRS2, and

[2 1], meaning another SOR path passes through IRS2 and then IRS1. Consequently, the

total number of C-LoS paths of 𝛾 orders in the 𝐾-piece IRS network is equal to 𝐾𝑃𝛾. Note

that although 𝐾𝑃𝛾 only includes the number of C-LoS paths which pass each IRS only once

in IRS networks, we will discuss and consider C-LoS paths which repetitively visit the same

IRS later. To expand H𝐼,𝛾 in general expression, we define an index matrix X𝛾 to denote the

order sequences for all C-LoS paths in 𝛾 orders. In particular, all rows of index matrix X𝛾

are used to hold specific order sequences of all C-LoS paths of 𝛾 orders. For example, given

𝐾 = 2, 𝛾 = 2, by leveraging the index matrix X2, equation (2.36) can now be written as

H𝐼,2 =

2𝑃2∑︁
𝑢=1

A𝑜𝑢𝑡,𝑋𝛾,𝑢2W𝑋𝛾,𝑢2E𝑋𝛾,𝑢1𝑋𝛾,𝑢2W𝑋𝛾,𝑢1A𝑖𝑛,𝑋𝛾,𝑢1 , (2.37)
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where the index matrix X2 for H𝐼,2 is

X2 =

[
𝑋2,11 𝑋2,12

𝑋2,21 𝑋2,22

]
=

[
1 2
2 1

]
. (2.38)

We can observe [𝑋2,11 𝑋2,12]=[1 2] and [𝑋2,21 𝑋2,22] = [2 1] are exactly two sequences we

enumerate. For arbitrary value of 𝛾 and 𝐾 , we define the index matrix as X𝛾 ∈ N+
𝐾𝑃𝛾×𝛾. The

term 𝑋𝛾,𝑢𝑣 at the 𝑢-th row and the 𝑣-th column of X𝛾 is a positive integer representing an

index of a specific IRS in the network. Each row of X𝛾 holds a specific and non-repetitive

sequence with 𝛾 columns. The index matrix X𝛾 has 𝐾𝑃𝛾 rows in total, which means all

order sequences under a partial permutation 𝐾𝑃𝛾 are included. To generate the index matrix,

one can enumerate the permutation sequences of 𝛾 terms from the IRS candidate set 𝜅 =

{1,2, ...,𝐾} respectively as rows of X𝛾 [132].

Theorem 1. The general expression of 𝛾-order IRS network channel H𝐼,𝛾 can be written as

H𝐼,𝛾 =

𝐾𝑃𝛾∑︁
𝑢=1

A𝑜𝑢𝑡,𝑋𝛾,𝑢𝛾 [
𝛾−1∏
𝑣=1

W𝑋𝛾,𝑢(𝑣+1)E𝑋𝛾,𝑢𝑣𝑋𝛾,𝑢(𝑣+1) ]W𝑋𝛾,𝑢1A𝑖𝑛,𝑋𝛾,𝑢1 (2.39)

where X𝛾 ∈ N+
𝐾𝑃𝛾×𝛾 is the index matrix of 𝛾 orders.

Note that the dual reflection is common, and we should consider other C-LoS paths whose

order sequences are with repetitive indices. These C-LoS paths should at least visit a single

IRS of all pieces twice. For the order sequences of these C-LoS paths with repetition, the

adjacent two terms in rows of the index matrix should be different as we consider that there

is no LoS path between one IRS and itself. Thus the EM wave would not impinge on the

same IRS twice immediately, i.e., 𝑋𝛾,𝑢𝑣 ≠ 𝑋𝛾,𝑢(𝑣+1) , 𝑢 ∈ [1,𝐾𝑃𝛾], 𝑣 ∈ [1, 𝛾 −1]. To complete

the IRS network model, we include order sequences, whose two interleaved indices can be

equal to one another, into the index matrix X𝛾 with extra rows. Therefore, the row dimension

of X𝛾 extends from 𝐾𝑃𝛾 to 𝐾 (𝐾 −1) (𝛾−1) . By far, if we replace H𝐼,1 with equation (2.34) and

equation (2.39) in equation (2.32), then the complete model of IRS network is established.



Chapter 3

Passive Beamforming of Single IRS

In this chapter, the beamforming approaches for a single IRS are investigated given different

constraints. As MU beamforming is the focus, the proposed technique aims to provide sig-

nificant interference mitigation. With respect to the different users who can require different

QoS, the signal power reflected from IRS aims to reach the corresponding QoS requirement

for each transceiver. In addition, given different hardware constraints, for both ideal contin-

uous response controlling or low-cost multi-bit controlling, the corresponding solutions are

obtained respectively. Specifically, we study the AUPC solution, AXPC solution, ACPC so-

lution and ACPQ solution for the designed weights vector. It is worth mentioning that one

of the critical phenomena of single IRS for MU transmission, the redundant beam has been

respectively analyzed for ULA IRS and URA IRS.

3.1 Proposed Beamforming Weights

3.1.1 Optimal Weights of IRS For Single-user

For single-user transmission aided by a single IRS, it is well known that max ratio combining

(MRC) beamformer can realize the maximal power gain, as long as we know the direction of

transceivers in the far-field1. In particular, given 𝑁 = 1, we have

𝑦̂𝑟,1 = w𝐻a𝐶 (Ω𝑜𝑢𝑡,1 ,Ω𝑖𝑛,1)s+𝑛1 . (3.1)

In order to receive the maximal power, the phases of all elements on the IRS should be

aligned with the phases of the cascaded channel to obtain the maximal power response. The

1Specific locations or perfect CSI are required if near-field and multi-path scenarios are considered.

46
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closed-form solution of MRC in this case can be written as

w𝑀𝑅𝐶 =
a𝐶 (Ω𝑜𝑢𝑡,1 ,Ω𝑖𝑛,1)
| |a𝐶 (Ω𝑜𝑢𝑡,1 ,Ω𝑖𝑛,1) | |2

. (3.2)

Since for each element on the IRS, the amplitude is assumed to be unified, the power for

elements IRS would be proportional to the total elements’ number 𝑀 . The power constraint,

| |w𝑀𝑅𝐶 | |2 = 𝑀 , of IRS, is satisfied and it is a finite value.

3.1.2 Optimal Weights of IRS For Multi-user

As managing the interference is critical for MU transmission, we propose to obtain the opti-

mal solution to minimize the interference for IRS MU system through the MU-LCMV beam-

former. Note that linearly constrained minimum variance (LCMV) is used since it is a class

of common beamformers that can obtain the optimal result as a benchmark [17]. As a result,

not only the known interference is nullified but that from unknown directions is also mini-

mized. In particular, the optimization problem of minimizing interference can be formulated

as

(P1) : min
w
𝐽 (w) = 𝐸{Σ𝑁𝑖=1 | 𝑦̂𝑟,𝑖 |

2} ≜ w𝐻Rw+ I𝑁𝜎2
𝑛 (3.3)

𝑠.𝑡. CHw = f . (3.4)

Equation (3.3) means to minimize overall power at all receivers and (3.4) refers to the con-

straint equations for all transceiver pairs. 𝜎2
𝑛 is the power of noise and we assume it is the

same at all receivers. R in (3.3) is the covariance matrix and can be written as

R = A𝐶A𝐻
𝐶 , (3.5)

where A𝐶 that containing all critical steering vectors are written, via concatenation of each

steering matrix in equation (2.8) for 𝑁 receivers, as

A𝐶 =

[
a𝐶 (Ω𝑜𝑢𝑡,1 ,Ω𝑖𝑛,1), . . .a𝐶 (Ω𝑜𝑢𝑡,1 ,Ω𝑖𝑛,𝑁 )︸                                            ︷︷                                            ︸

N

, . . .︸︷︷︸
N(N-2)

a𝐶 (Ω𝑜𝑢𝑡,𝑁 ,Ω𝑖𝑛,1), . . . ,a𝐶 (Ω𝑜𝑢𝑡,𝑁 ,Ω𝑖𝑛,𝑁 )︸                                               ︷︷                                               ︸
N

]
∈ C𝑀×𝑁2

,

(3.6)



CHAPTER 3. PASSIVE BEAMFORMING OF SINGLE IRS 48

C in (3.4) is the constraint matrix and can be expressed as

C = [C1,C2] , (3.7)

C1 = [a𝐶 (Ω𝑜𝑢𝑡,1 ,Ω𝑖𝑛,1), . . . ,a𝐶 (Ω𝑜𝑢𝑡,𝑁 ,Ω𝑖𝑛,𝑁 )] , (3.8)

C2 = [. . . ,a𝐶 (Ω𝑜𝑢𝑡, 𝑞 ,Ω𝑖𝑛, 𝑝), . . . ] , 𝑝 ≠ 𝑞, 𝑝 = 1, ... , 𝑁 , 𝑞 = 1, ... , 𝑁 , (3.9)

where C1 means the channel matrix which contains the steering vectors of desired signals

to remain, and C2 is the interference channel matrix composed of steering vectors of the

unwanted directions where the signal will be suppressed. In addition, f is the beam pattern

response constraint vector which contains two parts defined as

f = [f1, f2]𝑇 , (3.10)

f1 =

[
𝛿11, . . . , 𝛿𝑁𝑁︸         ︷︷         ︸

𝑁

]𝑇
, (3.11)

f2 =

[
. . . , 𝛿𝑝𝑞, . . .︸       ︷︷       ︸
𝑁 (𝑁−1)

]𝑇
. (3.12)

f1 corresponds to the response values for desired signals, while f2 contains the maximum

tolerant response value for interference. For simplicity but without loss of generality, the

value can be set to unit power response, i.e., 𝛿𝑖𝑖 = 𝛿𝑙𝑜𝑤𝑒𝑟 = 1, for all desired signals (i.e., the

minimum achieved power response at the desired directions) as a lower bound. To suppress

the interference, we can set 𝛿𝑝𝑞 = 𝛿𝑢𝑝𝑝𝑒𝑟 << 𝛿𝑙𝑜𝑤𝑒𝑟 , which means 𝛿𝑢𝑝𝑝𝑒𝑟 is an upper bound

of the interference response.

The optimal solution of (P1) can be derived based on the mindset of the LCMV beam-

former with the Lagrange method [133], which can be written as

w𝑀𝑈−𝐿𝐶𝑀𝑉 = R−1C(C𝐻R−1C)−1f . (3.13)

Note that the optimization problem (P1) minimizes the sum power of interference at all re-

ceivers. Specifically, (P1) is to minimize the sum power of signals received by all receivers.

However, the desired signal power component is kept constant through the constraint equa-

tion (3.4). Thus, it is equivalently that the interference is nullified by IRS. Although the

weight is in the form of a single vector, the IRS can support multi-stream transmission since

it is fundamentally different from the traditional MIMO system. We can prove mathemat-
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ically that the IRS model with a single weight vector can be transferred to an equivalent

traditional MIMO model with multiple weight vectors, subject to two conditions as follows.

Firstly, the sufficient number of elements on the IRS should be equal to or greater than the

number of pairs, i.e., 𝑀 ≥ 𝑁 . This condition guarantees there is a sufficient degree of free-

dom for achieving zero-forcing at the interference locations. It is worth noting that to make

the system better performed, we typically require 𝑀 ≥ 𝑁2. While this requirement can be

easily achieved in practical deployment since each IRS can be with hundreds or thousands of

elements. Secondly, the directions of receivers and transmitters should be different to each

other, i.e., A𝐶,𝑖 ≠ A𝐶, 𝑗 , for 𝑖 ≠ 𝑗 , and 𝑖, 𝑗 ∈ [1, 𝑁]. This condition can assure the coefficient

matrix of the weights vector for zero-forcing is full rank. Under these two conditions, the

manipulation by the common weight to different steering matrices would produce equivalent

effects that different weight vectors manipulate the same steering matrix. Thus, multi-stream

data transmission can be supported by a single IRS. The closed-form optimal solution in

equation (3.13) achieves the required responses at the desired signal and interference direc-

tions. This AUPC solution provides an analytical upper bound of performance and can guide

the real system design. However, such a solution is ideal and impractical for IRS since the

calculated weights in w can have an arbitrarily large (or small) amplitude, which is impossi-

ble for a passive IRS where the amplitude is normally pre-designed and non-tunable. For this

practical concern, we add the constant modulus constraint in the following problem. Though

amplitude variation is an issue in designing the weights, relative methods can be applied to

equalize the variation, which will be studied in future work.

3.1.3 Suboptimal Weights With Constraints

As the passive characteristics of weights, the amplitude of each element typically equals to

or less than 1, depending on the design materials and circuits. Besides, in a practical IRS,

all elements are periodically deployed on the surface with the same reflecting coefficients

(i.e., they have the same amplitude). For simplicity and without losing the generality, the

amplitude of weights is fixed to 1 in this subsection.

Here, we propose to solve the problem with the new constant modulus constraint by

letting w = [𝑤1, . . . ,𝑤𝑀]𝐻 where 𝑤𝑚 = 𝑒 𝑗Ξ𝑚 ,Ξ𝑚 ∈ (0,2𝜋],∀𝑚 = 1, . . . , 𝑀 . We propose using
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SQP [134] to get ACPC solution by solving following problem

(P2) : min
w
𝐽 (w) = 𝐸{Σ𝑁𝑖=1 | 𝑦̂𝑟,𝑖 |

2} ≜ w𝐻Rw (3.14)

𝑠.𝑡. C𝐻
1 w ≥ f1 , (3.15)

C𝐻
2 w ≤ f2 , (3.16)

𝑤𝑚 = 𝑒 𝑗Ξ𝑚 ,Ξ𝑚 ∈ (0,2𝜋] ,𝑚 = 1, . . . , 𝑀 . (3.17)

To be noted, (P2) with nonlinear constraints is not convex due to the constraint of constant

modulus being introduced. Therefore, (P2) is NP-hard [135]. We propose to use the SQP

method, which is a class of popular methods for solving nonlinear and non-convex optimiza-

tion, to provide a locally optimal result for our work. The biggest advantage is that it can

search the infeasible points, which can be useful when constraints become strict such that

other algorithms can not obtain a solution normally. As equation (3.17) should be satisfied

to avoid the unbounded minimization of the original problem via SQP, we substitute w with

𝚵, where 𝚵 = [Ξ1, . . . ,Ξ𝑀]𝑇 , in (P2) to optimize the phase directly using the mapping re-

lationship of equation (3.17). Then, SQP solves (P2) by solving a quadratic programming

subproblem first in each iteration to compute a search direction for (P2). Each subproblem is

obtained by linearizing the constraints and approximating the Lagrangian function as

𝐿 (𝚵,𝜆𝜆𝜆) = 𝐽 (𝚵) −
𝑁2∑︁
𝑖=1
𝜆𝑖𝐺𝑖 (𝚵) , (3.18)

where 𝜆𝜆𝜆 = [𝜆1, ...,𝜆𝑙]𝑇 ∈ R𝑁
2

is the vector of the Lagrange multiplier. 𝐺𝑖 represent 𝑖-th con-

straint in (3.15) and (3.16). The subproblem to be solved to find a search direction for the

original problem (P2) can be expressed as

(P3) : min
d(𝑘)

1
2

d(𝑘)𝑇B(𝑘)d(𝑘) +g𝑇d(𝑘) (3.19)

𝑠.𝑡. 𝐺𝑖 +∇𝐺𝑇𝑖 d(𝑘) ≥ 0 𝑖 = 1,2, · · ·𝑁2 , (3.20)

where g = ∇𝐽 (𝚵),𝐺𝑖 = 𝐺𝑖 (𝚵) and B(𝑘) is usually a positive definite approximation to the

Hessian matrix of the Lagrangian function with respect to 𝚵. d(𝑘) is the solution to search a

(𝑘 +1)-th iterated solution of (P2) at 𝑘-th iteration, which can be used as

𝚵(𝑘 +1) = 𝚵(𝑘) + 𝑎𝑘d(𝑘) , (3.21)

where 𝑎𝑘 ∈ (0,1] is the step length parameter. Next, to guarantee the global convergence of
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(P2), a merit function is constructed as

𝜂(𝚵) = 𝐽 (𝚵) + 𝑝 | |G+(𝚵) | |1 , 𝑝 > 0 (3.22)

where 𝐽 (𝚵) is the objective function of (P2) after substitution of w with 𝚵 and 𝑝 is a positive

constant to be chosen. The 𝑖-the term of G+(𝚵) is

𝐺+𝑖 (𝚵) =


0 if 𝐺𝑖 (𝚵) ≤ 0

𝐺𝑖 (𝚵) if 𝐺𝑖 (𝚵) > 0
, 𝑖 = 1,2, ..., 𝑁2 . (3.23)

Thus, 𝑎𝑘 can be computed by using the line search method in the direction provided by the

solution of (P3) to minimize the value of merit function 𝜂(𝚵) at 𝑘-th iteration. Once the

minimum of the merit function is reached, we obtain 𝚵∗ and w∗ to (P2).

SQP algorithm is defined as: Step 1, initialize 𝚵, and 𝑘 . Step 2, solve the subproblem

(P3) to determine d(𝑘) and let 𝜆𝜆𝜆𝑘+1 be the vector of the Lagrange multiplier of the linear con-

straints obtained from the subproblem (P3). Step 3, compute the length 𝑎𝑘 such that 𝜂(𝚵(𝑘) +
𝑎𝑘d(𝑘)) < 𝜂(𝚵(𝑘)) then update the solution by equation (3.21). Step 4, calculate B(𝑘 +1)
from B(𝑘) using a quasi-Newton formula. Step 5, stop until | |𝜂(𝚵(𝑘 + 1)) − 𝜂(𝚵(𝑘)) | |1 < 𝜖
is achieved, where 𝜖 > 0. Otherwise, go back to Step 2. The pseudo-code for implementing

SQP can be seen as follows.

Algorithm 1 The SQP algorithm for solving (P2)
Input: R, f1, f2, C1 and C2
Output: 𝚵∗

1: Initialize 𝚵0, 𝜖 , 𝑘 , 𝑎𝑘
2: Let 𝜆𝜆𝜆𝑘 be Lagrange multiplier of equation (3.18)
3: while (1) do
4: Solve (P3) to get d(𝑘)
5: for 𝜂(𝚵(𝑘) + 𝑎𝑘d(𝑘)) ≥ 𝜂(𝚵(𝑘)) do
6: Compute 𝑎𝑘 by line searching
7: end for
8: 𝚵(𝑘 +1) = 𝚵(𝑘) + 𝑎𝑘d(𝑘)
9: Let 𝜆𝜆𝜆𝑘+1 be the vector of the Lagrange multiplier of (P3)

10: Compute B(𝑘 +1) from B(𝑘) using a quasi-Newton formula
11: if | |𝜂(𝚵(𝑘 +1)) −𝜂(𝚵(𝑘)) | |1 < 𝜖 then
12: 𝐵𝑟𝑒𝑎𝑘

13: end if
14: end while
15: 𝚵∗← 𝚵(𝑘 +1)
16: w∗← 𝑒 𝑗𝚵(𝑘+1)
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3.1.4 Phase quantization

In addition to the amplitude, the phase of the weights can be constrained to lower the cost,

size, and complexity of the IRS. In literature, the phase of weights is usually realized by

switching on and off of a simple inductor-capacitor (LC) circuit, which corresponds to 0 and

𝜋 phase responses respectively on the elements. This is so-called 1-bit coding. Advanced

IRS can achieve higher phase resolution through 2-bit coding with more choices of phase

responses of 0, 𝜋/2, 𝜋 and 3𝜋/2, or even higher bits coding which has a greater controlling

degree of freedom but also brings higher system cost [5, 136, 137].

To this end, we consider constraints of quantized phase shifter to the IRS. The ACPQ

solution is obtained by solving (P2) first and then quantizing the calculated optimal constant

modulus solution by 𝐵 bits. Such an idea has been proposed and widely used in mmWave

communications [70]. The quantized step will be 1/2𝐵 and available weights for each element

will be selected from

𝑤𝑚 = 𝑒 𝑗2𝜋𝑛𝐵/2
𝐵

, 𝑛𝐵 = 1, . . . ,2𝐵. (3.24)

More specifically, after obtaining weights from equation (3.21), weights will be classified to

the nearest discretized phases based on 𝐵, so the distance between the ACPC solution and

the ACPQ solution is minimized on the complex plane.

3.2 Limitation of Single IRS

3.2.1 On Transceiver’s Directions

Since the MU transmission is achieved by a single IRS, fundamental limits on the transceiver

locations can be defined by the following corollary.

Corollary 1. Directions of different transmitters should not be the same, and so as to direc-

tions of receivers, which can be represented as

Ω𝑖𝑛,1 ≠ Ω𝑖𝑛,2 ≠ · · · ≠ Ω𝑖𝑛,𝑁 and Ω𝑜𝑢𝑡,1 ≠ Ω𝑜𝑢𝑡,2 ≠ · · · ≠ Ω𝑜𝑢𝑡,𝑁 . (3.25)

This condition can be verified easily through the constraints of the original optimization

problem. Taking 𝑁 = 2 as an example, Tx1 sends signal to Rx1 and Tx2 sends signal to Rx2.

According to the formulation (3.14), the solution should satisfy constraints (3.16) and (3.17)

for specific responses and then we have relationships by rewritten the constraints as
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

w𝐻a𝐶 (Ω𝑜𝑢𝑡,1 ,Ω𝑖𝑛,1) ≥ 𝛿𝑙𝑜𝑤𝑒𝑟
w𝐻a𝐶 (Ω𝑜𝑢𝑡,2 ,Ω𝑖𝑛,1) ≤ 𝛿𝑢𝑝𝑝𝑒𝑟
w𝐻a𝐶 (Ω𝑜𝑢𝑡,2 ,Ω𝑖𝑛,2) ≥ 𝛿𝑙𝑜𝑤𝑒𝑟
w𝐻a𝐶 (Ω𝑜𝑢𝑡,1 ,Ω𝑖𝑛,2) ≤ 𝛿𝑢𝑝𝑝𝑒𝑟

, (3.26)

where 𝛿𝑙𝑜𝑤𝑒𝑟 >> 𝛿𝑢𝑝𝑝𝑒𝑟 . If Ω𝑖𝑛,1 = Ω𝑖𝑛,2, by substituting Ω𝑖𝑛,2 with Ω𝑖𝑛,1, equation (3.26)

becomes 

w𝐻a𝐶 (Ω𝑜𝑢𝑡,1 ,Ω𝑖𝑛,1) ≥ 𝛿𝑙𝑜𝑤𝑒𝑟
w𝐻a𝐶 (Ω𝑜𝑢𝑡,1 ,Ω𝑖𝑛,1) ≤ 𝛿𝑢𝑝𝑝𝑒𝑟
w𝐻a𝐶 (Ω𝑜𝑢𝑡,2 ,Ω𝑖𝑛,1) ≤ 𝛿𝑢𝑝𝑝𝑒𝑟
w𝐻a𝐶 (Ω𝑜𝑢𝑡,2 ,Ω𝑖𝑛,1) ≥ 𝛿𝑙𝑜𝑤𝑒𝑟

. (3.27)

Considering that the minimum response of desired signal 𝛿𝑙𝑜𝑤𝑒𝑟 is normally much larger

than the maximum response of interference 𝛿𝑢𝑝𝑝𝑒𝑟 , i.e., 𝛿𝑙𝑜𝑤𝑒𝑟 >> 𝛿𝑢𝑝𝑝𝑒𝑟 , the first and the

second equations (also the third and fourth) of (3.27) are self contradicted. The condition of

transmitters in the same direction makes the original optimization problem unsolvable. The

verification is the same if the receivers are in the same direction.

According to Corollary 1, it is not difficult to conclude that if incident angles or exit

angles are too close to each other, low channel SINR will be achieved. However, these lim-

itations can be overcome by using more than one IRS to make transceiver pairs spatially

distinguishable. In a nutshell, for a single meta-surface system to realize multi-user transmis-

sion, no overlapping in terms of both transmitters’ and receivers’ directions is compulsory.

3.2.2 On Half-power Beamwidth

For an IRS with fixed element distance, the HPBW is also limited. Also, since the transceiver

can be located in arbitrary directions with respect to the IRS, the HPBW is also subjected to

the transceiver’s direction.

In work [138], based on the antenna array theory, Han derived the HPBW of a single IRS

with weights assumption on the IRS. In particular, the weights vector w are assumed to be

𝑤𝑚 = 1, for 𝑚 = 1,2, ..., 𝑀 . The author further contributes a class of generalization to the

derived result. In essence, the derived HPBW in this case is still consistent with the HPBW

under MRC beamformer. Specifically, for an Rx at a given location, no matter where the

Tx is, we can always find an optimal solution by using MRC, so that the beampattern and

HPBW under incident signals from different directions are the same. This can be proven by

the characteristics of MRC beamformer on the specific arrays.
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For 𝑤𝑚 = 1, for 𝑚 = 1,2, ..., 𝑀 , we write array factor (AF) as

𝐴𝐹 = a𝑇 (Ω𝑜𝑢𝑡) ·a(Ω𝑖𝑛) . (3.28)

According to (3.28), the AF of IRS could be defined as

𝐴𝐹 = 𝑒− 𝑗𝜉1 + 𝑒− 𝑗𝜉2 + · · · + 𝑒− 𝑗𝜉𝑚 + · · · + 𝑒− 𝑗𝜉𝑀 , (3.29)

where 𝜉𝑚 are the merged phases of incident and reflection plane wave at the element locations

𝑚 = 1,2, · · · , 𝑀 . For an IRS in ULA, we have

𝜉𝑚 = 𝑘𝑑 (𝑚−1) (cos𝜙𝑖𝑛 + cos𝜙𝑜𝑢𝑡) = (𝑚−1)𝜉 (3.30)

where 𝜉 is a constant, once we fixed the directions of transceivers, carrier frequency and

element spacing. Since a large element spacing 𝑑 (e.g., 𝑑 = 2𝜆
3 ) may lead to grating lobes

causing interference and energy loss, a smaller 𝑑 is preferred and the value of 𝜉2 will be small,

thus the equivalence of sin( 𝜉2 ) ≈
𝜉

2 holds. According to (3.29) and (3.30), the AF could be

normalized and then simplified to

𝐴𝐹 =
1
𝑀

𝑀∑︁
𝑚=1

𝑒− 𝑗 (𝑚−1)𝜉 =
1
𝑀
[
sin(𝑀2 𝜉)
sin( 12𝜉)

] ≈
sin(𝑀2 𝜉)

𝑀
2 𝜉

. (3.31)

Since for weights employing the 𝑤𝑚 = 1, for 𝑚 = 1, 2, ..., 𝑀 , there are no further phase

terms introduced from the weights themselves, the weights from other algorithms can be

combined with phases for other analysis. The MRC weights can ideally combine the phase

from arbitrary paths delay for co-phasing add up. Therefore, consider applying weights with

MRC on IRS, we can write the AF as

𝐴𝐹 = w𝐻
𝑀𝑅𝐶a𝐶 (Ω𝑜𝑢𝑡 ,Ω𝑖𝑛) =

𝑀∑︁
𝑚=1

𝑒− 𝑗 𝑘𝑑 (cos𝜙𝑖𝑛+cos𝜙𝑜𝑢𝑡+𝜁𝑚) (𝑚−1) , (3.32)

where 𝜁𝑚 is the weights term from MRC. In this case, 𝜁𝑚 = −cos𝜙𝑖𝑛 − cos𝜙𝑖𝑛 + 𝛿𝑐. The 𝛿𝑐 is

also a designed constant that MRC can be introduced after combining the phase in steering

vectors. By letting 𝑘𝑑𝛿𝑐 = 𝜉, the generalization is complete. The further derivation for HPBW

is the same as we did in [138]. To conclude, for ULA, we have

𝐻𝑃𝐵𝑊 =


|𝜋−𝜙𝑖𝑛− cos−1 ( −2.782

𝑘𝑀𝑑
− cos𝜙𝑖𝑛) | +𝜙𝑖𝑛 ,0 < 𝜙𝑖𝑛 ≤ 𝑏𝑙

| cos−1 ( 2.782
𝑘𝑀𝑑
− cos𝜙𝑖𝑛) − cos−1 ( −2.782

𝑘𝑀𝑑
− cos𝜙𝑖𝑛) |, 𝑏𝑙 < 𝜙𝑖𝑛 < 𝑏𝑟

|𝜋−𝜙𝑖𝑛− cos−1 ( 2.782
𝑘𝑀𝑑
− cos𝜙𝑖𝑛) | + 𝜋−𝜙𝑖𝑛 , 𝑏𝑟 ≤ 𝜙𝑖𝑛 < 𝜋

. (3.33)
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where 𝑏𝑙 and 𝑏𝑟 are the boundary values of whether the HPBW is affected by the specific

value transceiver’s direction, and

𝑏𝑙 = cos−1(1− 2.782
𝑘𝑀𝑑

), 𝑏𝑟 = cos−1(2.782
𝑘𝑀𝑑

−1) , . (3.34)

3.3 Redundant Beams of IRS

Based on the model given by Section 2.1 and the optimization problem formulation in Section

3.1.2, it is not difficult to imagine IRS works as a special "mirror" in which each Tx can "see"

its targeted Rx through such a mirror. In addition, since there is only one set of weights for

all transceivers, each transmitter will be able to "see" other 𝑁 −1 redundant beams. Given the

fixed optimal weights, moving the observation location from one transmitter to another (e.g.,

the 2nd transmitter) will "see" its beam but not the newly generated beam (and we cannot since

only has one set of weights). Equivalently, it shifts the 1st pair’s one of the redundant beams

as its main beam for another receiver. In other words, the beam pattern of each pair should

have in total 𝑁 peaks with one main beam at the desired direction and other 𝑁 −1 redundant

beams in other directions if redundant beams are judged to exist. In addition, each direction

of redundant beams is only determined by the direction of such a pair and another pair (i.e.,

one of redundant beams for 𝑞-th Tx and Rx is determined by the directions of 𝑝-th Tx and

Rx). The essence of the redundant beam is actually the channel equivalence of two pairs.

As the physical characteristics of IRS are determined by itself, redundant beams should be a

common phenomenon for multi-user communications. Naturally, we can find such property

in IRS brings about the tradeoff design between the multiplexing and beamforming gains.

We mathematically derive the directions of redundant beams under different element dis-

tances in the next. However, to make the discussion simple and easy to follow, we first specify

our discussion with an ULA IRS and then extend it to URA IRS.

To investigate the relationship between the direction of the redundant beam and the di-

rection of transceiver pairs, we divide our discussion into three cases according to the range

of element distance. It should be mentioned that in this Chapter, we discuss the cases that

𝑑 ∈ (0,𝜆/2]. The scenario of 𝑑 ∈ (𝜆/2,∞) is not considered here for both ULA and URA,

since it may cause signal spatial aliasing. We denote the direction of a specific redundant

beam as Ω𝑅𝐵,𝑝𝑞 which means that the 𝑞-th receiver can receive a signal from 𝑞-th transmitter

at Ω𝑅𝐵,𝑝𝑞, and such a direction is essentially caused by the 𝑝-th pair’s constraint. Appendix

A.1 and Appendix A.2 list the proofs of the following corollaries for both ULA and URA.
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3.3.1 Beam Pattern of IRS for Multi-user

Beam pattern is an ideal metric to measure the performance of the interference cancellation

and observe redundant beams. Based on the combined steering vector of Ω𝑖𝑛,𝑢 and Ω𝑜𝑢𝑡,𝑣, the

beam pattern of the IRS-based beamformer can be obtained and written as

𝐵(Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢) = |w𝐻a𝐶 (Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢) | . (3.35)

Note that the weight vector w can be either ideal or constrained weights calculated from

different optimizations formulated in Section 3.1. The beam pattern 𝐵(Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢) can be

regarded as the performance metric to describe the sensitivity of the meta-surface with respect

to the signal transmitted and received from different AOA.

3.3.2 ULA’s Redundant Beams

To carefully investigate the relationship between the position of the redundant beam and the

user location, we will divide our discussion into three sectors according to the range of 𝑑.

The derivation of the following corollary can be viewed in Appendix A.1 and A.2. Firstly,

when 𝑑 equals to 𝜆/2. If we define 𝜙𝑝𝑞 = cos𝜃𝑖𝑛,𝑝 + cos𝜃𝑜𝑢𝑡,𝑝 − cos𝜃𝑖𝑛,𝑞 with 𝑝 ≠ 𝑞 and

{𝑝, 𝑞} ∈ [1, 𝑁], it is easy to find that 𝜙𝑝𝑞 ∈ (−3,3) since 𝜃𝑑𝑖𝑟 ∈ (0, 𝜋). Then, we can have the

following corollary:

Corollary 2. When 𝑑 = 𝜆/2, the redundant beam of the 𝑞-th pair is produced by the pole

constraint of the 𝑝-th pair. The redundant beam caused by the 𝑝-th pole is denoted as 𝜃𝑝𝑞,

which can be calculated as follows:

𝜃𝑝𝑞 =



arccos(𝜙𝑝𝑞 +2), 𝜙𝑝𝑞 ∈ (−3,−1)

arccos(𝜙𝑝𝑞 −2), 𝜙𝑝𝑞 ∈ (1,3)

arccos(𝜙𝑝𝑞), 𝜙𝑝𝑞 ∈ (−1,1)

0 𝑎𝑛𝑑 𝜋, 𝜙𝑝𝑞 = −1𝑜𝑟 1

(3.36)

Next, the following corollaries are proposed with the elements distance 𝑑 ∈ (0,𝜆/4) and

𝑑 ∈ [𝜆/4,𝜆/2), respectively:

Corollary 3. When 𝑑 ∈ (0,𝜆/4), the reflected angle of the redundant beam 𝜃𝑝𝑞 can be calcu-

lated by:

𝜃𝑝𝑞 =


arccos(𝜙𝑝𝑞), 𝜙𝑝𝑞 ∈ [−1,1]

∅, else
(3.37)
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Corollary 4. When 𝑑 ∈ [𝜆/4,𝜆/2), the reflect angle of the redundant beam 𝜃𝑝𝑞 can be

achieved as:

𝜃𝑝𝑞 =



arccos(𝜙𝑝𝑞), 𝜙𝑝𝑞 ∈ [−1,1]

arccos(𝜙𝑝𝑞 +𝜆/𝑑), 𝜙𝑝𝑞 ∈ (−3,−1),𝜆/𝑑 ≤ 1−𝜙𝑝𝑞
∅, 𝜙𝑝𝑞 ∈ (−3,−1), else

arccos(𝜙𝑝𝑞 −𝜆/𝑑), 𝜙𝑝𝑞 ∈ (1,3),𝜆/𝑑 ≤ 1+𝜙𝑝𝑞
∅, 𝜙𝑝𝑞 ∈ (1,3), else

(3.38)

It should be mentioned that the scenario when 𝑑 ∈ (𝜆/2,∞) is not considered here, since

it may produce more than one redundant beams which would cause signal spatial aliasing.

As such, this case is rarely applied in the multi-antenna design theory. Based on the three

corollaries, we can find that under some specific conditions, the redundant beams do not exist,

and therefore, the power of the signal can be focused in the desired direction.

Remark 1. With 𝑁 pairs of transceivers, up to 𝑁 −1 redundant beams will be generated and

thus may cause significant power loss. However, this property can be used for broadcast-

ing/multicast. In addition, shortening the element distance can be helpful for decreasing the

power separation of the signal since the number of redundant beams is also reduced.

3.3.3 URA’s Redundant Beams

Table 3.1: Ω𝑅𝐵,𝑝𝑞 of URA with 𝑑 = 𝜆/2, Corollary 5

𝛼12

𝜙𝑝𝑞 ∈ [0,2𝜋] 𝛽𝑝𝑞 [-3,-1] (-1,1) [1,3]

[-3,-1] arctan ( 𝛽𝑝𝑞+2
𝛼𝑝𝑞+2 ) +𝑛3𝜋 arctan ( 𝛽𝑝𝑞

𝛼𝑝𝑞+2 ) +𝑛3𝜋 arctan ( 𝛽𝑝𝑞−2
𝛼𝑝𝑞+2 ) +𝑛3𝜋

(-1,1) arctan ( 𝛽𝑝𝑞+2
𝛼𝑝𝑞
) +𝑛3𝜋 arctan ( 𝛽𝑝𝑞

𝛼𝑝𝑞
) +𝑛3𝜋 arctan ( 𝛽𝑝𝑞−2

𝛼𝑝𝑞
) +𝑛3𝜋

[1,3] arctan ( 𝛽𝑝𝑞+2
𝛼𝑝𝑞−2 ) +𝑛3𝜋 arctan ( 𝛽𝑝𝑞

𝛼𝑝𝑞−2 ) +𝑛3𝜋 arctan ( 𝛽𝑝𝑞−2
𝛼𝑝𝑞−2 ) +𝑛3𝜋

𝛽𝑝𝑞 [-3,-1] (-1,1) [1,3]
𝜃𝑝𝑞 ∈ [0, 𝜋2 ] arcsin ( 𝛽𝑝𝑞+2

𝑠𝑖𝑛𝜙𝑝𝑞
) arcsin ( 𝛽𝑝𝑞

𝑠𝑖𝑛𝜙𝑝𝑞
) arcsin ( 𝛽𝑝𝑞−2

𝑠𝑖𝑛𝜙𝑝𝑞
)

Consider a URA IRS with 𝑑 = 𝜆/2 and we define the other two intermediate variables as

𝛼𝑝𝑞 = cos𝜙𝑖𝑛,𝑝 sin𝜃𝑖𝑛,𝑝 + cos𝜙𝑜𝑢𝑡,𝑝 sin𝜃𝑜𝑢𝑡,𝑝 − cos𝜙𝑖𝑛,𝑞 sin𝜃𝑖𝑛,𝑞, (3.39)

𝛽𝑝𝑞 = sin𝜙𝑖𝑛,𝑝 sin𝜃𝑖𝑛,𝑝 + sin𝜙𝑜𝑢𝑡,𝑝 sin𝜃𝑜𝑢𝑡,𝑝 − sin𝜙𝑖𝑛,𝑞 sin𝜃𝑖𝑛,𝑞 . (3.40)
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Table 3.2: Ω𝑅𝐵,𝑝𝑞 of URA with 𝑑 ∈ [𝜆/4,𝜆/2), Corollary 7

𝛼𝑝𝑞

𝜙𝑝𝑞 ∈ [0,2𝜋] 𝛽𝑝𝑞
[-3,-1], 𝛽𝑝𝑞 + 2𝜋

𝑘𝑑
≤ 1 (-1,1) [1,3], 𝛽𝑝𝑞 − 2𝜋

𝑘𝑑
≥ −1

[-3,-1], 𝛼𝑝𝑞 + 2𝜋
𝑘𝑑
≤ 1 arctan ( 𝛽𝑝𝑞+

𝜆
𝑑

𝛼𝑝𝑞+ 𝜆𝑑
) +𝑛3𝜋 arctan ( 𝛽𝑝𝑞

𝛼𝑝𝑞+ 𝜆𝑑
) +𝑛3𝜋 arctan ( 𝛽𝑝𝑞−

𝜆
𝑑

𝛼𝑝𝑞+ 𝜆𝑑
) +𝑛3𝜋

(-1,1) arctan ( 𝛽𝑝𝑞+
𝜆
𝑑

𝛼𝑝𝑞
) +𝑛3𝜋 arctan ( 𝛽𝑝𝑞

𝛼𝑝𝑞
) +𝑛3𝜋 arctan ( 𝛽𝑝𝑞−

𝜆
𝑑

𝛼𝑝𝑞
) +𝑛3𝜋

[1,3], 𝛼𝑝𝑞 − 2𝜋
𝑘𝑑
≥ −1 arctan ( 𝛽𝑝𝑞+

𝜆
𝑑

𝛼𝑝𝑞− 𝜆𝑑
) +𝑛3𝜋 arctan ( 𝛽𝑝𝑞

𝛼𝑝𝑞− 𝜆𝑑
) +𝑛3𝜋 arctan ( 𝛽𝑝𝑞−

𝜆
𝑑

𝛼𝑝𝑞− 𝜆𝑑
) +𝑛3𝜋

𝛽𝑝𝑞 [-3,-1], 𝛽𝑝𝑞 + 2𝜋
𝑘𝑑
≤ 1 (-1,1) [1,3], 𝛽𝑝𝑞 − 2𝜋

𝑘𝑑
≥ −1

𝜃𝑝𝑞 ∈ [0, 𝜋2 ] arcsin ( 𝛽𝑝𝑞+
𝜆
𝑑

sin𝜙𝑝𝑞 ) arcsin ( 𝛽𝑝𝑞
sin𝜙𝑝𝑞 ) arcsin ( 𝛽𝑝𝑞−

𝜆
𝑑

sin𝜙𝑝𝑞 )

Similar to ULA case, it is easy to find that both 𝛼𝑝𝑞 and 𝛽𝑝𝑞 ∈ [−3,3]. Then, we can have the

following corollaries.

Corollary 5. Consider a URA IRS with 𝑑 = 𝜆/2 for 𝑁 pairs’ transceivers. The redundant

beam direction Ω𝑅𝐵,𝑝𝑞 = (𝜙𝑝𝑞 , 𝜃𝑝𝑞) in this case, and it can be calculated from Table 3.1.

Here, 𝑛3 ∈ 𝑍 .

For 𝑑 ∈ (0,𝜆/4) and 𝑑 ∈ [𝜆/4,𝜆/2), we have the following corollaries respectively.

Corollary 6. For URA IRS with 𝑑 ∈ (0,𝜆/4), the reflection angle of the redundant beam 𝜙𝑝𝑞

and 𝜃𝑝𝑞 can be expressed as

𝜙𝑝𝑞 =


arctan ( 𝛽𝑝𝑞

𝛼𝑝𝑞
), 𝛼𝑝𝑞, 𝛽𝑝𝑞 ∈ [−1,1]

∅, else
, (3.41)

𝜃𝑝𝑞 =


arcsin ( 𝛽𝑝𝑞

sin𝜙𝑝𝑞 ), 𝛼𝑝𝑞, 𝛽𝑝𝑞 ∈ [−1,1]

∅, else
. (3.42)

Corollary 7. When 𝑑 ∈ [𝜆/4,𝜆/2), the reflect angle of the redundant beam 𝜙𝑝𝑞 and 𝜃𝑝𝑞 can

be expressed in Table II.

Note that the redundant beam is a side effect of the IRS when multiple pairs of signals are

reflected, and we have the following remarks.

Remark 2. With 𝑁 pairs of transceivers, up to 𝑁 −1 redundant beams can be generated by

the optimal weights and thus may cause significant power loss due to redundant beams split-

ting the power from a typical direction to other trivial directions. In worst-case scenarios, a

multiplexing gain of 𝑁 can be achieved while the power efficiency will be 1/𝑁 .
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Remark 3. Under some specific transceivers’ directions with relatively small 𝑑, there are no

redundant beams and thus the power of the signal can be focused on the desired direction.

However, with a small 𝑑, the beamforming resolution is not ideal as a large one.

3.4 Simulation results

In the simulations, we use an IRS composed of 16× 16 elements with an element distance

of 𝑑 = 𝜆/2, unless otherwise specified. All elements are isotropic and assumed to have the

perfect reflective coefficient, i.e., |𝑤𝑚 | = 1. For all simulations, we assume that signal power is

normalized and the additive noise at each receiver is set as −10 dB unless otherwise specified.

(b) Cross section of beampattern along 

specific elevation angles of 1 
st pair 

(a) Beampattern along of 1 
st pair 

(d) Cross section of beampattern along 

specific elevation angles of 2 
nd pair 

(c) Beampattern along of 2
nd pair 

Figure 3.1: Beampattern of ACPC solution. (a) Beampattern of 1st pair. (b) Cross section of
1st pair along elevation directions of the signal of interest. (c) Beampattern of 2nd pair. (d)
Cross section of 2nd pair along elevation directions of the signal of interest. For the 1st pair,
the three curves are about 𝜃 = 60◦, 50◦ and 34◦ respectively. For the 2nd pair, the three lines
correspond to 𝜃 = 50◦, 60◦ and 24◦ respectively.

Two pairs of transceivers are considered in the simulations and their directions are Ω𝑖𝑛,1 =
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(30◦,30◦) ,Ω𝑜𝑢𝑡,1 = (150◦,60◦) ,Ω𝑖𝑛,2 = (120◦,20◦) ,Ω𝑜𝑢𝑡,2 = (310◦,50◦) unless other speci-

fied.

3.4.1 Redundant beams of URA based on ACPC

Firstly, we consider the ACPC solution of the problem (3.14) calculated by the SQP algo-

rithm. According to the corollaries proposed in this Chapter, we can analytically calculate

that the redundant beam for 1st pair of the transceiver is at Ω𝑅𝐵,21 = (258.3◦,33.5◦) and the

redundant beam for 2nd pair is at Ω𝑅𝐵,12 = (110.6◦,24.4◦). Fig. 3.1 shows simulation results.

The main beam and redundant beam are presented in each sub-figure at left, respectively.

As marked in the figure, each main beam is marked by a red circle, each redundant beam is

marked by a black circle, and the interference position that needs to be suppressed to make

interference-free is marked by a green circle. Through Fig. 3.1, more details for particular 𝜃

value can be observed from the beampattern. These figures are the cross-section along the

elevation angle of the figures on the left-hand side, and the cut positions of interest have been

marked by the dashed lines from the left figures, connected directly to the figures on the right-

hand side. For figures on the right-hand side, the red dot marks the response in the desired

direction, the black dot marks the response of the redundant beam, and the green dot marks

the response in the suppressed direction. Therefore, it is not hard to find, by comparing the

two figures on the right-hand side, where the main beam is generated in the direction where

the 1st Rx is, the signal of 1st Tx received by the 2nd Rx is suppressed to around −41 dB,

while at where that of the main beam is generated for 2nd Rx, the signal from 2nd Tx received

by 1st Rx is suppressed to about −39 dB, which is consistent to the desired characteristics of

IRS system. It is also observed that a larger number of elements can have more control over

the interference suppressing in this case, while a narrower main beam plus redundant beams

will also be achieved.

3.4.2 Multi-user scenario of URA

In Fig. 3.2, Fig. 3.3, and Fig. 3.4, we showcase the scenario of three pairs of transceivers.

The new added 3rd pair transceiver is located at Ω𝑖𝑛,3 = (190◦,50◦) and Ω𝑜𝑢𝑡,3 = (240◦,10◦).
For lowering side lobes on the beampattern, the optimal AUPC solution is implemented.

We observe that by considering an extra 3rd pair transceiver, one more redundant beam is

generated, and one more nullified direction is produced on the beampattern of Tx1 and Tx2

respectively. At the same time, the redundant beams caused by the constraints of the first two

pairs remained at the same direction for Tx1 and Tx2. As for positions of redundant beams

of 3rd pair transceiver, they can be calculated accurately using our corollary in Section 3.3.3.
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Figure 3.2: Beampatterns of three pairs under AUPC solution, for 1st pair.

Figure 3.3: Beampatterns of three pairs under AUPC solution, for 2nd pair. (c) Beampattern
of 3rd pair.
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Figure 3.4: Beampatterns of three pairs under AUPC solution, for 3rd pair.

Table 3.3: The performance comparison between different algorithms

Noise power=10dB Capacity (bps) Signal Power(dB) Interference(dB)
Receiver Rx1 Rx2 Rx1 Rx2 Rx1 Rx2
GA (ACPC) [139] 11.3 11.3 43.1 43.9 -12.3 -23.9
SQP (ACPC) 10.3 10.6 43.1 43.2 7.6 5.1
MU-LCMV-Phase (ACPC) 9.2 9.2 44.2 44.2 15.3 15.3
MU-LCMV-Amplitude (AXPC) 10.6 10.6 41.9 41.9 -246.3 -262.8
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3.4.3 The performance analysis of proposed algorithms

To analyze the performance of the proposed algorithms in Section III, the performances on

the capacity, received power and interference are illustrated. In Table 3.3, four algorithms

are compared, and three algorithms are considered for solving the problem of ACPC for

(P2). They are genetic algorithm (GA), SQP, and MU-LCMV-Phase which directly takes

the phase of AUPC solution of (P1). MU-LCMV-Amplitude is shown for reference, which

is obtained by normalizing the amplitude of the AUPC solution to provide the AXPC. Due

to (P2) being NP-hard, the optimal solution can not be obtained with the polynomial-time

algorithms. And no efficient algorithms can guarantee the optimal solution. Since GA is

a class of heuristic algorithms that can provide a nearly optimal solution where the local

optima can be avoided by sufficient times of exhaustive searching, we use GA as a near-global

optimal benchmark. We can find the performance of capacity achieved by SQP is slightly

lower than the benchmark GA, where the difference for capacity is less than 10% from the

benchmark. However, GA’s searching cost is much higher than other algorithms, which

cannot be acceptable in real applications. To be noted, MU-LCMV-Phase and MU-LCMV-

Amplitude achieve the highest received power and minimal interference power at receivers,

respectively. Although MU-LCMV-Phase only achieves 80% percent capacity of GA, it is

obtained analytically. MU-LCMV-Amplitude achieves interference-free transmission. It is

worth mentioning that both MU-LCMV based solutions can be obtained with low-complexity

algorithms since they are based on the analytical solution.

Fig. 3.5 shows the error of redundant beam between the analytical calculation through

Corollary 5 and the simulation of AUPC and ACPC solutions. In this figure, lines drawn

in the same color are under conditions of the same element distance of IRS but different

solutions of the algorithm. As mentioned above, systems with small element distances have

a worse resolution, so they are more likely to get a larger error on the direction of redundant

beams. The error reduces with the increase of elements, reaching a plateau at a range of large

element numbers. In addition, AUPC outperforms ACPC in accuracy performance.

3.4.4 Redundant beams of URA based on ACPQ

In this simulation, we verify the performance of the ACPQ solution. The performance loss

can be conceived by comparing Fig. 3.7, Fig. 3.8, Fig. 3.9, and Fig. 3.10 to Fig. 3.1. Due to

the limitation of phase resolution which is 1 bit in this simulation, there are more side lobes

occurred, which implies worse power efficiency. These side lobes are called quantized side

lobes and have been verified by real experiments in work [140]. Nevertheless, we claim again

that critical differences lie between redundant beams and sidelobes, where the former is not
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Figure 3.5: Redundant beam error between analytical calculation and simulation for different
solutions.

Figure 3.6: SINR vs the angle difference of transmitters (and receivers).
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Figure 3.7: Beampattern of ACPQ solution for 1st pair.
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Figure 3.8: Beampattern cross-section of ACPQ solution for 1st pair.
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Figure 3.9: Beampattern of ACPQ solution for 2nd pair.
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Figure 3.10: Beampattern cross-section of ACPQ solution for 2nd pair.
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able to be eliminated while sidelobes are able to be mitigated.

Other solutions can also be numerically obtained from other approximations and dis-

crete optimization [141, 142] and the optimal solution can be obtained by exhaustive search-

ing. Nevertheless, in those critical directions where marked by circles, the characteristics of

redundant beams are still preserved, which can also validate our theorem about redundant

beams. As we can observe from Fig. 3.7 and Fig. 3.9, the beams marked by red circles keep

an almost ideal maximum response. That marked by green circles indicates an acceptable in-

terference suppressed, which is around −25 dB, and the redundant beams still keep the same

level response as the main beam.

3.4.5 SINR performance

Since the algorithm aims to provide equal SINR for different users located in different di-

rections with different channel correlations, to show the robustness of the algorithm, this

simulation evaluates the SINR performance versus the angle difference between two users by

calculating equation (2.9). For simplicity, we use ULA IRS with 64 elements in this simu-

lation. 𝜙𝑖𝑛,1 = 30◦ and 𝜙𝑜𝑢𝑡,1 = 100◦. The distance between each element is set to 𝜆/2. We

define ΔTx = 𝜙𝑖𝑛,2−𝜙𝑖𝑛,1 and ΔRx = 𝜙𝑜𝑢𝑡,2−𝜙𝑜𝑢𝑡,1 as the angle differences of transmitters and

receivers respectively. As AUPC is unconstrained on amplitude, we define the norm of AUPC

solution to be consistent with ACPC so they are on the same scale. As shown in Fig. 3.6, with

the angle difference of the transmitters ΔTx and receivers ΔRx increasing, the performance of

SINR of both Rx1 and Rx2 are plotted. Their SINR improves and reaches a peak value when

the angle difference is sufficiently large. The lines marked by the same color are under the

same transceivers’ position, and lines marked by the same symbol are obtained by the same

way of solution. Apparently, AUPC apparently outperforms ACPC on SINR. The fluctuation

after the peak value is due to the spatial correlation between the merged steering vectors of

the desired direction and the interference direction varies. For results from AUPC weights,

it realizes the optimal upper bound of SINR when the direction difference is large. While

for ACPC, the upper bound is lower due to the amplitude of weights is constrained and thus

beamforming angle resolution is limited. Therefore we can conclude that close angles be-

tween each transmitter or receiver achieve low SINR. The error still exists as long as the

number of elements is limited.

3.4.6 Half-power Beamwidth

The analytical expressions of HPBW in equation (3.33) conform to the simulation result. As

shown in Fig. 3.11, HPBW increases as the incident angle moves away from 90◦ and reaches
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Figure 3.11: HPBW of IRS with different incident angle
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the maximum at 𝜃𝑖𝑛 = 𝑎, 𝑏 determined by equation (3.33). As the incident signal gets closer

to the surface of IRS, more energy of the signal will be dissipated, resulting in a decrease in

HPBW. Besides, HPBW decreases while 𝑀 increases, which indicates that the greater the

number of elements, the better the directivity will be. The HPBW of a conventional array,

with the same size and element spacing to IRS, is also plotted for reference [22]. Although the

two systems are different, their models are equivalent at vertical incidence, which explains

why the two systems’ HPBW are equal at 𝜃𝑖𝑛 = 90◦ while the HPBW is greater than that

of a conventional array in the other incident conditions. We can also find that when the

reflect and transmit angles are the same, the antenna array’s HPBW with MRC applied will

be equal to HPBW in equation (3.33), as shown in Fig. 3.12. Besides, unlike the HPBW of

conventional active antenna array which is the overall response to the incident signals with

different incident angles, the HPBW of IRS will change with incident angles. Also, larger 𝑑

causes smaller HPBW and vice versa.

3.5 Summary

Multi-user beamforming and transmission based on IRS are investigated in this chapter. Opti-

mization problems are formulated to obtain the optimal weight vector for different scenarios.

A closed-form solution is first derived by using LCMV beamformer based on AUPC config-

uration and the AXPC solution can be correspondingly obtained via linear scaling of AUPC.

By constraining the amplitude and phase of the weight vector, ACPC solution is obtained

for practical IRS implementation with SQP algorithm. A critical observation of the thesis is

that redundant beams exist in the system and brings significant power loss. We have mathe-

matically analyzed the redundant beams under different IRS configurations to provide useful

design guidance for in-depth analysis. In addition, the HPBW of IRS is analyzed and com-

pared with that of the conventional array. Results verified the finding and algorithms and

suggested using a large angle difference between the Txs (and Rxs).



Chapter 4

Sum Rate Limit Analysis of IRS
Networks

As a MU beamforming design has been given in previous chapters, with in-depth analysis on

redundant beams, beamwidth and sum rate performance. In this chapter, we aim to investigate

the reachable sum rate limit for IRS networks. Note that the IRS networks can form different

topologies and result in different sum rate limits. Hence, we will first analyze the single IRS

model which is the basic unit of the IRS networks model. To guarantee a reachable sum

rate for single IRS and networks, the conditions for realizing maximal power and minimal

interference are necessary. Therefore, for single IRS, two critical conditions are derived

mathematically: the optimal condition to reach the sum rate upper bound and the condition to

realize interference-free transmission. Leveraging these conditions, the sum rate upper bound

of MUMOR transmission assisted by an IRS network is analyzed, with different topologies

of the IRS network. Specifically, graph decomposition is implemented to the graphs for

analyzing the maximized SE and EE. The required channel estimation strategy for the IRS

network channel model will also be introduced.

4.1 Limit of Single IRS System

4.1.1 Optimal MU Sum-rate

In case of single IRS, where Γ = 1, 𝐾 = 1 in equation (2.34), then the received signal for all

Rxs becomes:

y = H𝐼,1s+n = A𝑇
𝑜𝑢𝑡,1WA𝑖𝑛,1s+n , (4.1)

70



CHAPTER 4. SUM RATE LIMIT ANALYSIS OF IRS NETWORKS 71

where

H𝐼,1 =


w𝐻a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,1) . . . w𝐻a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,𝑁 )
w𝐻a𝐶 (𝜙𝑜𝑢𝑡,2 , 𝜙𝑖𝑛,1) . . . w𝐻a𝐶 (𝜙𝑜𝑢𝑡,2 , 𝜙𝑖𝑛,𝑁 )

...
. . .

...

w𝐻a𝐶 (𝜙𝑜𝑢𝑡,𝑁 , 𝜙𝑖𝑛,1) . . . w𝐻a𝐶 (𝜙𝑜𝑢𝑡,𝑁 , 𝜙𝑖𝑛,𝑁 )


. (4.2)

With equal power 𝑃𝑇 from all transmitters, the channel capacity of MU transmission on

a single IRS can be expressed as

𝐶 = 𝑙𝑜𝑔det(I𝑁 +
𝑃𝑇

𝑁0
H𝐼,1H𝐻

𝐼,1) . (4.3)

Then, the optimization on weights w is equivalent to maximizing the diagonal terms and

minimizing the off-diagonal terms in the equation (4.2). However, it is hard to decide whether

the main diagonal terms and the off-diagonal terms of H𝐼,1 can be simultaneously maximized

and minimized, i.e, |w𝐻a𝐶 (𝜙𝑜𝑢𝑡,𝑖 , 𝜙𝑖𝑛,𝑖) | = 𝑀 and |w𝐻a𝐶 (𝜙𝑜𝑢𝑡,𝑖 , 𝜙𝑖𝑛, 𝑗 ) | = 0, 𝑖 ≠ 𝑗 . This is due

to the transceivers being located in different directions with respect to IRS, the IRS aided

channels for transceivers are different. There might be a tradeoff on whether the signal power

should be maximized or interference should be minimized to reach the sum rate limit by

relying on a specific algorithm for designing the weights vector.

Note that once the spatial correlation between each transceiver pairs a𝐶 (𝜙𝑜𝑢𝑡,𝑢 , 𝜙𝑖𝑛,𝑣), 𝑢, 𝑣 =
1, ..., 𝑁 is fixed, we can calculate w. As the IRS channel is deterministic with fixed w, the

spatial correlation between all transceiver pairs is another dominating factor in deciding the

sum rate upper bound. For example, the higher the spatial channel between Tx𝑖 and Tx 𝑗 or

between Rx𝑖 and Rx 𝑗 , the lower the channel ranks and singular values of H𝐼,1 are, which

further lower the upper bound of the overall sum rate in a specific spatial realization. To

find an optimal upper bound of the sum rate, we derive the optimal condition in the spatial

correlation between each transceiver pair. In this case, every pair can leverage the optimal

gain brought by the single IRS. Besides, the interference between each pair can be nullified

simultaneously.

4.1.2 Conditions on Directions of Transceivers and Spacings

Let the 𝑖-th pair user locate at 𝜙𝑖𝑛,𝑖 = 𝛼𝑖 , 𝜙𝑜𝑢𝑡,𝑖 = 𝛽𝑖 and the 𝑗-th pair locate at 𝜙𝑖𝑛, 𝑗 = 𝛼 𝑗 , 𝜙𝑜𝑢𝑡, 𝑗 =

𝛽 𝑗 where 𝑖 ≠ 𝑗 , 𝑖, 𝑗 = 1,2, ..., 𝑁 . Denote Δ𝑟 = 𝑑
𝜆

as the normalized spacing between each el-

ement since 𝑑 is the distance between each element and 𝜆 is the carrier wavelength. Addi-

tionally, denote 𝐿 = 𝑀Δ𝑟 as the relative length with respect to normalized spacing. Then we

have

𝑤𝑚 = 𝑒− 𝑗 𝜁𝑚𝑘𝑑𝑚 ,𝑚 = 1, . . . , 𝑀 , (4.4)
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where

𝜁𝑚 = −cos𝛼𝑖 − cos 𝛽𝑖 +
𝐾

Δ𝑟
(4.5)

is the optimal factor given by MRC algorithm1 to realize the power gain of the 𝑖-th pair user,

i.e., |w𝐻a𝐶 (𝜙𝑜𝑢𝑡,𝑖 , 𝜙𝑖𝑛,𝑖) | = 𝑀 .

Lemma 2. Given 𝑁 pairs of transceivers assisted by a single piece IRS, the optimal sum rate

upper bound for 𝑁 transceivers aided by first order reflection can be obtained when each

transceiver pair’s position for Tx and Rx are at

𝛼 𝑗 = cos−1
(
𝑗

𝐿
− 𝜁𝑚 − cos 𝛽𝑖 ±

1
Δ𝑟

)
(4.6)

and

𝛽 𝑗 = cos−1
(
𝑗

𝐿
− 𝜁𝑚 − cos𝛼𝑖 ±

1
Δ𝑟

)
(4.7)

respectively.

Lemma 2 reveals that if the position of each transceiver can be coordinated correspond-

ingly, H𝐼,1 can be optimized such that diagonal terms can be maximized and off-diagonal

terms can be nullified respectively at the same time. And it also observed that once one of

the transceiver pairs is fixed in its position, other optimal positions for other pairs are fixed to

satisfy the optimal spatial correlation. Physically, each reflected beam towards each Rx is or-

thogonal to each other. The whole IRS channel can be orthogonal space-division multiplexed

(OSDM) by 𝑀 pairs of the transceiver. Thus, we call links with correlation obeying Lemma

2 as the optimal link. Proof of Lemma 2 is shown in Appendix A.3. Additionally, without

changing 𝐿, no matter how the element number and spacing vary, the optimal condition in

Lemma 2 will not change since the nullifying point in the visible angular domain and the peri-

odicity of channel response is now determined by 𝐿, which can also be viewed from equation

(A.40) in Appendix A.3. In fact, the characteristic of channel rank is essentially proportional

to 𝐿 [4]. Therefore, we propose to use 𝑑 = 𝜆
2 since this is the maximal spacing for a fixed 𝐿

to secure the narrowest reflected beam, which causes no grating lobe of the reflected beam.

Note that there is a trade-off between energy efficiency and spacing as well. This is due to

smaller spacing resulting in fewer channel ranks and larger beamwidth. Still, the redundant

beam, causing energy waste in trivial directions, will less likely occur [143]. Thus, the actual

spacing can be less than this value based on different design criteria. Some discussions about

the spacing of elements and the beamwidth of IRSs can be referred to in [122,138,144]. With

fixed 𝐿, 𝑀 , and half-wavelength spacing, we have

1Since constant modulus constraint is still existed, the MRC now is equivalent to the co-phasing combining.
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Theorem 2. Given all transceivers are optimally positioned, the upper bound of the sum rate

with 𝑁 pair transceivers for a single IRS of 𝑀 elements is

𝐶𝑀𝑎𝑥 =

𝑁∑︁
𝑛=1

𝑙𝑜𝑔(1+ 𝑃𝑇𝑀
2

(𝑑𝑖𝑛,𝑛𝑑𝑜𝑢𝑡,𝑛)2𝑁0
), if 𝑁 ≤ 𝑀 , (4.8)

where 𝑃𝑇 is the power of Txs, 𝑁 is the spatial multiplexing gain and 𝑁0 is the noise power

at the Rxs, and 𝑑𝑖𝑛,𝑛 and 𝑑𝑜𝑢𝑡,𝑛 represent the incident distance and exit distance on the single

IRS for the 𝑛-th pair transceiver.

Based on Theorem 2, the sum rate upper bound is reached when 𝑁 = 𝑀 and each pair

receives the power gain of 𝑀2. If normalized power from the Tx is considered without path

loss, then the power gain should be 1 since the whole IRS network is a passive system. When

𝑁 > 𝑀2, user interference is unavoidable, and now the sum rate users should be determined

specifically by the spatial correlation of transceivers and the ratio between 𝑁 and 𝑀 . Just for

the completeness of this work, other multiplexing schemes are proposed to avoid inter-user

interference if 𝑁 > 𝑀 . In addition, we notice that the path loss is only related to the distance

between transceivers and IRS. For simplicity, we can omit (𝑑𝑖𝑛,𝑛𝑑𝑜𝑢𝑡,𝑛)2 and consider the path

loss as different constant values for specific analysis.

Note that the upper bound in Theorem 2 is hard to achieve as transceivers can not always

stay at the optimal position in Lemma 2. Moreover, the element spacing may be less than half

wavelength, and the mutual coupling effect can be an issue [145]. Nevertheless, Theorem 2

is meaningful as it analytically provides a sum rate upper bound for each IRS and can only

be obtained by satisfying the optimal condition in Lemma 2.

4.1.3 Interference-free Condition Based on A Single IRS

When the spatial correlation between transceiver pairs is not orthogonal, with one IRS, we

can nullify the interference to achieve interference-free transmission.

Lemma 3. To achieve interference-free transmission without orthogonal spatial correlations

between each transceiver pair, the element number on a single IRS should satisfy 𝑀 ≥ 𝑁2.

The interference-free condition can be easily achieved in practical deployment since each

IRS can have a sufficient amount of elements. The proof is given in Appendix A.4, where

we also show a single IRS is able to support multiple stream transmission with only one

vector. As there is a similarity and equivalence in the function between IRS and MIMO pre-

coding/decoding, with the deployment of the IRS, transceivers can transfer some workloads
2However, this case is rare in the real situation since 𝑁 ≤ 𝑀 can be guaranteed as there can be hundreds of

thousands of IRS elements while keeping the far-field condition [123].
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to the IRS. Thus the structure of transceivers can be simplified. Nevertheless, IRSs still have

unique advantages over the traditional MU scheme compared with the traditional scheme.

In particular, the IRS can suppress the inter-user interference before Rxs are jammed, while

the traditional scheme can not conveniently suppress the inter-user interference at Rxs due to

joint decoding is usually not available.

Remark 4. The number of transceivers that access the IRS network from a single IRS should

be significantly below the number of elements of that a single IRS. In addition, it is better if

transceivers can locate differently in directions with respect to each other and the single IRS

for lowering the spatial correlation of channels between each transceiver pair. Extra pieces

of IRS nearby should be involved to solve high spatial correlation (spatial aliasing) since

extra pieces of IRS can distinguish these transceivers from a much different location.

4.2 Limit of MU Sum-rate Within Multi-hops IRS Network

For simplicity, we use the terminology of graph theory for the following discussion [146].

We call an LoS channel an edge, a single IRS/transceiver as a node, nodes connected to one

node by an edge as adjacent nodes, the number of edges that are incident to a node as the

degree, a C-LoS path as a path, the number of IRS nodes that the path passes through as the

path length or simply length, and the IRS network as the network.

In the network, the sum rate is affected by the network’s topology and geometry, the num-

ber of IRS/transceiver nodes, and IRS nodes’ weights design. The topology is the connection

statement of nodes by edges existing within the network, while the geometry is determined

by the relative AOA and AOD between arbitrary two nodes. Thus all nodes and edges have

a specific topological and geometrical relationship with each other, as shown in Theorem 1.

However, it is difficult to derive the exact sum rate upper bound without prior determining

the network topology, geometry, and weights design.

Note that, Theorem 2 indicates each IRS node can fulfill the criteria of power maximiza-

tion and interference nullification given the optimal condition in Lemma 2. To maximize

the EE and SE performance, we leverage Lemma 2 to determine the network’s geometry,

topology and weights design. In particular, each IRS node can optimally serve other adja-

cent IRS/transceiver nodes, where maximally 𝑀 pair of adjacent nodes can be supported, or

2𝑀 degrees can be possessed by one IRS node. As the topology is versatile given 𝐾 nodes

of IRS to form a network, we derive the sum rate upper bound for two kinds of common
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Figure 4.1: MUMOR Transmission based on IRS network with 𝐾 single IRS. (a) An LG
topology. (b) A CG topology. (c) An example of a network shaping an LG to serve MU
where 𝐾=3, 𝑀 = 2, Γ = 3, 𝑁=4. The solid line represents the edge that connects two adjacent
nodes. The dashed line represents a series of other adjacent connections that are omitted.
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graphs, which are linear graph (LG)3 and complete graph (CG)4, as shown in Fig. 4.1(a) and

Fig. 4.1(b) respectively. In addition, a special topology without edges is considered, which is

called the null graph (NG)5 and means each IRS only forms FOR paths locally without LoS

between any two IRS nodes in the network.

4.2.1 The IRS Network In Linear Graph

With the signal of Tx𝑖 passing along an LG with a length of 𝐾 order, where Γ = 𝐾 , we can

write the received signal of Rx𝑖 after 𝐾 orders reflection as

𝑦𝑖 = a(𝜙𝑜𝑢𝑡,𝑖,𝑋𝐾,1𝐾 ) [
𝐾−1∏
𝑣=1

W𝑋𝐾,1(𝑣+1)E𝑋𝐾,1𝑣𝑋𝐾,1(𝑣+1) ]W𝑋𝐾,11a(𝜙𝑖𝑛,𝑖,𝑋𝐾,11)𝑠𝑖 +𝑛𝑖, (4.9)

where a(𝜙𝑜𝑢𝑡,𝑖,𝑋𝐾,1𝐾 ) and a(𝜙𝑖𝑛,𝑖,𝑋𝐾,11) are the corresponding steering vector in matrix A𝑜𝑢𝑡,𝑋𝐾,1𝐾

and A𝑖𝑛,𝑋𝐾,11 for 𝑖-th pair transceiver. Since each transceiver pair now communicates orthog-

onally in the network following optimal conditions, the index matrix X𝐾 now is simplified to

contain only one row, holding one specific sequence of one C-LoS path. Note that the dual

reflection exists within the LG network as well. As Γ = 𝐾 , there is only one path with the

maximal effective length that can reach Rx𝑖. Moreover, equation (4.9) can be written in a

similar form with equation (2.7) such that

𝑦𝑖 = [
𝐾∏
𝑣=1

w𝐻
𝑋1𝑣

a𝐶,𝑖,𝑋1𝑣 ]𝑠𝑖 +𝑛𝑖, (4.10)

where a𝐶,𝑖,𝑘 means the equivalent channel of 𝐼𝑅𝑆𝑘 for 𝑖-th pair transceiver and w𝑘 = 𝑑𝑖𝑎𝑔(W𝑘 )
is the corresponding weights vector on 𝐼𝑅𝑆𝑘 for 𝑘 = 1, ...,𝐾 . As the optimal power gain for

a single pair transceiver is 𝑀2 from a single IRS, with 𝐾 order reflection where each IRS

applying weights to realize maximal power gain in equation (4.10), the cascaded power gain

would be 𝑀2𝐾 . In this case, EE is maximized for a single pair in an LG network. Thus, based

on equation (4.10), the sum rate upper bound for one transceiver pair is

𝐶𝑆𝑈,𝐿𝐺,(𝐾) = 𝑙𝑜𝑔(1+
𝑃𝑇𝑀

2𝐾

𝑁0
) , (4.11)

3Linear Graph/Path Graph: a linear graph is a graph whose vertices/nodes can be listed in the order
𝑣1, 𝑣2, ..., 𝑣𝑛 such that the edges exist between 𝑣𝑖 and 𝑣𝑖+1 where 𝑖 = 1,2, ..., 𝑁 . Paths are often important in their
role as subgraphs of other graphs, in which case they are called paths in that graph.

4Complete Graph: A complete graph is one in which every two vertices/nodes are adjacent: all edges that
could exist are present.

5Null Graph: A null graph, or an empty graph, is a graph in which there are no edges between its vertices.
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where the subscripts 𝑆𝑈, 𝐿𝐺, and (𝐾) mean a single pair, linear graph, and a 𝐾-order re-

flection. Since an edge between two nodes is a rank-one channel from Lemma 1, we cannot

realize multi-stream information transmission based on one edge, and thus the cascaded chan-

nel of an LG is rank one. Nevertheless, MU transmission in an LG network is still available

as each IRS node can have 2𝑀 degrees. With the topology of the network, as shown in Fig.

4.1(c), the sum rate upper bound can be reached by combining three 1-length paths and a 3-

length path where each IRS node has 4 degrees. By including the sum rates from all 1-length

paths and one 𝐾-length path, we have the MU sum rate upper bound as

𝐶𝑀𝑈,𝐿𝐺,(1,𝐾) = 𝑙𝑜𝑔(1+
𝑃𝑇𝑀

2𝐾

𝑁0
) +𝐾 (𝑀 −1)𝑙𝑜𝑔(1+ 𝑃𝑇𝑀

2

𝑁0
), (4.12)

where the power of all Txs is equal to 𝑃𝑇 and the subscript (1,𝐾) means only the paths

whose lengths are equal to 1 and 𝐾 are involved. In this case, spatial multiplexing has been

maximized while these paths would not introduce extra interference from reflections or dual

reflections since all paths still keep spatially orthogonal.

4.2.2 The IRS Network In Complete Graph

For CG networks, though multiple paths can be leveraged by one pair transceiver, this is

equivalent to transferring spatial multiplexing into power gain, which introduces a trade-off.

For the maximal spatial multiplexing gain of the network, each transceiver should send one

stream via one path. Thus, the network sum rate limit is determined by the number of Eulerian

paths6 without revisiting nodes in the CG network. Eulerian paths with revisiting nodes are

excluded because these transmissions are unnecessary for the network. To clarify the number

of paths with different lengths in the network, we denote 𝑁𝛾 as the number of transceiver

pairs whose Eulerian paths have 𝛾-length. Thus, following equation (4.11), we have

𝐶𝑀𝑈,𝐶𝐺,(1,...,Γ) =
Γ∑︁
𝛾=1

𝑁𝛾𝑙𝑜𝑔(1+
𝑃𝑇𝑀

2𝛾

𝑁0
), (4.13)

which is the sum rate upper bound of MUMOR transmission assisted by the CG network.

Note that the number of total transceiver pair 𝑁 that can achieve interference-free transmis-

sion is a variable, where

𝑁 =

Γ∑︁
𝛾=1

𝑁𝛾 . (4.14)

6Eulerian path: or Eulerian trail is a trail in a finite graph that visits every edge exactly once (allowing for
revisiting vertices/nodes).
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Since there are multiple ways to decompose a CG into the different number of Eulerian

paths with different lengths, the value of 𝑁𝛾, 𝛾 = 1,2, ...,Γ are to be determined by a specific

graph decomposition. To rewrite 𝑁 in a general expression, we decompose the CG into

paths where all of their lengths are equal to 𝛾. To ensure the upper bound is reached at

maximal SE, all these Eulerian paths should pass through all edges. Note that a class of

graph decomposition problem is introduced here, which is determining if the CG network

can be completely decomposed into paths of 𝛾 length equally, which has been proven to

be NP-complete [147]. Therefore, it is hard to determine 𝑁𝛾 and write 𝑁𝛾 in a general

expression.

In order to obtain a general expression of the sum rate upper bound of CG network, we

denote Λ𝑖, 𝑖 ∈ [1, 𝑁], as the path length for 𝑖-th pair transceiver, and we consider Λ𝑖 = 𝜏, 𝑖 =

1, ..., 𝑁 , and Γ = 𝜏 > 1, where 𝜏 is a specific value of path length. In addition, we denote

𝑁𝜏 =

(𝐾
2
)

𝜏−1
=
𝐾 (𝐾 −1)
2(𝜏−1) , (4.15)

where
(𝐾
2
)

is the total edges’ number of a 𝐾-nodes CG. To completely decompose the CG,

we should satisfy

𝑁𝜏 ∈ Z , (4.16)

as it is a necessary and sufficient condition for the existence of an edge-disjoint decomposition

of a 𝐾-nodes CG into simple isomorphic paths consisting of (𝜏−1) edges each [148]. With

𝑁𝜏 ∈ Z, the edge number of a CG can be equally divided up into paths with 𝜏-length. Thus,

𝑁𝜏 is the multiplexing gain while the cascading power gain of a corresponding pair is 𝑀2𝜏.

Following equation (4.13), the sum rate now becomes

𝐶𝑀𝑈,𝐶𝐺,(𝜏) = 𝑁𝜏𝑙𝑜𝑔(1+
𝑃𝑇𝑀

2𝜏

𝑁0
), (4.17)

which is the sum rate upper bound for the MUMOR transmission for 𝑁𝜏 pairs transceivers

with length of 𝜏. By combining the sum rate upper bound of 1-length paths, we have

𝐶𝑀𝑈,𝐶𝐺,(1,𝜏) = 𝑁𝜏𝑙𝑜𝑔(1+
𝑃𝑇𝑀

2𝜏

𝑁0
) + (𝐾𝑀 −𝑁𝜏𝜏)𝑙𝑜𝑔(1+

𝑃𝑇𝑀
2

𝑁0
), (4.18)

and now the upper bound is reached for 𝑁 = 𝐾𝑀 +𝑁𝜏 (1− 𝜏) pairs of transceiver. The form

of the second term can be derived similarly as to derive equation (4.12).

For the sum rate upper bound in a general case, i.e., path lengths are different for different

pairs, the sum rate upper bound can still be computed as long as the graph decomposition is

determined. Then, the value of 𝑁𝛾 is fixed, and the sum rate upper bound can be computed
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using equation (4.13).

4.2.3 The IRS Network In Null Graph

When 𝜏 = 1, since the graph of the network has no edges, we can call it a null graph (NG).

In this case, each IRS serves a local network in different cells, and no edges connect any two

IRS nodes. The sum rate upper bound can be straightforwardly obtained from Theorem 2

as 𝐶𝑀𝑈,𝑁𝐺 = 𝐾𝐶𝑀𝑎𝑥 , which is directly scaled by 𝐾-folds. Since each IRS node is isolated

locally, inter-user interference is not induced.

Also, as one proof has been shown in [4] that leveraging Jensen’s inequality, we know at

low SNR, the sum rate reaches an upper bound if equal decomposition is realized for the 𝐾

nodes CG with largest 𝜏. In addition, at high SNR, the upper bound is reached with 𝜏 = 1.

4.3 Discussion on Channel Estimation for IRS Networks

For wireless transmission in MUMOR networks, it is required to have the CSI. Practically,

acquiring CSI requires sophisticated channel estimation by sending training pilot through

direct BS-user link and BS-IRS-user link [149]. During channel estimation, the on-off state-

ment and phase shifts of elements are jointly controlled in a predefined way by BS along

with the training pilot sent by transmitters [67, 150–152]. Once the channel is estimated, it

would be sent to IRS via the internet link between BS-IRS for beamforming [153]. Since the

channel estimation will not be the focus of the thesis, the global CSI availability at each IRS

is commonly assumed as did in lots of works [43, 44, 64, 85, 150–153].

A basic channel estimation strategy for obtaining the relative parameters of IRS networks

is provided. In addition, we discuss the scenario with non-IRS scatters/reflectors presented

in the transmission environment. Specifically, we mainly leverage the geometry of scatters’

position, beam sweeping and feedback which will be discussed as follows. First, the chan-

nel estimation for the IRS networks can be decomposed into several tasks where different

methods can complete each. Specifically, they are

• Task 1. Locate the UE and scatters.

• Task 2. Measuring the maximum reflection order, Γ.

• Task 3. Measuring the scatters’ weights and orientation.

• Task 4. The MIMO channel establishment and validation.
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Figure 4.2: The illustration of considered channel estimation scheme.

We conceive a typical scenario to show the basic principle, as shown in Fig. 4.2. We

illustrate the channel estimation with the MIMO scheme as the BS and UE can have multiple

antennas for high-frequency transmission. There are two IRSs deployed in the environment,

and the BS perfectly knows the location of IRSs (mainly about the distance and surface

orientation). The locations of scatters, weights of scatters and the UE are unknown for BS,

and they are to be estimated. The LoS channel between BS and UE is assumed to be blocked,

and only FOR paths are illustrated for simplicity. It is also believed that FOR paths have

relatively stronger signal intensity than MOR paths following Friis transmission formula [1]

and can be estimated with lower error in the presence of noise.

4.3.1 Locate the UE and Scatters

In Task 1, at least two IRSs are necessary for trilateration [154] to obtain the distance, due

to the LoS channel7 is blocked between BS and UE. Specifically, the following steps can be

implemented.

• Step 1, activate beam sweeping at BS such that the beam with maximal power gain at

BS can sweep through the entire space.

• Step 2, let UE feedback the beam indices with receive SNR peaks to the BS.

7If LoS channel is available, the camera-based method will also work [155] and does not require any help
of IRSs.
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Figure 4.3: Estimating the position of UE by trilateration.

In the steps above, four beam indices are expected to be obtained in this case since there are

four objects in total in the environment which cause four SNR peaks by four FOR paths. The

dashed line marks out the beams in Fig. 4.2. By corresponding the beam indices to the AOD

of BS, the directions of these objects can be obtained. Different algorithms can be employed

in this case. It is expected that BS can employ MRC for beam sweeping. IRS can leverage a

broad-beam coverage algorithm, which does not require any foreknowledge of channel, such

that IRSs can have similar behaviour as the scatters. The UE can use a broadcasting algorithm

for uploading feedback.

The expected error induced in this case is due to MOR paths undermining the truth such

that the estimation here might not be very accurate. This issue can be mitigated by averaging.

In addition, corrections by further feedback in the following steps can also help to reduce the

estimation error.

• Step 3, let BS focus the maximal power to a single IRS while activating the beam

sweeping on the focused single IRS.

• Step 4, let UE feedback the beam index with the peak value of SNR to the BS such that

the AOD on the IRS towards the UE is obtained.

• Step 5, repeat Steps 1 and 2 on another IRS.

• Step 6, by triangle geometry shaped between IRS/IRS’, BS, and UE, the distances can

be obtained analytically.
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As we can see, the steps above first obtain the estimated AOD of two IRSs towards the

UE, which forms an intersection point of UE by these two beams, as shown in Fig. 4.3. The

quadrilateral is a determined shape made up of edges between UE, IRS, IRS’ and BS. The

distance between UE and IRS/IRS’ can be obtained since the angles marked red are known,

and the distances between IRS/IRS’ and BS are also known. Reciprocally, as UE is located,

the uplink of UE can estimate the parameters above in the same way. The intersection points

of scatters can be determined, and thus, the location of scatters can be initially estimated by

FOR signal.

4.3.2 Measure the Maximum Reflection Order

Further, in Task 2, we would like to measure the maximum reflection order, Γ. Specifically,

as shown in Fig. 4.4, we first use a single IRS for measuring Γ, and another IRS is omitted

here. The following steps may do the work.

• Step 1, let BS/UE nullify the transmit/receive power towards/from other objects, except

the single IRS for measuring Γ.

• Step 2, let the IRS remain the signal power of FOR path of BS-IRS-UE and the dual

reflection paths between IRS and Scatter 1.

• Step 3, estimate Γ and complex gain of Scatter 1 with parameter fitting from the re-

ceived signal of UE.

IRS

BS

Scatter 1

Scatter 2

UE

Figure 4.4: Maximum reflection order measuring scheme.

Now, the single IRS is typical scenario as we consider in [143], where the IRS reflects power

towards Scatter 1 and UE while receiving power from BS and Scatter 1. In this case, the IRS
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implements the MU-LCMV beamforming. BS and UE can employ ZF to nullify the signal

transmit/receive from other scatter and other IRSs to filter the desired signal components

from the only focused IRS. Ideally, with the cascading model, the UE will have the following

receive signal

ŷ𝑟,𝑈𝐸 = a𝑈𝐸a𝐻𝐵𝑆 (w
𝐻a𝐶 (Ω𝑜𝑢𝑡,𝑈𝐸 ,Ω𝑖𝑛,𝐵𝑆)︸                        ︷︷                        ︸

FOR Path Gain

+...

Σ𝑉𝑣=1 [w
𝐻a𝐶 (Ω𝑜𝑢𝑡,𝑈𝐸 ,Ω𝑖𝑛,𝑆𝑐1)𝑔𝑆𝑐1]𝑣 +Σ𝑈𝑢=1 [w

𝐻a𝐶 (Ω𝑜𝑢𝑡,𝑈𝐸 ,Ω𝑖𝑛,𝑆𝑐1)𝑔𝑆𝑐12]𝑢︸                                                                                               ︷︷                                                                                               ︸
MOR Path Gain

)s𝐵𝑆 + n , (4.19)

where a𝑈𝐸 and a𝐵𝑆 are the steering vectors for UE and BS respectively. The w is the weight

vector of IRS. The s𝐵𝑆 is the pilot symbol of BS and n is the receive noise vector at UE.

The 𝑔𝑆𝑐1 = w𝐻
𝑆𝑐1a𝐶 (Ω𝑜𝑢𝑡,𝑆𝑐1 ,Ω𝑖𝑛,𝑆𝑐1) is the complex gain of one time reflection from Scatter

1 where w𝐻
𝑆𝑐1 is the weights of Scatter 1 and a𝐶 (Ω𝑜𝑢𝑡,𝑆𝑐1 ,Ω𝑖𝑛,𝑆𝑐1) is the combining steering

vector of Scatter 1 towards the IRS. And the combining vector a𝐶 (Ω𝑜𝑢𝑡,𝑆𝑐1 ,Ω𝑖𝑛,𝑆𝑐1) has same

incident and exit directions with respect to the orientation of Scatter 1. Though we can not

directly estimate the weights and the combining vector of Scatter 1, the 𝑔𝑆𝑐1 can be estimated

as a whole. Similarly, we can regard the C-LoS channel of Scatter 1-Scatter 2-Scatter 1 as

whole so we denote the cascading complex gain of Scatter 1 and Scatter 2 as 𝑔𝑆𝑐12. Note 𝑔𝑆𝑐1
and 𝑔𝑆𝑐12 are two complex constants. Also, we should notice the 𝑈 and 𝑉 is the cascading

times of 𝑔𝑆𝑐1 and 𝑔𝑆𝑐12. Notice that the existence of 𝑉 , or 𝑉 = 1, requires Γ = 3 while the

existence of𝑈 requires Γ = 5. Due to the relationship of a number of graphs’ edges, it is clear

that Γ = 2𝑉 +1 and 𝑉 = 2𝑈.

Therefore, we can notice the unknown parameters above are 𝑉 , 𝑔𝑆𝑐1 and 𝑔𝑆𝑐12. There-

fore, in Step 1.3 of Task 2, these three parameters can be estimated by solving the following

problem, which can be written as

(P4) : min
𝑉,𝑔𝑆𝑐1,𝑔𝑆𝑐12

| |ŷ𝑟,𝑈𝐸 −y𝑟,𝑈𝐸 | |2 , (4.20)

where y𝑟,𝑈𝐸 is the actual received signal at the receiver. Multiple samplings are required

to estimate these three parameters. Of course, we can estimate parameters in (P4) from the

relationship on other IRS and non-IRS scatters as well, using the steps above and taking the

maximum value of Γ values as the Γ of the system. Though a similar mindset in the above

steps can be used to measure the Γ between two non-IRS scatters, it is hard to have a precise

measure because we cannot control them individually. As for the measurement between two

arbitrary IRSs, they can be measured with higher accuracy and simpler way. By far, Task 2



CHAPTER 4. SUM RATE LIMIT ANALYSIS OF IRS NETWORKS 84

is achieved.

4.3.3 Measure Scatters’ Weights and Orientation

For Task 3, to have full knowledge of the IRS network channel with non-IRS scatters, the

weights and the steering vectors of non-IRS should be respectively estimated as well. Since

the cascading complex gain with finite reflection order can also be obtained in Task 2. For

Task 3, the following steps can be leveraged.

• Step 1, select one scatter to be estimated and IRS as the main pair.

• Step 2, construct one C-LoS path link via the main pair.

• Step 3, record the specific complex gain of this one C-LoS path.

• Step 4, change another IRS and pair it with the targeted scatter, then repeat Step 1 to 4

above until the sufficiency for estimation.

• Step 5, estimate the weights and orientation of the selected scatter by measured cas-

caded complex gains of different paths.

For exemplification, we choose IRS and Scatter 1 as the main pair in Step 1.

In Step 2, we can keep the power response of the SOR path of BS-IRS-Scatter1-UE

for measurement, as shown on the left-hand side of Fig. 4.5. We can achieve it by nullifying

other channel components. The channel components without spatial aliasing can be cancelled

based on the knowledge we have obtained so far. In particular, the channel components can

be symmetrically cancelled by employing the symmetry of graph topology in the considered

scenario, as there are two IRSs and two unknown scatters. As shown in Fig. 4.6, the FOR

signal and MOR signal on IRS’ and Scatter 2 are able to be cancelled as long as the complex

gain from IRS’ has the same amplitude but inverse phase. Similarly, other SOR paths that

do not require recording can be cancelled with the same condition as long as these paths

have symmetry on the graph topology. In this case, except for the selected IRS in the main

pair, another one is used to equalize the channel components of Scatter 2 inversely. For

channel components with spatial aliasing, where signals are transmitted/received in the same

direction, the filtering in the spatial domain does not work. However, signals with spatial

aliasing can be nullified by time-domain filters because they must have different path lengths.

Thus, the received signal to be recorded in Step 3 is expected to contain the single C-LoS

path, BS-IRS-Scatter 1-UE, without any other superposition of signal components. Similarly,

another single C-LoS path, BS-Scatter 1-IRS-UE, can be measured in a similar way, as shown

on the right-hand side of Fig.4.5.
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Figure 4.5: Specific C-LoS paths’ measurement.
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Figure 4.6: Channel components cancellation. Left: Cancellation of two FOR paths. Right:
Cancellation of two SOR paths
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Following Step 4, another main pair can be selected, and these recordings are used for

estimation, which is similarly achieved by solving (P4). By far, Task 3 is completed.

4.3.4 IRS Networks Model Validation and Summary

Task 4 can be finished by leveraging Theorem 1. The recordings obtained in the previous

tasks above can be used for the overall model validation.

4.4 Simulation Result

4.4.1 The Single IRS Optimal Capability

In Fig. 4.7, Fig. 4.8 and Fig. 4.9, we consider the MRC solution of beamforming to illustrate

the optimal transceiver position of IRS depicted in the Section IV, where MRC is optimal for

the 1st fixed pair, which is located at a𝐶 (𝜙𝑖𝑛,1, 𝜙𝑜𝑢𝑡,1) = (30◦,135◦) considering ULA shape’s

IRS. SNR is assumed to be 10 dB. According to the theorems proposed in this Chapter, we

can analytically calculate the optimal available positions for the 2nd pair, where it can harvest

maximal power gain from a single IRS with nullified interference from the 1st fixed pair.

Analytically, these positions are (68.53◦,101.95◦), (97.70◦,72.97◦), and (129.34◦,37.54◦),
respectively when the relative length 𝐿 = 2. Fig. 4.7, Fig. 4.8 and Fig. 4.9 show that theorems

in Section IV accurately depict the optimal positions for other pairs. We can also observe

that increasing the elements under the fixed-length 𝐿 will not change the optimal positions.

All the optimal positions remain in the same place but only with higher power gain. Fig. 4.9

shows that doubling 𝐿 also doubles the number of optimal positions, and 8 pairs can be

optimally supported in this case.

4.4.2 The Single IRS Interference Suppressing

To validate the interference-free transmission scheme is effective with only a single IRS,

we simulate 10000 times the realization of three transmission schemes. The first one is the

C-LoS channel with random weights on the single IRS. The second scheme still transmits

through the C-LoS channel with random weights, but a 4 by 4 joint decoding matrix at Rxs’

side using the ZF algorithm is leveraged as a benchmark (though it may not be practically

implemented). The third one transmits through the C-LoS channel with weights obtained by

multi-user linearly constrained minimum variance (MU-LCMV) algorithm [143], which can

simultaneously support multiple streams by a single IRS. For a specific realization, 4 pairs of

transceivers are distributed uniformly around an IRS and transmit normalized power. Since
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Figure 4.7: 𝑀 = 64, 𝐿 = 2.

Figure 4.8: 𝑀 = 4, 𝐿 = 2
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Figure 4.9: 𝑀 = 8, 𝐿 = 4.

ZF at Rxs causes the noise amplification of Rxs but MU-LCMV from IRS does not, the noise

is neglected at Rxs for a fair comparison.

The sum rates of these three schemes, changing with the number of elements of a single

IRS, are shown in Fig. 4.10. The lower bound of the sum rate for 4 pairs of transceivers

is plotted for reference. It can be observed that with a relatively small amount of reflector

elements, e.g., 4< 𝑀 < 16, the IRS with the MU-LCMV algorithm is less likely to outperform

the traditional MIMO ZF-decoding scheme. At this point, the capability of the IRS is less

likely to manage the interference with a limited amount of elements. However, the IRS can

suppress the interference effectively at 𝑀 = 16, where the sum rate exhibits a jump. This is

critical since the relation of 𝑀 = 𝑁2 in Lemma 3 is exactly satisfied. After that, the sum rate

of MU-LCMV on the IRS also reaches a plateau and can have an equivalent performance

with the ZF decoding scheme. Nevertheless, since the size of the decoding matrix is fixed,

with sufficiently large 𝑀 on the IRS, the MU-LCMV scheme can finally outperform the

benchmark in terms of the power gain from the controlled channel.

4.4.3 The IRS Network Capability

For illustrating the sum rate upper bound of networks, the path loss is assumed to be 0 dB,

while the scenario with path loss of −10 dB per edge is also involved. As shown in Fig. 4.11,

the sum rate upper bound of LG (Γ = 𝐾) and NG (Γ = 1) are compared under different SNR,

given 𝑀 = 6 and 𝐾 = 4,8. When path loss is neglected, in a low SNR region, the sum rate

upper bound of the LG outperforms that of the NG due to the power gain from each C-LoS
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Figure 4.10: sum rates of three different transmission schemes changing with IRS elements
number, given 𝑁 = 4.

can be positively cascaded. In contrast, in a high SNR region, the sum rate upper bound

of the NG performs better than that of the LG due to larger spatial multiplexing gain being

leveraged. However, given an apparent path loss, the NG network achieves a better sum

rate since each cascading only causes a larger loss on the cascaded power gain. Thus, the

transmission leveraging the most FOR paths in the networks is preferred in this case.

Fig. 4.13 displayed the sum rate upper bound of CG networks with different path lengths

and IRS nodes, where 𝑀 = 6. For 𝐾 = 4, we can have Γ = 2,4, while for 𝐾 = 6, we have Γ =

2,4,6 such that the graph decomposition into Eulerian paths with equal length is complete.

Note that the sum rate upper bound of CG is dominated by the spatial multiplexing gain.

Since the CG network can shape more FOR paths with fewer transceiver nodes leveraging

edges of the CG, decomposing the CG with the largest path length should result in the least

number of MOR paths. Hence, the sum rate upper bound is also related to the value of the

maximum order of reflections Γ. In addition, both Fig. 4.11 and Fig. 4.13 verify the sum rate

of networks increases substantially with 𝐾 folds scaling, as we analyzed in Section 4.2. For

showing the influence of the number of elements on each IRS, we also plot the corresponding

sum rate limit for 𝑀 = 128.
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Figure 4.11: The sum rate upper bound of LG and NG network with optimal condition,
𝑀 = 6.
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Figure 4.12: The sum rate upper bound of LG and NG network with the optimal condition,
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Figure 4.15: The energy efficiency with FSPL, 𝑁 = 4,𝐾 = 2, 𝑀 = 128,Γ = 2.

4.4.4 The Energy Efficiency of IRS Network

We illustrate the EE by leveraging MOR under the optimal condition. In particular, 2 IRSs

make up the IRS network to support 4 pair transceivers. Each IRS has 128 elements, i.e.,

𝐾 = 2, 𝑀 = 128. Transceivers only have LoS conditions to two IRSs, and they transmit with

unified power. In addition, we consider the maximum reflection order to be Γ = 2. We let the

distances of edges in the network by an equal value. We notice that the EE decrease as the

FSPL gradually increases with the edge distance, as shown in Fig. 4.15. The receiver with a

better design over noise can also have a better performance on the EE.

We also illustrate the single-user multi-path (SUMP) transmission, as shown in Fig. 4.16,

where a single pair transceiver can combine multiple C-LoS paths for transmission. This

scheme can work more directly to observe the benefits of combining SOR reflections. Note

the sum rate limits of SUMP and MUSP can be derived equivalently on typical deployment

conditions. An multi-user single-path (MUSP) with Γ = 2 and 𝑁 = 4 can be derived equiva-

lently with a SUMP, as shown in Fig. 4.17, though the difference in the gain from combining

the MOR embodies in the spatial multiplexing gain and the power gain respectively. Nev-

ertheless, the EE and SE can still be simultaneously optimal and our derived theorems are

effective. In order to show the EE performance with FSPL and benefits to combining the

MOR reflection in this case, we consider one pair transmission with multi C-LoS paths,

given 2 IRSs, each IRS has 128 elements, i.e., 𝑁 = 1,𝐾 = 2, 𝑀 = 128,Γ = 1,2,3. Similarly,

we consider all edges have an equal length with a variation. As shown in Fig. 4.18, it can

be noticed that the increase in MOR is more significant when IRSs are deployed at a closer
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Figure 4.16: The simulation set up for single-user-multi-path transmission.
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Figure 4.17: The MUSP graph topology, 𝑁 = 4,𝐾 = 2,Γ = 2.
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Figure 4.18: The EE of SUMP with different edge distance.

distance. In addition, the enhancement of EE is more limited when SNR is sufficiently large.

To conclude, the benefit of leveraging MOR paths is promising, where it is better to combine

the power of these paths in a relatively short distance with FSPL for SUMP.

4.5 Summary

In this chapter, we study the MUMOR transmission assisted by the IRS network. Firstly, we

analytically establish a complete model of the IRS network by permutationally combining

two fundamental models. Secondly, the optimal condition to reach the sum rate upper bound

is derived, where the function of optimal positions for the transceivers is written in a closed

form. In addition, we found that to sufficiently realize interference-free transmission, 𝑀 ≥ 𝑁2

should be satisfied. Lastly, the sum rate upper bound, which the IRS network can provide, is

analyzed, where different topologies can enhance the sum rate concerning different numbers

of users and SNR. The IRS network topology with the longer cascading path from MOR

is shown to perform better on sum rate limit with SNR condition while that of with shorter

cascading but with higher spatial multiplexing gain can perform better. The simulation results

verify our proposed theorems and indicate a promising 𝐾 folds scaling from the IRS network.



Chapter 5

IRS Beamforming with Practical Effects

In the previous two Chapters, the IRS and networks are designed and analyzed with con-

ventional and classic assumptions. However, practical performance can be affected by many

objective issues. This chapter presents further analysis of IRS with practical effects. In partic-

ular, we involve the mutual coupling effect and near-field effect. The mutual coupling effect

brings bias to the deployed weights. The near-field effect brings a mismatch to the far-field

transmission model.

5.1 Mutual Coupling Effect

5.1.1 Weights bias

Once a mismatch becomes too large by more practical effects, the algorithms proposed in

previous Chapters may not guarantee effective solutions for MU transmission. Further anal-

ysis of this case is required for specific scenario. Related articles for considering mutual

coupling include but are not limited to [125,156–159]. We notice that the mutual coupling is

induced by mutual impedance between each element/antenna circuit. However, an analytical

expression for the mutual impedance matrix and the antenna impedance is difficult to ob-

tain [159]. As there are electronic impairments and specific amplitude-phase relationships in

practical element circuits, we need to consider the impairment plus mutual coupling into the

nonlinear relationship of electronic components from capacitance, impedance, and reflecting

coefficient. However, as the mutual coupling does not have an analytical expression, it is rare

to incorporate the mutual coupling with the amplitude-phase relationship and impairment

together.

Though a physically exact model is yet to be developed for the coupling effect on the

IRS, a statistical correlation model is indicated in [125] and we are able to analyze the mutual

95
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coupling effect here. As the authors in [156] indicates that the mutual impedance of element

only depends on the geometry, following the modelling method in [125, 157], the mutual

coupling effect on the weights vector of IRS is expressed as

wcoup = Mw (5.1)

where w = [𝑤1, . . . ,𝑤𝑀]𝐻 is the raw weights vector (weights before considering mutual cou-

pling effect), M is the mutual coupling matrix and wcoup is the weights vector with mutual

coupling effect. The term in the 𝑖-th row and 𝑗-th column of M is expressed as

M𝑖 𝑗 =
100−𝑑𝑖, 𝑗/𝜆∑𝑀
𝑙=1 100−𝑑𝑖,𝑙/𝜆

. (5.2)

Considering other possible impairments, we have

wemp = Mw+n𝑔 , (5.3)

where wemp is the actual solution of the IRS to employ, n𝑔 is the noise term due to any other

general error, e.g. it can be modelled to equally represent the electronic impairment.

5.1.2 Weights Equalization

To tackle the general variation, which originates from mutual coupling effects and other prac-

tical effects of the IRS weights, we can leverage the equalization method. Here, equalization

based on MMSE can be applied by choosing w, while obeying the particular amplitude-phase

relationship, such that

(P5) : min
w
| |wemp−wdes | |2 . (5.4)

The aim of solving the problem (P4) is to reduce the gap between desired weights, wdes, and

actual weights wemp which will be truly employed on the IRS.

5.2 Near-field Effect

Regarding the near-field effect1, there are four types of transmission scenarios, with re-

spect to the physical transmission distance, for one-pair transceivers. The most common

one would be the far-in far-out (FIFO) scheme, where Tx and Rx have equal incident/exit

directions/distances to all elements of IRS, as shown in Fig. 5.1(a). In previous chapters,

we complete MU beamforming, system limitation and networks capacity analysis of FIFO.
1The near-field effect mentioned here should be distinguished from the transient nearfield concept.
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Figure 5.1: Single IRS supporting one pair transceiver. (a) Far-In far-out scheme. (b) Near-in
far-out scheme. (c) Far-in near-out scheme. (d). Near-in near-out scheme, where incident/exit
propagation paths are marked in blue/red color.

Since a Tx/Rx can also be located in the near-field, Tx/Rx should have different incident/exit

directions and distances to elements. Thus, there are other three scenarios, which are near-in

far-out (NIFO),far-in near-out (FINO) and near-in near-out (NINO) schemes corresponding

to Fig. 5.1(b), (c) and (d) respectively.

5.2.1 Near-field and Far-field Boundary

One common criterion has been mentioned in previous work, which is the Fraunhofer dis-

tance, to distinguish the range of near-field and far-field in practical applications. In particu-

lar, Fraunhofer distance is obtained in equation (5.5) is based on 𝜋
8 phase error criteria [22],

which can be written as

𝐷𝐹𝑟𝑎𝑢 =
2𝐷2

𝐴𝑟𝑟𝑎𝑦

𝜆
, (5.5)

where 𝐷𝐴𝑟𝑟𝑎𝑦 is the largest dimension from the aperture of the array. As long as the distance

between Tx/Rx and the nearest element on the array is greater than 𝐷𝐹𝑟𝑎𝑢, the plane wave

assumption can hold. As indicated by authors in [22], the phase error of 𝜋
8 is not detrimental

when the aperture of an antenna is greater than the wavelength of a carrier, thus the far-field

assumption is justified. However, once the distance from Tx/Rx to the farthest element is
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smaller than 𝐷𝐹𝑟𝑎𝑢. The near-field effect should be considered, since over close distance will

incur significant phase error if one still regards the incident/exit directions as equal value for

modelling the wireless channel.

5.2.2 Near-field Channel

To differentiate the near-field IRS model from the far-field one, the far-field steering vector,

a in equations (2.2) and (2.6), needs to be replaced with the steering vector in the near-field.

For simplicity, we let Ω contain one-dimensional information of azimuth angle for an ULA

in far-field and contain both azimuth angle and distance for that of in near-field. We denote

vector b as the near-field steering vector, which can be written as

b = [ 1
𝐷1
𝑒− 𝑗 𝑘𝐷1 , . . . ,

1
𝐷𝑚

𝑒− 𝑗 𝑘𝐷𝑚 , . . . ,
1
𝐷𝑀

𝑒− 𝑗 𝑘𝐷𝑀 ]𝑇 , (5.6)

where 𝐷𝑚, 𝑚 = 1,2, ..., 𝑀 , is the distance between the point source to the 𝑚-th element on

the IRS. And

𝐷𝑚 =

√︃
𝐷2

1 +2𝐷1𝑙 cos𝜙𝑚 + 𝑙2, (5.7)

where 𝑙 = (𝑚 −1)𝑑, 𝜙𝑚 is the incident/exit angle of AOA/AOD from the point source to the

𝑚-th element on the IRS. Therefore, we can observe that the distance and angle of directions

are coupled in the near-field steering vector2. As long as 𝐷𝑚 < 𝐷 𝑓 𝑟𝑎𝑢𝑛, by replacing steering

matrices A𝑖𝑛 and A𝑜𝑢𝑡 , composed by far-field steering vectors with that of the near-field, we

can similarly obtain

y𝐵 = B𝑇𝑜𝑢𝑡WB𝑖𝑛s+n , (5.8)

and

𝑦𝐵,𝑖 = w𝐻B𝐶,𝑖s+𝑛𝑖 , 𝑖 = 1,2, ..., 𝑁 , (5.9)

where w is a column vector whose elements are the main diagonal elements of W. Mean-

while, 𝑛𝑖 is the noise at Rx𝑖. The B𝐶,𝑖 is the combined steering matrix for 𝑖-th Rx which can

be expressed as

B𝐶,𝑖 = [b𝐶 (𝜙𝑜𝑢𝑡,𝑖 , 𝜙𝑖𝑛,1), . . . ,b𝐶 (𝜙𝑜𝑢𝑡,𝑖 , 𝜙𝑖𝑛,𝑁 )] ∈ C𝑀×𝑁 . (5.10)

where

b𝐶 (𝜙𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢) = b(𝜙𝑜𝑢𝑡,𝑣) ⊙ b(𝜙𝑖𝑛,𝑢) 𝑢, 𝑣 = 1, ... , 𝑁 . (5.11)
2In order to obtain the analytical expression of equation (5.6), at least information from one reference point

should be obtained. Regarding the 1st element as the reference point, with 𝐷1 and 𝜙1 would be sufficient to
express the near-field steering vector. The default reference point is considered to be the 1st element.
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5.3 Near-field Beamforming

5.3.1 Steering Error Vector

In order to study the phase error, we derive the phase error between the far-field and near-

field steering vector. Following definition in equation (5.7), let 𝐷𝑖𝑛,𝑝 be the distance of Tx

to the 𝑝-th reference element on the IRS and 𝐷𝑖𝑛,𝑞 is the distance to the 𝑞-th element, where

𝑝 ≠ 𝑞. By deducing the actual phase difference between 𝑝-th and 𝑞-th element to the first-

order phase term of far-field, we have the incident phase error between two elements, which

can be written as

𝜖𝑖𝑛,𝑝𝑞 (𝜙𝑖𝑛,𝑝, 𝐷𝑖𝑛,𝑝) = ( |𝐷𝑖𝑛,𝑝 −𝐷𝑖𝑛,𝑞 | − |𝑝− 𝑞 |𝑑 cos𝜙𝑖𝑛,𝑝)𝑘, (5.12)

thus, we can transfer the near-field steering vector with the far-field vector that

a(𝜙𝑖𝑛) ⊙ e(𝜙𝑖𝑛, 𝐷𝑖𝑛) = b(𝜙𝑖𝑛, 𝐷𝑖𝑛), (5.13)

where the phase error vector, e(𝜙𝑖𝑛, 𝐷𝑖𝑛), is

e(𝜙𝑖𝑛, 𝐷𝑖𝑛) = [𝑒 𝑗𝜖𝑖𝑛,11 , . . . , 𝑒 𝑗𝜖𝑖𝑛,1𝑚 , . . . , 𝑒 𝑗𝜖𝑖𝑛,1𝑀 ]𝑇 . (5.14)

In this case, the phase error difference between the actual phase and the far-field phase can

be precisely measured.

5.3.2 Weights Design

As the performance of MU-LCMV has been designed and evaluated to provide a minimal

MU interference, we propose to reuse the design for the NINO beamforming. In particular,

for the 𝑁 pair transceiver, we similarly formulate the optimization in near-field

(P6) : min
w
𝐽 (w) = 𝐸{Σ𝑁𝑖=1 | 𝑦̂𝑟,𝑖 |

2} ≜ w𝐻R̂w+ I𝑁𝜎2
𝑛 (5.15)

𝑠.𝑡. Ĉ𝐻w = f̂ , (5.16)

where 𝜎2
𝑛 is the noise power, R̂ in equation (5.15) is the covariance matrix and can be written

as

R̂ = B𝐶B𝐻
𝐶 , (5.17)
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where B𝐶 ∈ C𝑀×𝑁
2

contains all cascaded quasi far-field vectors of 𝑁 pair transceiver. And Ĉ
in (5.16) is the constraint matrix and can be expressed as

Ĉ = [Ĉ1, Ĉ2] , (5.18)

Ĉ1 = [b𝐶,11, . . . ,b𝐶,𝑛𝑛, . . .b𝐶,𝑁𝑁 ] , (5.19)

Ĉ2 = [. . . ,b𝐶,𝑝𝑞, . . . ] , 𝑝 ≠ 𝑞, 𝑝 = 1, ... , 𝑁 , 𝑞 = 1, ... , 𝑁 . (5.20)

where Ĉ1 is the cascaded quasi matrix of MU transmission and Ĉ2 is the cascaded quasi

matrix of MU interference. And still, the close-from solution remains as

w𝑀𝑈,𝐿𝐶𝑀𝑉 = R̂−1Ĉ(Ĉ𝐻R̂−1Ĉ)−1f̂ , (5.21)

where the computational complexity is mainly subjected to matrices inversion and can be

obtained as 𝑂 (𝑁6 + 𝑁4𝑀 +𝑀2𝑁2 +𝑀3 +𝑀𝑁2 +𝑀). The constrained response in f̂ may

result in the violation of fundamental power constraint for IRS, i.e., | |w𝐻w| |2 ≤ 𝑀 . This

result entails the required signal-to-interference ratio is infeasible for MU given a passive

IRS, thus it is helpful to judge if an IRS with fixed size and power can satisfy the SINR

of MU. Nevertheless, the optimality holds for a normalized solution to satisfy the power

constraint with linear scaling.

5.3.3 Redundant Beam Analysis

In a single IRS based MU transmission, the redundant beam is addressed as an intrinsic issue,

which causes unavoidable power loss. Specifically, the redundant beam originated from the

Bragg condition of IRS in far-field [143]. If the power is maximized for 𝑖-th pair, then the

Bragg condition for 𝑖-th pair is satisfied such that

𝑘𝑑 (cos𝜙𝑜𝑢𝑡,𝑖 + cos𝜙𝑖𝑛,𝑖) = 2𝜋𝑛0, 𝑛0 ∈ Z, (5.22)

Therefore, as long as equation (5.22) is satisfied, constructive interference occurs in the space

domain of another pair. For another 𝑗-th Tx at 𝜙𝑜𝑢𝑡, 𝑗 , there is one direction 𝜙𝑜𝑢𝑡,𝑖 𝑗 also

satisfies this condition, which means the redundant beam at 𝜙𝑜𝑢𝑡,𝑖 𝑗 is caused by the same

spatial correlation of the 𝑖-th pair’s channel.

With near-field effect, the Bragg conditions are expanded into 𝑀 equations with coupled

distance and phase term. For near-field Bragg condition on 𝑚-th element, we have

𝐷𝑖𝑛,𝑖,𝑚 +𝐷𝑜𝑢𝑡,𝑖,𝑚 +
2𝜋𝑛𝑚
𝑘

= 𝐷𝑖𝑛, 𝑗 ,𝑚 +𝐷𝑜𝑢𝑡,𝑖 𝑗 ,𝑚, 𝑛𝑚 ∈ Z, (5.23)



CHAPTER 5. IRS BEAMFORMING WITH PRACTICAL EFFECTS 101

where 𝐷𝑖𝑛,𝑖,𝑚, 𝐷𝑜𝑢𝑡,𝑖,𝑚 and 𝐷𝑖𝑛, 𝑗 ,𝑚 are constants as they are fixed in their locations. The

𝐷𝑜𝑢𝑡,𝑖 𝑗 ,𝑚 are to be determined for 𝑗-th Tx, which contains the possible direction and distance

for the redundant beam to appear since

𝐷𝑜𝑢𝑡,𝑖 𝑗 ,𝑚 =

√︃
𝐷2
𝑜𝑢𝑡,𝑖 𝑗 ,1 +2𝐷𝑜𝑢𝑡,𝑖 𝑗 ,1𝑙 cos𝜙𝑜𝑢𝑡,𝑖 𝑗 ,𝑚 + 𝑙2, (5.24)

As the distance should be determined with a reference point, we let 𝐷𝑜𝑢𝑡,𝑖 𝑗 ,1 be the ref-

erence distance, where the redundant beam can occur. Without loss of generality, we can let

𝐷𝑜𝑢𝑡,𝑖 𝑗 ,1 = 𝐷𝑜𝑢𝑡, 𝑗 ,1, which means the reference distance for the redundant beam is chosen to

be equal to the distance of 𝑗-th Rx’s to its reference point. With fixed reference distance, the

existence of redundant beams is

cos𝜙𝑜𝑢𝑡,𝑖 𝑗 ,1 = cos𝜙𝑜𝑢𝑡,𝑖 𝑗 ,2 = · · · = cos𝜙𝑖𝑛,𝑜𝑢𝑡,𝑀 . (5.25)

Nevertheless, the equality between 𝑀 directions above may not strictly hold and the closed-

form expression of redundant beams can not be derived as in far-field. With the arbitrary value

of the reference distance 𝐷𝑜𝑢𝑡,𝑖 𝑗 ,1, the constructive superposition of the reflected spherical

wave can reach a peak amplitude response slightly lower than the main beam. As long as the

strict equality in equation (5.25) does not hold, the locations of the redundant beam are also

subjected to the designed weights vector w, as the phase from the weights can enlarge/reduce

the phase difference from equation (5.25) indefinitely after weighting. In this case, we call

the resulting redundant beam the quasi-redundant beam, as redundant beams that occur in the

near-field is more tricky to be determined than that of the far-field.

Theorem 3. The quasi-redundant beam of IRS in the near-field occurs as long as

|
𝜃𝑝 + 𝜃𝑞
𝑘
−𝐷𝑜𝑢𝑡,𝑖 𝑗 ,𝑝 −𝐷𝑜𝑢𝑡,𝑖 𝑗 ,𝑞 |𝑚𝑎𝑥 ≤

𝜋

8𝑘
, (5.26)

where 𝑝 ≠ 𝑞, 𝑝, 𝑞 = 1,2, . . . , 𝑀, and 𝜃𝑝 and 𝜃𝑞 are the designed phase terms from weights

such that the weighted phase error between arbitrary two elements, 𝑝 and 𝑞, are constrained

below 𝜋
8 .

To determine the precise location of the quasi-redundant beam, grid-searching on both

distance and direction domain is necessary to solve total 𝑀 near-field Bragg conditions in

equation (5.23). To judge the existence of 𝑚-th equation has a solution cos𝜙𝑖𝑛,𝑖 𝑗 ,𝑚, we can

transform equation (5.23) into a series of discriminant. In particular, denote the 𝐷𝑟𝑒 𝑓 ,𝑖 𝑗 ,𝑚 =
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𝐷𝑖𝑛,𝑖,𝑚 +𝐷𝑜𝑢𝑡,𝑖,𝑚 −𝐷𝑖𝑛, 𝑗 ,𝑚, and taking the square from equation (5.23), we have

(𝐷𝑟𝑒 𝑓 ,𝑖 𝑗 ,𝑚 +
2𝜋𝑛𝑚
𝑘
)2 = 𝐷2

𝑜𝑢𝑡,𝑖 𝑗 ,1 +2𝐷𝑜𝑢𝑡,𝑖 𝑗 ,1𝑙 cos𝜙𝑖𝑛,𝑖,𝑚 + 𝑙2. (5.27)

Note that, cos𝜙𝑖𝑛,𝑖,𝑚 ∈ [−1,1]. By substituting the cos𝜙𝑖𝑛,𝑖,𝑚 with the range to form the

inequality, we have a discriminant on 𝑛𝑚 to obtain the feasible range of 𝑛𝑚, we have


𝑛𝑚,𝑙𝑜𝑤𝑒𝑟 ≥ (Δ−1−𝐷𝑟𝑒 𝑓 ,𝑖 𝑗 ,𝑚) 𝑘2𝜋
𝑛𝑚,𝑢𝑝𝑝𝑒𝑟 ≤ (Δ+1−𝐷𝑟𝑒 𝑓 ,𝑖 𝑗 ,𝑚) 𝑘2𝜋 ,

(5.28)

where Δ−1 = |𝐷𝑜𝑢𝑡, 𝑗 ,𝑚 − 𝑙 | and Δ+1 = 𝐷𝑜𝑢𝑡, 𝑗 ,𝑚 + 𝑙. Therefore, the feasible range of 𝑛𝑚 is ad-

dressed such that we have at least one solution for 𝜙𝑖𝑛,𝑖,𝑚. Notice that a relation

𝑛𝑚 ≥ −
𝑘

2𝜋
𝐷𝑟𝑒 𝑓 ,𝑖 𝑗 ,𝑚 (5.29)

should be remained to keep all distances used in equation (5.23) non-negative. Thus, we can

remove the other two imaginary expressions of discriminant due to the square and square

root operations. For the feasible range of 𝑛𝑚, it can be understood that only a certain amount

of points on the referenced wavefront with the radius 𝐷𝑜𝑢𝑡, 𝑗 ,𝑚 to the 1st reference element

can be intersected by wavefronts reflected from other 𝑀 −1 elements. Each other 𝑀 −1 el-

ement may have multiple indices of wavefronts that can have intersections with referenced

wavefront, thus 𝑛𝑚 can have multiple values. This introduces a more necessary condition

for the existence of redundant beams: given a certain value 𝑛∗𝑚 of 𝑛𝑚 in its feasible range,

the corresponding solutions by solving equation (5.23), 𝜙𝑖𝑛,𝑖 𝑗 ,𝑚,𝑚 = 1, ..., 𝑀 are exactly the

same. Thus, with the necessary condition from the discriminants, we can now find 𝑀 wave-

fronts constructively interference at the same point on the referenced exit distance 𝐷𝑜𝑢𝑡, 𝑗 ,1.

To complete the sufficiency, we shall notify all wavefronts that can add constructively at the

point of the redundant beam, including but not limited to the case that 𝑛𝑚 is an integer. In

particular, as long as 𝑀 wave fonts have the same phase while they intersect on the reference

wavefront, the redundant beam can be produced. Thus, with the discriminant relationship

of redundant beams, the search process of redundant beams can be implemented more effi-

ciently, as discriminants enable more efficient algorithms than exhaustive algorithms to apply

for determining the positions of redundant beams, such as the binary search algorithm.
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Figure 5.2: 1st pair beampattern with mutual coupling effect, given ACPC of SQP.

5.4 Simulation Results

5.4.1 ACPC with Coupling effect

Considering involving the mutual coupling matrix and using the ACPC solution of SQP as

the raw weights vector and following the same simulation setting of Chapter 3.4, the change

in amplitude response of beams can be observed from Fig. 5.2 and Fig. 5.4. It is clear that

though we aim to let two receivers receive the same amplitude response of signal, however,

the unbalanced power allocation is caused where one transceiver pair can have better per-

formance than another one. Thus, the coupling effect in the multi-user transmission affects

users’ weighting priority. However, as the position of marks we computed are still precisely

labelled on the peaks of each beam, the discussion and result on the direction of the redun-

dant beam in Chapter 3.3 still hold correct. It can be found that redundant beams are actu-

ally the compromised result of implementing equal power allocation on a single piece IRS

for multi-user transmission. The SQP specifically minimizes the interference for multi-user

while MRC only maximizes received power for a single user. For multi-user transmission,

we also constrain the energy for each pair of users and the cost of doing so is to induce re-

dundant beams such that all users can receive a satisfying signal power. This phenomenon

can also be seen as a result that users share the aid of a single IRS fairly. As grating lobes

in the antenna array are produced due to the large element spacing, the redundant beams and

the grating lobes are incurred in different ways.
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Figure 5.3: 1st pair’s cross-section of beampattern.

Figure 5.4: 2nd pair beampattern with mutual coupling effect, given ACPC of SQP.
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Figure 5.7: Without mutual coupling effect, given 𝑑 = 1
2𝜆

Figure 5.8: With mutual coupling effect, given 𝑑 = 1
2𝜆
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Figure 5.9: Without mutual coupling effect, given 𝑑 = 1
4𝜆.

Figure 5.10: With mutual coupling effect, given 𝑑 = 1
4𝜆.
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5.4.2 Side lobes with Coupling effect

To study the effect of mutual coupling on the side lobes of IRS system specifically, we

leverage MRC to obtain ACPC solution to maximize the SNR for only 1st pair user at

Ω𝑖𝑛,1 = (30◦,30◦) ,Ω𝑜𝑢𝑡,1 = (150◦,60◦). The comparisons are given by considering with (or

without) the mutual coupling effects on the weights and different spacing between elements.

As shown in Fig. 5.6, the mutual coupling causes higher side lobes than that without a mu-

tual coupling effect. With smaller element spacing, the higher side lobe can be observed on

the beam pattern since sparsity in the mutual coupling matrix gets smaller when the element

spacing gets smaller. Therefore, it is necessary to equalize the mutual coupling effect if the

IRS leverage the small element spacing. But for spacing with half-wavelength, the coupling

effect does not affect the directivity of beams.

Fig. 5.7, Fig. 5.8, Fig. 5.9 and Fig. 5.10 also present the coupling effect on the side

lobes in 3D pattern. More apparent side lobes can be observed if the mutual coupling is

considered. In particular, Fig. 5.8 and Fig. 5.10 shows the 3D beam pattern of URA IRS with

mutual coupling effect while Fig. 5.7 and Fig. 5.9 does not involve the mutual coupling. The

amplitude of side lobes are increased by coupling effect in Fig. 5.8 and Fig. 5.10, thus less

number of side lobes are observed in Fig. 5.7 and Fig. 5.9.

5.4.3 Near-field MU Beamforming with AXPC solution

To study the MU transmission with near-field effect, an ULA IRS of 512 elements with the

half-wavelength element spacing is considered to support three transceiver pairs simultane-

ously. Since the Fraunhofer distance and Fresnel distance are both dependent on frequency

and aperture size, 30 GHz is considered as the frequency of mmWave3. In this case, the

Fraunhofer distance is equal to around 1.3 km, and the Fresnel distance is equal to around

25 m. Three pairs of transceivers are considered and their locations can be represented

by Ω notation as Ω𝑖𝑛,1 = (70◦,14.7m) ,Ω𝑜𝑢𝑡,1 = (60◦,14.7m) ,Ω𝑖𝑛,2 = (80◦,14.7𝑚) ,Ω𝑜𝑢𝑡,2 =

(110◦,44.7m) and Ω𝑖𝑛,3 = (90◦,14.7m) ,Ω𝑜𝑢𝑡,3 = (130◦,29.7m), where only azimuth direc-

tions and reference distances are included in Ω. These receivers are set to have equal power

response by constraints, but the nullification for MU interference is omitted for reducing the

complexity of computation and simplicity to obtain the AXPC solution. To show the beam

behaviour clearly, the distance range for plotting is considered from 0𝑚 to 55𝑚. In addition,

the Fresnel distance is plotted as the black dash line in the middle of Fig. 5.11, Fig. 5.12 and

Fig. 5.13.

3Nevertheless, the result can be general for other configurations as long as the ratio of frequency and aperture
size keep a constant.
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Figure 5.11: Beampattern of Tx1.

In Fig. 5.11, Fig. 5.12 and Fig. 5.13, it can be observed that each Rx has received the

main beam from the corresponding Tx. With distance variations on the wireless channel in

the near-field, the focus point of beams at different distances introduces the beam scattering

at a different level. For instance, as shown in Fig. 5.11, a clear focal point is addressed,

marked by the red circle, on the main beam to the location of Rx1. However, the main beam

is scattering in other positions except for the focus point. The main beam becomes scattering

after penetrating the position of Rx1 while the main beam is also scattering before reaching

the distance where Rx1 is located. As shown in Fig. 5.12 and Fig. 5.13, for the main beams

where the focus points are farther than the Fresnel distance, the beam scattering occurs in the

distance shorter than the distance of the focal point.

Since three pairs of transceivers are leveraged, two redundant beams can be observed

in Fig. 5.11, Fig. 5.12 and Fig. 5.13. For the redundant beams, their locations are mainly

subjected to the focus points of MU. The locations of redundant beams also shifted with

different positions of transceivers. As shown in Fig. 5.11, the redundant beams still exist but

they avoid the positions of Rx2 and Rx3, which are marked by the green and cyan circles.

Due to the focus points of Rx2 and Rx3 for Tx1 being a shifted position, the beam scattering

and focusing of redundant beams also shift in this case. Due to these shifted focus points

can not being derived in close form, it is not convenient to determine the specific positions as

did in far-field conditions with analytical results. Numerical methods like grid-searching can

apply to address the positions of redundant beams.

Fig. 5.14 shows the cross-section of beampattern at different reference distances. Specif-

ically, for each Rx, the beampattern with respect to the reference distance corresponding to
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Figure 5.12: Beampattern of Tx2.

Figure 5.13: Beampattern of Tx3.
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Figure 5.14: Cross section at reference distances of different receivers.

such an Rx is plotted. The blue, red, and yellow dot-dash lines represent the beampattern

of Rx1, Rx2 and Rx3 respectively. It can be observed that with FSPL, the received power

response is around −36 dB and there is approximately the power response of beam scattering

in other distances. Though nullification of interference is not leveraged in AXPC solution of

MU-LCMV, due to the formulation of power minimization, the MU interference remained

at a maximum −67 dB. Due to the focus point can shift with different observation points,

i.e., location of Tx1, Tx2 and Tx3, the redundant beam can have different amplitude and

bandwidth at the different reference distances.

5.4.4 Error of Redundant Beams in Near-field

Fig. 5.15 shows the three different methods for calculating the directions of redundant beams

at different distances. The locations of transceivers are the same as in the previous near-field

simulation. Here, the relative distance range is sampled equally from half of the Fraunhofer

distance with 1000 dots. The analysis is made for the redundant beam caused by the 1st pair

to the 2nd pair transceiver, where the redundant beam is roughly at 47◦ and can be seen in

Fig. 5.12.

The first method directly leverages the formula derived in Chapter 3.3 for far-field con-

ditions. The second method is based on numerical computation with Fresnel approximation.

Specifically, the direction is computed by solving the 𝑀 equations from equation (5.23) with

Fresnel approximation and taking the average value from the 𝑀 solved directions. The third
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Figure 5.15: A single IRS model for MU transmission. Different colors mark the signal
transmission path from different Txs.

method keeps the same computation process as the second one but without any approxima-

tion. The true value of the redundant beam is obtained by the grid searching method, where

the error (in a unit of degree) is obtained lower than 10−4. As can be seen from the result, the

far-field approximation method becomes precise gradually as the increment relative distance.

This is due to the far-field approximation becoming precise with increasing distance. The

Fresnel approximation fails to obtain the direction of the redundant beam but becomes pre-

cise farther than the 200 units relative distance. This is due to the Fresnel approximation also

failing to hold and the non-linear characteristics of the Fresnel approximation also amplify

the error. In this case, the approximation-free analysis method can obtain a more precise

result.

5.5 Summary

In this chapter, we evaluate the mutual coupling effect and near-field effect on the transmis-

sion performance and redundant beams of IRS. The mutual coupling effect is addressed to

be an intrinsic issue that can happen to different IRS hardware structures, but it may not be

critical to affecting the MU transmission and the locations of redundant beams with proper

element spacing. Nevertheless, the mutual coupling effect should become significant and

need to be equalized once the element spacing is smaller than the half wavelength. The near-

field effect becomes significant with a close transmission distance and over the large size of

the IRS. In this case, the distance-induced phase variation will be apparent and the trans-

mission design on the weights should be specifically designed, given the different locations
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of transceivers. Though the locations of redundant beams in the near-field do not have a

closed-form expression, they can be determined through grid-search methods.



Chapter 6

Conclusion and Future Work

The IRS can be a potential and promising enabler in 5G and beyond generations of wire-

less communication to support programmable channels. The concept of the programmable

channel can generate an all-around disruptive change to wireless communications ranging

from transceiver design, system and architecture design, network deployment, optimization

and operation. This thesis comprehensively studied the MU beamforming and its limitation,

deployment of IRS networks with upper bound of EE and SE and made a specific analysis of

mutual coupling effect and near-field effect. This chapter concludes this thesis’s main work

and contributions, together with a brief discussion on future works about the IRS.

6.1 Conclusion

In Chapter 1, together with the introduction of some critical wireless techniques that have

been used, an overview of IRS, from the basic concept to its detailed hardware realization and

application scenarios, are presented. Specifically, the necessary background about physical

wireless channel, MIMO and antenna array theorems are introduced. The current literature

indicated the promising study area in MU transmission with single IRS and IRS networks.

A comprehensive model of IRS is presented in Chapter 2, in terms of the basic transmis-

sion model of single IRS to multiple IRS composed networks. For the networks model, we

further address the multi-order-reflection affected by the dual reflection between two IRSs as

well. The proposed IRS networks model is able to completely express transmission environ-

ments with an arbitrary number of reflectors in arbitrary sizes and weights and an arbitrary

order of signal reflections.

In Chapter 3, an idea of achieving MU transmission using a programmable channel

based on single IRS is proposed. The single IRS can use a single set of weights to sup-

port interference-free multiple data stream transmission. A novel MU-LCMV beamformer
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is proposed to solve the optimization problem to obtain the optimal AUPC weight vector

in close form with minimal interference. The ACPC and ACPQ are proposed for IRS im-

plementation with less control ability on phase and amplitude coding by constraining the

amplitude and phase of the weight vector. Limitations on HPBW of IRS with MRC beam-

former are obtained. It is addressed that the beamwidth employing MRC can match with a

traditional array system. A critical observation of this chapter is that redundant beams exist

in the MU transmission on single IRS, which brings significant power loss but also can be

used for multi-cast transmission. Under different IRS configurations with different element

spacings, the redundant beams are mathematically proved and analyzed. The directions of

redundant beams are derived in close form as well, which can provide important guidance

when designing with multi-cell aided communication to avoid strong interference on the cell

edge. Results verified the finding and algorithms and suggested MU to be more spatially

distributed for satisfactory system performance.

Towards the communication aided by the IRS networks, the MUMOR transmission based

on the IRS network is studied in Chapter 4. Based on the complete model of the IRS network,

where networks permutationally combine single IRS and IRS to IRS transmission model, the

optimal condition to reach the sum rate upper bound is derived, where the function of optimal

positions for the transceivers is written in a closed-form. In addition, An observation is ob-

tained that to sufficiently realize interference-free transmission, 𝑀 ≥ 𝑁2 should be satisfied.

It is also addressed that different topologies can enhance the sum rate concerning different

numbers of transceivers and SNR. Moreover, leveraging MOR of IRS networks with a rel-

atively close range can be more efficient in improving the EE. The simulation results verify

our proposed theorems, indicate a promising 𝐾 folds scaling from the IRS network and il-

lustrate the promising improvement on the EE and SE by leveraging the MOR effect of IRS

networks.

Involving the mutual coupling effect and near-field effect, the MU beamforming and the

corresponding behaviour of redundant beam are studied in Chapter 5. As a result. mutual

coupling effect of IRS indicates increasing on side lobes level with smaller element spacing,

where sidelobes can be more significant when element spacing becomes smaller. Except

for more power dissipation in a trivial direction, the mutual coupling may not be critical

to affecting the MU transmission and the redundant beams in directivity. For the near-field

effect, it becomes significant with close transmission distance and over the large size of IRS.

The MU beamforming for transceivers located at different distances is achieved with MU-

LCMV. It is also addressed that locations of redundant beams, in this case, become tricky

to determine explicitly and should be determined by grid-search methods. The discriminant

for the existence of a redundant beam, in this case, is derived and can be used to reduce the
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complexity of grid search. Simulations are provided to show the performance of MU design,

and numerical result is given to validate the analysis of the redundant beam.

6.2 Future Work

6.2.1 Extension of this work

Although the work in this thesis completes the design of MU beamforming based on IRS and

networks, there are a couple of following works that remain to be discussed and solved in the

future.

• Following the MU transmission, it can be common that EE and SE may not achieve

their corresponding maximum with MU directions does not satisfy the optimal con-

dition in Chapter 4. In this case, EE and SE have a trade-off relationship and require

further investigation. More advanced optimization problems can be formulated to max-

imize EE and SE respectively.

• More refined discussion on the positions of transceivers should be made for MU trans-

mission in the networks. In particular, the analysis of the sum rate limit in Chapter

4 is derived from single-user single-path (SUSP) scheme and MUSP scheme. With-

out some special conditions, the sum rate limit may not hold for SUMP transmis-

sion scheme. In addition, the analysis for the general scheme multi-user multi-path

(MUMP) is another interesting topic for further investigation in our future works to

have a more in-depth analysis. Also, the efficient routing of MU within a specific

network graph topology may also be needed.

• The practical conditions should be further extended since only mutual coupling and

near-field effects are analyzed in this thesis. In addition, following the near-field trans-

mission, the weights should also be properly considered to leverage the redundant

beams. The future design may also require a different design to avoid strong MU inter-

ference since the locations of redundant beams in near-field are subjected to different

weights designs. It is also noticed by the author that exploring the co-design, including

the IRS’s architecture, circuit, and algorithms is also very interesting but challenging.

• In most of the theoretical works [63,160], including the work in this thesis, the effective

area of a single IRS is normalized with a far-field assumption; therefore, the received

power can be equivalent to the peak value of power gain. Considering effective area

[130], the power gain should be normalized with respect to the total power impinging
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on the surface. And the reflected power, which the next object will receive, is the

integral of the reflected beam pattern in the angular domain, where the lower bound and

upper bound of the integral is related to the effective area of the next object. Within the

near-field, the effective area of IRS elements for transceivers is different given different

transceivers’ positions, e.g., directions and distances concerning the IRS. Thus, the

optimal power gain of MU will be subject to the distance in this case. However, the

effective area and the specific path loss should involve a specific discussion on the near-

field effect [77,130], which is temporally out of the scope of this thesis but will be one

of the focuses in the future.

6.2.2 Promising Future Direction

It is no doubt that the application of IRS has a very promising prospect in future wireless

communication networks. Based on the knowledge of the author, following directions should

be of great importance to exploit more features and value about IRS based programmable

wireless channel.

• For leveraging the benefits brought by the IRS networks, efficient estimation is neces-

sary for transceivers. In particular, the accuracy for achieving it should be maximized,

and the time slots required for estimation should be minimized. Thus, enhancing the

efficiency can be seen as optimizing the tasks’ efficiency concluded in Chapter 4. Ad-

vanced channel estimation methods may be also needed since the methods proposed in

this work require a relatively larger number of IRS than the number of non-IRS scatters.

Or it is very challenging to estimate every single parameter of these non-IRS scatters.

The complexity for channel estimation increases as the number of non-IRS scatters in-

creases. On the other hand, the overhead for channel estimation can be huge or even

forbidden once we have too many reflections with many non-IRS scatters. We think

one way to mitigate the channel estimation overhead is using hierarchical estimation

with respect to reflection orders. For example, there is no need to wait to get all channel

parameters in these tasks before data transmission. The initial communication can be

activated after obtaining the FOR channel, though this may not fully leverage the spa-

tial multiplexing gain and channel capacity. With more cycles of uplink and downlink

data transmissions, the channel estimation can be gradually completed. Efficiency can

be improved using the transmitted data instead of just estimation pilots, which can be

regarded as one part of the integrated sensing and communication (ISAC) [161].

• Limitation of IRS networks in time domain analysis should be implemented. For in-

stance, the MOR effect should be cut off since it is trivial to consider an infinite re-
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sponse in the time domain. In addition, specific deployments of IRS introduce selective

fading channel, since multi-path components with different order of reflections super-

pose and cause different effects in the signal processing in the time domain. Thus, the

system performance should be investigated from this view.

• Due to the abundant spectrum resource in the high-frequency band, broadband design

should also be valuable for investigation. However, the beam squint effect, which is

induced by the correlation of elements with a specific frequency, can be a potential

issue to fundamentally affect the transmission with the aid of IRS, thus it requires an

in-depth analysis [36]. Some interesting results may be obtained by combining the

physical characteristics of beam squint and redundant beams for MU transmission.



Appendix A

Derivation of Theorems

A.1 Proof for Redundant Beams in ULA

A.1.1 Proof of Corollary 2

Under condition of 𝑑 = 𝜆/2 with ULA IRS, equation (3.35) becomes

𝐵(𝜙𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢) =
���𝑀−1∑︁
𝑚=0

𝑤𝑚𝑒
− 𝑗𝜋𝑚(𝑐𝑜𝑠𝜙𝑜𝑢𝑡,𝑣+𝑐𝑜𝑠𝜙𝑖𝑛,𝑢)

��� . (A.1)

For 𝑁 = 2, from equation (3.15) and (3.16), we have the constraints:



𝛿𝑙𝑜𝑤𝑒𝑟 ≤ w𝑇a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,1)

𝛿𝑢𝑝𝑝𝑒𝑟 ≥ w𝑇a𝐶 (𝜙𝑜𝑢𝑡,2 , 𝜙𝑖𝑛,1)

𝛿𝑙𝑜𝑤𝑒𝑟 ≤ w𝑇a𝐶 (𝜙𝑜𝑢𝑡,2 , 𝜙𝑖𝑛,2)

𝛿𝑢𝑝𝑝𝑒𝑟 ≥ w𝑇a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,2)

. (A.2)

Let

𝐹 (𝜙𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢) = 𝑒− 𝑗𝜋 𝑓 (𝜙𝑜𝑢𝑡,𝑣 ,𝜙𝑖𝑛,𝑢) , (A.3)

and

𝑓 (𝜙𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢) = 𝑐𝑜𝑠𝜙𝑜𝑢𝑡,𝑣 + 𝑐𝑜𝑠𝜙𝑖𝑛,𝑢 . (A.4)

It is clear that the term 𝐹 (𝜙𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢) directly correlate to a𝐶 (𝜙𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢) from equation

(2.11) since this term is the base of the new merged steering vector, i.e.,
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a𝐶 (𝜙𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢) = [𝐹 (𝜙𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢)0, 𝐹 (𝜙𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢)1, . . . , 𝐹 (𝜙𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢) (𝑀−1)] . (A.5)

Thus, if the following relationship

𝐹 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,1) = 𝐹 (𝜙12 , 𝜙𝑖𝑛,2) (A.6)

holds, we have

a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,1) = a𝐶 (𝜙12 , 𝜙𝑖𝑛,2) (A.7)

and

𝛿𝑙𝑜𝑤𝑒𝑟 ≤ w𝑇a𝐶 (𝜙12 , 𝜙𝑖𝑛,2) . (A.8)

Equation (A.8) implies that the redundant beam is at 𝜙12 for 2nd pair transceiver. It can

be explained as the numerical equivalence of two merged steering vectors of the desired

direction and the direction of the redundant beam. As long as one constraint of the steering

vector is satisfied in one direction, this constraint would broadcast to another direction. In

a general sense, any other steering vector which numerically equals the constrained steering

vectors of minimum secured power response would indicate redundant beams. Note that the

phenomenon above also applies to the constrained steering vector under suppressed response.

Next, let’s discuss the condition to make equation (A.6) hold, or in other words, the

existence of the redundant beam. Since the function 𝐹 in equation (A.3) is actually the

phasor with respect to 𝜋 𝑓 (𝜙𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢). Therefore, we have

𝑒− 𝑗𝜋 𝑓 (𝜙𝑜𝑢𝑡,𝑣 ,𝜙𝑖𝑛,𝑢) = 𝑒− 𝑗𝜋( 𝑓 (𝜙𝑜𝑢𝑡,𝑣 ,𝜙𝑖𝑛,𝑢)+2𝑛) , 𝑛 ∈ 𝑍 (A.9)

due to its periodicity. And 𝑛 is the integer indicating the 𝑛-th order of equivalence.

If equation (A.6) holds, then it is necessary and sufficient that

𝑓 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,1) +2𝑛 = 𝑓 (𝜙12 , 𝜙𝑖𝑛,2) , 𝑛 ∈ 𝑍 (A.10)

holds. If 𝑛 = 0 and assume the redundant beam exist, then from equation (A.10), we set a

middle variable 𝛾12,

𝛾12 = cos𝜙𝑖𝑛,1 + cos𝜙𝑜𝑢𝑡,1− cos𝜙𝑖𝑛,2 = cos𝜙12 . (A.11)

So 𝜙12 is the solution of this equation and it equals to arccos(𝛾12), meaning the 0th order of
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redundant beam at 𝜙12 is caused by the 1st transceiver pair and can be "seen" by Rx2. Note

that 𝑛 can equal other integers, and this may cause multiple orders of redundant beams as long

as solution 𝜙12 comes from 𝑛-th order equivalence exists. Namely, by substituting equation

(A.11) into (A.10), we have

𝜙12 = arccos(𝛾12 +2𝑛) = arccos(cos𝜙𝑖𝑛,1 + cos𝜙𝑜𝑢𝑡,1− cos𝜙𝑖𝑛,2 +2𝑛). (A.12)

the discussion of classification based on the value range of 𝛾12 which can make 𝜙12 exist

from function arccos is as follows.

Case 1, when 𝛾12 ∈ [−3,−1). If 𝑛 ≥ 2, 𝛾12 + 2𝑛 > 1 holds and 𝜙12 does not exist. If

𝑛 ≤ 0, 𝛾12 + 2𝑛 < −1 holds and 𝜙12 does not exist. If 𝑛 = 1, −1 ≤ 𝛾12 + 2𝑛 < 1 holds, 𝜙12 =

arccos(𝛾12 +2).
Case 2, when 𝛾12 ∈ (1,3], which is similar to last case, if 𝑛 = −1, 𝜙12 = arccos(𝛾12−2) or

otherwise 𝜙12 does not exist.

Case 3, when 𝛾12 ∈ (−1,1). If 𝑛 = 1, 𝜙12 = arccos(𝛾12) or otherwise 𝜙12 does not exist.

Case 4, when 𝛾12 = −1. If 𝑛 = 1, 𝜙12 = 0◦. If 𝑛 = −1, 𝜙12 = 180◦. Otherwise, 𝜙12 does not

exist. So, two redundant beams occur at the margin angles, which are almost parallel to the

surface.

Case 5, which is similar to case 4. When 𝛾12 = 1, two redundant beams occur at 𝜙12 = 180◦

and 0◦.
Case 4 and Case 5 are on the boundary, so we merge it in Case 1 and Case 2 respectively.

In the cases analysis of the following discussion, the middle variable equals to 1 or −1 will

also be merged into cases of (1,3] and [−3,−1) respectively. Last, it can be summarized as

Corollary 2.

The results above provide insight into the redundant beam. The phenomenon is actually

caused by considering the reflection process where one more path is involved compared to

traditional transceivers. As we can find, the redundant beams are similar to the concept

of grating lobes in the traditional antenna array theory. However, they are different and it

might be tricky to distinguish those two concepts. For instance, if we consider the setting of

such corollary, in scenarios of the antenna array, the condition of grating lobes are similar to

equation (A.10), but in the form of

𝑓 (𝜙𝑜𝑢𝑡,1) +2𝑛 = 𝑓 (𝜙𝑜𝑢𝑡,11 ) , 𝑛 ∈ 𝑍, (A.13)

, where 𝜙𝑜𝑢𝑡,11 is the grating lobes’ position. E.g., 0th order equivalence means the 0th side

lobe is the main beam and the 1st order equivalence means the position of the first side lobe.

In the IRSs’ scenarios, as we have mentioned, the 0th order equivalence of equation (A.10)
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means the main beam of Tx1 is actually equivalent to producing the 0th order redundant beam

on the beampattern of Tx2. Interchangeably, Tx2 can also produce the 0th order redundant

beam on the beampattern of Tx1. However, there are also grating lobes, as long as the grating

lobes position 𝜙𝑜𝑢𝑡,11 satisfy

𝑓 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,1) +2𝑛 = 𝑓 (𝜙𝑜𝑢𝑡,11 , 𝜙𝑖𝑛,1) , 𝑛 ∈ 𝑍. (A.14)

Therefore, we stress that redundant beams are caused by pairs of each other while grating

lobes are self-introduced.

A.1.2 Proof of Corollary 3

When 𝑑 ∈ (0,𝜆/4), equation (A.10) can be rewritten as

𝑓 (𝜙𝑜𝑢𝑡12 , 𝜙𝑖𝑛,1) +
2𝜋𝑛
𝑘𝑑

= 𝑓 (𝜙𝑜𝑢𝑡12 , 𝜙𝑖𝑛,2) , 𝑛 ∈ 𝑍 . (A.15)

The form of equation (A.15) is more general than that of Corollary 2. However, base on

the value range of 𝛾12, the redundant beam may not exist if no integer 𝑛 can make −1 ≤
𝛾12+ 2𝜋𝑛

𝑘𝑑
≤ 1, such that 𝛾12+ 2𝜋𝑛

𝑘𝑑
= 𝑐𝑜𝑠𝜙12 have the solution. By substituting equation (A.11)

into (A.15), the discussion based on the value range of 𝛾12 which can make 𝜙12 exist is as

follows.

Case 1, when 𝛾12 ∈ (−1,1). If 𝑛 = 0, 𝜙12 = arccos(𝛾12). If 𝑛 ≠ 0, since 𝛾12 + 2𝜋𝑛
𝑘𝑑

∉ (−1,1)
so 𝜙12 does not exist.

Case 2, when 𝛾12 ∈ [−3,−1]. If 𝑛 ≥ 1, 𝛾12 + 2𝜋𝑛
𝑘𝑑

> 1 holds. 𝜙12 does not exist. If 𝑛 ≤ 0,

𝛾12 + 2𝜋𝑛
𝑘𝑑
< −1 holds. 𝜙12 also does not exist.

Case 3, when 𝛾12 ∈ [1,3]. It is similar as the last case, so 𝜙12 does not exist.

Therefore, it can be summarized as Corollary 3.

A.1.3 Proof of Corollary 4

In the case of 𝑑 ∈ [𝜆/4,𝜆/2), base on equation (A.15), to make 𝜙12 exist, we have the follow-

ing discussion.

Case 1, when 𝛾12 ∈ (−1,1). If 𝑛 = 0, then 𝜙12 exists and 𝜙12 = arccos(𝛾12). If 𝑛 ≠ 0, since

𝛾12 + 2𝜋𝑛
𝑘𝑑

∉ (−1,1), 𝜙12 does not exist.

Case 2, when 𝛾12 ∈ [−3,−1]. If 𝛾12 + 2𝜋
𝑘𝑑
> 1 , 𝛾12 + 2𝜋𝑛

𝑘𝑑
> 1 holds when 𝑛 ≥ 1 . And

𝛾12 + 2𝜋𝑛
𝑘𝑑
< −1 holds when 𝑛 ≤ 1. So when 𝜆

𝑑
> 1−𝛾12, 𝜙12 does not exist.

When 𝑛 = 1, if 𝛾12 + 2𝜋
𝑘𝑑
≤ 1, since 𝑘 = 2𝜋/𝜆, 𝜙12 = arccos(𝛾12 + 𝜆𝑑 ). When 𝑛 ≠ 1, 𝜙12 does

not exist since 𝛾12 + 2𝜋𝑛
𝑘𝑑

∉ (−1,1).
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Case 3, when 𝛾12 ∈ [1,3], similar to last case, if 𝜆
𝑑
< 𝛾12 +1, 𝜙12 = arccos(𝛾12− 𝜆

𝑑
) or 𝜙12

does not exist which result in Corollary 4.

A.2 Proof for Redundant Beams in URA

A.2.1 Proof of Corollary 5

Consider 𝑑 = 𝜆/2 and URA IRS. Then equation (3.35) becomes:

B(Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢) = B(𝜙𝑜𝑢𝑡,𝑣 , 𝜃𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢 , 𝜃𝑖𝑛,𝑢) , (A.16)

B(Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢) =
���𝑀𝑦−1∑︁
𝑚𝑦=0

𝑀𝑥−1∑︁
𝑚𝑥=0

𝑤𝑚𝑥𝑚𝑦 · 𝑒− 𝑗 𝑘 ( 𝑓𝑐𝑠 (Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢)𝑑𝑥𝑚𝑥+ 𝑓𝑠𝑠 (Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢)𝑑𝑦𝑚𝑦)
��� . (A.17)

For 𝑁 = 2, from equation (3.15) and (3.16), the constraints can be expressed as follows



𝛿𝑙𝑜𝑤𝑒𝑟≤w𝑇a𝐶(Ω𝑜𝑢𝑡,1,Ω𝑖𝑛,1)=w𝑇a𝐶(𝜙𝑜𝑢𝑡,1,𝜃𝑜𝑢𝑡,1,𝜙𝑖𝑛,1,𝜃𝑖𝑛,1)

𝛿𝑙𝑜𝑤𝑒𝑟≤w𝑇a𝐶(Ω𝑜𝑢𝑡,2,Ω𝑖𝑛,2)=w𝑇a𝐶(𝜙𝑜𝑢𝑡,2,𝜃𝑜𝑢𝑡,2,𝜙𝑖𝑛,2,𝜃𝑖𝑛,2)

𝛿𝑢𝑝𝑝𝑒𝑟≥w𝑇a𝐶(Ω𝑜𝑢𝑡,2,Ω𝑖𝑛,1)=w𝑇a𝐶(𝜙𝑜𝑢𝑡,2,𝜃𝑜𝑢𝑡,2,𝜙𝑖𝑛,1,𝜃𝑖𝑛,1)

𝛿𝑢𝑝𝑝𝑒𝑟≥w𝑇a𝐶(Ω𝑜𝑢𝑡,1,Ω𝑖𝑛,2)=w𝑇a𝐶(𝜙𝑜𝑢𝑡,1,𝜃𝑜𝑢𝑡,1,𝜙𝑖𝑛,2,𝜃𝑖𝑛,2)

(A.18)

Let

𝐹1(Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢) = 𝐹1(𝜙𝑜𝑢𝑡,𝑣 , 𝜃𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢 , 𝜃𝑖𝑛,𝑢)

= 𝑒− 𝑗𝜋 𝑓𝑐𝑠 (𝜙𝑜𝑢𝑡,𝑣 ,𝜃𝑜𝑢𝑡,𝑣 ,𝜙𝑖𝑛,𝑢 ,𝜃𝑖𝑛,𝑢) ,
(A.19)

𝐹2(Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢) = 𝐹2(𝜙𝑜𝑢𝑡,𝑣 , 𝜃𝑜𝑢𝑡,𝑣 , 𝜙𝑖𝑛,𝑢 , 𝜃𝑖𝑛,𝑢)

= 𝑒− 𝑗𝜋 𝑓𝑠𝑠 (𝜙𝑜𝑢𝑡,𝑣 ,𝜃𝑜𝑢𝑡,𝑣 ,𝜙𝑖𝑛,𝑢 ,𝜃𝑖𝑛,𝑢) .
(A.20)

It is clear that the term 𝐹1(Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢) and 𝐹2(Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢) correlate to a𝐶 (Ω𝑜𝑢𝑡,𝑣 ,Ω𝑖𝑛,𝑢)
from equation (2.12) directly since the multiplication of this two terms is the base of new

merged steering vector. Thus, if the following relationship

𝐹1(𝜙𝑜𝑢𝑡,1, 𝜃𝑜𝑢𝑡,1, 𝜙𝑖𝑛,1, 𝜃𝑖𝑛,1) = 𝐹1(𝜙12 , 𝜃12 , 𝜙𝑖𝑛,2 , 𝜃𝑖𝑛,2) (A.21)
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and

𝐹2(𝜙𝑜𝑢𝑡,1, 𝜃𝑜𝑢𝑡,1, 𝜙𝑖𝑛,1, 𝜃𝑖𝑛,1) = 𝐹2(𝜙12 , 𝜃12 , 𝜙𝑖𝑛,2 , 𝜃𝑖𝑛,2) (A.22)

hold, we have following equation

a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜃𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,1 , 𝜃𝑖𝑛,1) = a𝐶 (𝜙12 , 𝜃12 , 𝜙𝑖𝑛,2 , 𝜃𝑖𝑛,2) . (A.23)

We can get

𝛿𝑙𝑜𝑤𝑒𝑟 ≤ w𝑇a𝐶 (𝜙12 , 𝜃12 , 𝜙𝑖𝑛,2 , 𝜃𝑖𝑛,2) , (A.24)

which implies that the redundant beam of URA at 𝜙12 , 𝜃12. And it is clear that if and only

if equation (A.21) and (A.22) are both satisfied can both azimuth and elevation angle of re-

dundant beam exist. It can be explained as the numerical equivalence of two merged steering

vectors of the desired direction and the direction of redundant beam. As long as one constraint

of steering vector is satisfied in one direction, this constraint would also affect another direc-

tion. In a general sense, any other steering vector which numerically equal to the constrained

steering vectors of minimum secured power response would indicate redundant beams.

Next let’s discuss the condition to make equation (A.21) and (A.22) hold respectively. To

be noted that there is the periodicity of function 𝐹1 and 𝐹2 for its phasor form. If equation

(A.21) and (A.22) hold, then it is necessary and sufficient that

𝑓𝑐𝑠 (𝜙𝑜𝑢𝑡,1, 𝜃𝑜𝑢𝑡,1, 𝜙𝑖𝑛,1, 𝜃𝑖𝑛,1) +2𝑛1 = 𝑓𝑐𝑠 (𝜙12 , 𝜃12 , 𝜙𝑖𝑛,2 , 𝜃𝑖𝑛,2) , 𝑛1 ∈ 𝑍 (A.25)

and

𝑓𝑠𝑠 (𝜙𝑜𝑢𝑡,1, 𝜃𝑜𝑢𝑡,1, 𝜙𝑖𝑛,1, 𝜃𝑖𝑛,1) +2𝑛2 = 𝑓𝑠𝑠 (𝜙12 , 𝜃12 , 𝜙𝑖𝑛,2 , 𝜃𝑖𝑛,2) , 𝑛2 ∈ 𝑍 (A.26)

hold respectively. Base on the definition of 𝛼12 and 𝛽12, making equation (A.25) and (A.26)

hold is equivalent to the following two equations

𝛼12 +2𝑛1 = cos𝜙12 sin𝜃12, 𝑛1 ∈ 𝑍 , (A.27)

𝛽12 +2𝑛2 = sin𝜙12 sin𝜃12, 𝑛2 ∈ 𝑍 , (A.28)

have the correspondent solutions of 𝜙12 and 𝜃12. Only under conditions of both left part of

equation (A.27) and (A.28) have the value range of [−1,1] can they be solved out.

Specifically, when 𝛼𝑝𝑞, 𝛽𝑝𝑞 ∈ [−3,−1], only if 𝑛1 = 1, 𝑛2 = 1, −1 ≤ 𝛼12+2𝑛1 ≤ 1 and −1 ≤
𝛽12 +2𝑛2 ≤ 1 hold, 𝜙12 = arctan ( 𝛽12+2

𝛼12+2 ) + 𝑛3𝜋,𝑛3 ∈ 𝑍, 𝜙12 ∈ [0,2𝜋]. Otherwise, 𝜙12 does not

exist. Then by further substituting 𝜙12 into equation (A.28), 𝜃12 = arcsin ( 𝛽12+2
sin𝜙12

), 𝜃 ∈ [0, 𝜋2 ].
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In this case, there are usually two solutions of 𝜙12. There might not be a correspondent

solution of 𝜃12 which means the redundant beam does not exist. Likewise, the discussion on

the condition of 𝜙12 and 𝜃12 can be concluded in TABLE 3.1 and TABLE 3.2. Therefore, it

can be summarized as Corollary 5.

From the results above, it provides insight into the redundant beam. As we can find, the

redundant beams are similar to the concept of grating lobes in the traditional antenna array

theory. However, they are different and it might be tricky to distinguish those two concepts.

I.e, the grating lobes are caused by the large spacing between elements of antenna arrays

such that the beamforming result can repeat in the angular domain of AOA/AOD more than

once. For IRS, grating lobes are caused by the large spacing between IRS elements as well.

However, due to IRS being equivalent to a cascading of antenna arrays, one more degree of

freedom of AOA/AOD is introduced. E.g. for IRS in ULA, the “Bragg condition” can be

written as

𝑘𝑑 (cos𝜃𝑜𝑢𝑡 + cos𝜃𝑖𝑛) = 2𝜋𝑛0, 𝑛0 ∈ Z, (A.29)

where 𝜃𝑖𝑛 and 𝜃𝑜𝑢𝑡 are incident direction and exit direction with respect to IRS for one pair

transceiver. 𝑘 and 𝑑 are the wave number and spacing of elements, respectively. The Bragg

condition for the traditional linear array is just

𝑘𝑑 cos𝜃 = 2𝜋𝑛0, 𝑛0 ∈ Z, (A.30)

where 𝜃 can be transmitted/received direction of the ULA [162]. And it is not hard for us to

find the direction of transceivers and the element spacing jointly determining the existence of

the “Bragg condition" for IRS in equation (A.29).

A.2.2 Proof of Corollary 6

Under condition of 𝑑 ∈ (0,𝜆/4), the equation (A.27) and (A.28) would be rewritten as

𝛼12 +
2𝜋𝑛1
𝑘𝑑

= cos𝜙12 sin𝜃12, 𝑛1 ∈ 𝑍 , (A.31)

𝛽12 +
2𝜋𝑛2
𝑘𝑑

= sin𝜙12 sin𝜃12, 𝑛2 ∈ 𝑍 , (A.32)

which is the general form. The discussion on getting both 𝜙12 and 𝜃12 to make equation

(A.31) and (A.32) hold is as follows.

When 𝛼12 ∈ [−1,1] and 𝛽12 ∈ [−1,1]. If 𝑛1 = 0, 𝑛2 = 0, 𝜙12 = arctan ( 𝛽12
𝛼12
) and 𝜃12 =

arcsin ( 𝛽12
sin𝜙12

). If 𝑛1 ≠ 0 or 𝑛2 ≠ 0, since 𝛼12 + 2𝜋𝑛1
𝑘𝑑

∉ (−1,1) or 𝛽12 + 2𝜋𝑛2
𝑘𝑑

∉ (−1,1), both 𝜙12

and 𝜃12 would not exist. Therefore, it can be summarized as Corollary 6.
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A.2.3 Proof of Corollary 7

Consider URA IRS under condition of 𝑑 ∈ [𝜆/4,𝜆/2), the discussion of 𝜙12 and 𝜃12 base on

value range of 𝛼12 and 𝛽12 to make equation (A.31) and (A.32) hold is as follows.

Case 1, when 𝛼12 ∈ (−1,1) and 𝛽12 ∈ (−1,1). If 𝑛1 = 0, 𝑛2 = 0, 𝜙12 = arctan ( 𝛽12
𝛼12
) and

𝜃12 = arcsin ( 𝛽12
sin𝜙12

). If 𝑛1 ≠ 0 or 𝑛2 ≠ 0, since 𝛼12+ 2𝜋𝑛1
𝑘𝑑

∉ (−1,1) or 𝛽12+ 2𝜋𝑛2
𝑘𝑑

∉ (−1,1), both

𝜙12 and 𝜃12 would not exist.

Case 2, when 𝛼12 ∈ [−3,−1] and 𝛽12 ∈ [−3,−1]. If 𝛼12 + 2𝜋
𝑘𝑑
> 1, 𝛼12 + 2𝜋𝑛1

𝑘𝑑
> 1 holds

when 𝑛1 > 1. And 𝛼12 + 2𝜋𝑛
𝑘𝑑

< −1 holds when 𝑛1 < 1. So when 𝜆
𝑑
> 1−𝛼12, 𝜙12 does not

exist. And in another hand, when 𝜆
𝑑
> 1− 𝛽12, 𝜃12 does not exist as well.

Only if 𝛼12 + 2𝜋
𝑘𝑑
≤ 1 and 𝛽12 + 2𝜋

𝑘𝑑
≤ 1, when 𝑛1 = 1 and 𝑛2 = 1, 𝜙12 = arctan ( 𝛽12+ 𝜆𝑑

𝛼12+ 𝜆𝑑
) +𝑛3𝜋

and 𝜃12 = arcsin ( 𝛽12+ 𝜆𝑑
sin𝜙12

). Otherwise when 𝑛1 ≠ 1 or 𝑛2 ≠ 1, 𝜙12 or 𝜃12 do not exist since

𝛼12 + 2𝜋𝑛1
𝑘𝑑

∉ (−1,1) and 𝛽12 + 2𝜋𝑛2
𝑘𝑑

∉ (−1,1).
Case 3, when 𝛼12 ∈ [−3,−1] and 𝛽12 ∈ (−1,1).
𝜙12 = arctan ( 𝛽12

𝛼12+ 𝜆𝑑
) +𝑛3𝜋 and 𝜃12 = arcsin ( 𝛽12

sin𝜙12
), under the condition that 𝛼12 + 2𝜋

𝑘𝑑
≤ 1.

Case 4, when 𝛼12 ∈ [−3,−1] and 𝛽12 ∈ [1,3].
𝜙12 = arctan ( 𝛽12− 𝜆𝑑

𝛼12+ 𝜆𝑑
) +𝑛3𝜋 and 𝜃12 = arcsin ( 𝛽12− 𝜆𝑑

sin𝜙12
), under the condition that 𝛼12 + 2𝜋

𝑘𝑑
≤ 1

and 𝛽12− 2𝜋
𝑘𝑑
≥ −1.

Case 5, when 𝛼12 ∈ (−1,1) and 𝛽12 ∈ [−3,−1].
𝜙12 = arctan ( 𝛽12+ 𝜆𝑑

𝛼12
) +𝑛3𝜋 and 𝜃12 = arcsin ( 𝛽12+ 𝜆𝑑

sin𝜙12
), under the condition that 𝛽12 + 2𝜋

𝑘𝑑
≤ 1.

Case 6, when 𝛼12 ∈ (−1,1) and 𝛽12 ∈ [1,3].
𝜙12 = arctan ( 𝛽12− 𝜆𝑑

𝛼12
) +𝑛3𝜋 and 𝜃12 = arcsin ( 𝛽12− 𝜆𝑑

sin𝜙12
), under the condition that 𝛽12− 2𝜋

𝑘𝑑
≥ −1.

Case 7, when 𝛼12 ∈ [1,3] and 𝛽12 ∈ [−3,−1].
𝜙12 = arctan ( 𝛽12+ 𝜆𝑑

𝛼12− 𝜆𝑑
) +𝑛3𝜋 and 𝜃12 = arcsin ( 𝛽12+ 𝜆𝑑

sin𝜙12
), under the condition that 𝛼12− 2𝜋

𝑘𝑑
≥ −1

and 𝛽12 + 2𝜋
𝑘𝑑
≤ 1.

Case 8, when 𝛼12 ∈ [1,3] and 𝛽12 ∈ (−1,1).
𝜙12 = arctan ( 𝛽12

𝛼12− 𝜆𝑑
) +𝑛3𝜋 and 𝜃12 = arcsin ( 𝛽12

sin𝜙12
), under the condition that 𝛼12− 2𝜋

𝑘𝑑
≥ −1.

Case 9, when 𝛼12 ∈ [1,3] and 𝛽12 ∈ [1,3].
𝜙12 = arctan ( 𝛽12− 𝜆𝑑

𝛼12− 𝜆𝑑
) +𝑛3𝜋 and 𝜃12 = arcsin ( 𝛽12− 𝜆𝑑

sin𝜙12
), under the condition that 𝛼12− 2𝜋

𝑘𝑑
≥ −1

and 𝛽12− 2𝜋
𝑘𝑑
≥ −1. Therefore, it can be summarized as Corollary 7.

A.3 Proof of Optimal Condition on Transceivers’ Direction

Lemma 2 can be proved by analysing the IRS channel as a whole. I.e, we start by analysing

the channel of a single transceiver pair assisted by a single IRS. By referring to equation

(4.2), we denote H𝐼,1 = H = A𝑇
𝑜𝑢𝑡WA𝑖𝑛 for simplicity. Thus, the channel between Tx𝑖 and Rx𝑖
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in H can be written as

ℎ𝑖𝑖 = w𝐻a𝐶 (𝜙𝑜𝑢𝑡,𝑖, 𝜙𝑖𝑛,𝑖). (A.33)

We can observe that the diagonal terms in the matrix of equation (4.2) are signal gains for

each Rx and these terms are required to be maximized. Other off-diagonal terms are the

interference gain which should be minimized. Therefore, by calculating an optimal weights

vector w such that the diagonal terms are maximized while nullifying off-diagonal terms,

the optimal IRS-based channel can be obtained and the optimal sum rate can be achieved.

Note that if the single IRS is considered as the ULA or URA specification, which has the

characteristic of equal spacing between each element, the optimal weights can be analytically

obtained simply by the MRC algorithm. Specifically, for ULA scenario and we let the 𝑖-th

pair user locate at 𝜙𝑖𝑛,𝑖 = 𝛼◦𝑖 , 𝜙𝑜𝑢𝑡,𝑖 = 𝛽
◦
𝑖
, equation (A.33) can be rewritten as

ℎ𝑖𝑖 = w𝐻a𝐶 (𝜙𝑜𝑢𝑡,𝑖 , 𝜙𝑖𝑛,𝑖) =
𝑀−1∑︁
𝑚=0

𝑤𝑚𝑒
− 𝑗 𝑘𝑑 (cos𝛼𝑖+cos 𝛽𝑖)𝑚, (A.34)

where 𝑘 = 2𝜋
𝜆

is the wave number, 𝑑 is the distance between each element, and 𝜆 is the carrier

wavelength. The path loss here is assumed to be a constant value. Thus, with unit power

constraint on each IRS element, the weight on an IRS can then be expressed as

𝑤𝑚 = 𝑒 𝑗Ξ𝑚 ,Ξ𝑚 ∈ (0,2𝜋] ,𝑚 = 1, . . . , 𝑀 . (A.35)

As we can find, a necessary condition for |ℎ𝑖𝑖 | = 𝑀 is that the weights need to guarantee each

term in the summation in phase by writing the channel gain as

ℎ𝑖𝑖 = w𝐻a𝐶 (𝜙𝑜𝑢𝑡,𝑖 , 𝜙𝑖𝑛,𝑖) =
𝑀−1∑︁
𝑚=0

𝑒− 𝑗 𝑘𝑑 (cos𝛼𝑖+cos 𝛽𝑖+𝜁𝑚)𝑚, (A.36)

where 𝜁𝑚 is an arbitrary term that comes from ∠[𝑤𝑚], the phase design on each element of

IRS, we can observe the maximal value of |ℎ𝑖𝑖 | = 𝑀 is guaranteed as long as

𝑘𝑑 (𝑐𝑜𝑠𝛼𝑖 + 𝑐𝑜𝑠𝛽𝑖 + 𝜁𝑚) = 2𝜋𝑛1 , 𝑛1 ∈ 𝑍. (A.37)

Denote Δ𝑟 = 𝑑
𝜆

, which is the normalized spacing between each element. We can compute the

weight value on 𝑚-th element such as

𝜁𝑚 = −cos𝛼𝑖 − cos 𝛽𝑖 +
𝐾

Δ𝑟
, (A.38)
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Figure A.1: Optimal Spatial Multiplexing of ℎ1 𝑗 ,ℎ2 𝑗 ,ℎ3 𝑗 and ℎ4 𝑗 , M=4,d=𝜆2 , L=2.

to equalize the phase shifts. This is essentially the same as using the MRC algorithm to

calculate the weights vector. Actual phase of weights can be obtained by Ξ𝑚 = −𝜁𝑚𝑘𝑑𝑚.

Then, after applying the result of MRC, since the weights have been determined, we can

analyze other terms in the 𝑖-th column of the matrix in equation (4.2) and write them as

ℎ 𝑗𝑖 = w𝐻a𝐶 (𝜙𝑜𝑢𝑡, 𝑗 , 𝜙𝑖𝑛,𝑖) =
𝑀−1∑︁
𝑚=0

𝑒− 𝑗2𝜋Δ𝑟 (cos 𝛽 𝑗−cos 𝛽𝑖+ 𝐾Δ𝑟 )𝑚 , (A.39)

where Δ𝑟 = 𝑑
𝜆

. Denote 𝑓𝑐𝑐 = (cos 𝛽 𝑗 − cos 𝛽𝑖 + 𝐾
Δ𝑟
) and 𝐿 = 𝑀Δ𝑟 which are the variable in

angular domain and normalized length of IRS. Therefore, ℎ 𝑗𝑖 can be generalized as the beam-

pattern and thus becomes a function of 𝑓𝑐𝑐

ℎ 𝑗𝑖 ( 𝑓𝑐𝑐) = w𝐻a𝐶 (𝜙𝑜𝑢𝑡, 𝑗 , 𝜙𝑖𝑛,𝑖) =
𝑀−1∑︁
𝑚=0

𝑒− 𝑗2𝜋Δ𝑟 (cos 𝛽 𝑗−cos 𝛽𝑖+ 𝐾Δ𝑟 )𝑚 = 𝑒− 𝑗Δ𝑟 𝑓𝑐𝑐 (𝑀−1) sin(𝜋 𝑓𝑐𝑐𝐿)
sin(𝜋 𝑓𝑐𝑐 𝐿𝑀 )

.

(A.40)

We can simply verify that ℎ 𝑗𝑖 is a periodic function of 𝑓𝑐𝑐 and the period is 1
Δ𝑟

. If the period

of ℎ 𝑗𝑖 ( 𝑓𝑐𝑐) is within the visible angular range, which is 𝑓𝑐𝑐 ∈ [−2,2] in this case, there can

be 𝑀 −1 other pairs of transceivers communicating at the same time. These pairs can use the

same frequency of carrier since they are orthogonal in the angular domain, which is shown

in Fig. A.1. The nullifying point of ℎ 𝑗𝑖 is also in the period of 1
Δ𝑟

, separated by 1
𝐿

. Therefore,

we can determine other Rx’s position 𝛽 𝑗 such that there is no interference from the 𝑖-th Tx
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where the position can be calculated by

𝛽 𝑗 = cos−1
(
𝑗

𝐿
− 𝜁𝑚 − cos𝛼𝑖 ±

1
Δ𝑟

)
. (A.41)

This also means if other Rxs are standing in the same position as the nullifying position of

Tx𝑖, there will be no interference from Tx𝑖, so other terms in the 𝑖-th column of channel matrix

can be nullified. In addition, since the weights have been calculated as 𝜁𝑚 is set by the first

pair, given the position of Rx 𝑗 , we can calculate the optimal position of Tx 𝑗 correspondingly

leveraging the equation (A.37) which is

𝛼 𝑗 = cos−1
(
𝑗

𝐿
− 𝜁𝑚 − cos 𝛽𝑖 ±

1
Δ𝑟

)
. (A.42)

A.4 Proof for Interference-free condition

To make the proof easy to follow, we assume 𝑀 = 4 and 𝑁 = 2, where 𝑀 is the number of

elements on IRS and 𝑁 is the number of transceiver pairs. However, it is worth noting that

this conclusion can be extended to arbitrary numbers of 𝑁 and 𝑀 . Following the definition

in Chapter 2, we have

A𝑖𝑛 = A = [a(𝜙𝑖𝑛,1),a(𝜙𝑖𝑛,2)] =


𝑎11 𝑎21

𝑎12 𝑎22

𝑎13 𝑎23

𝑎14 𝑎24


, (A.43)

which is the steering matrix of incident direction toward IRS, and a(𝜙𝑖𝑛,𝑖), 𝑖 = 1,2 is the

steering vector of the incident directly on the IRS. Note that this is also the channel from the

Txs to the IRS. Similarly, we define the steering matrix of exit directions, which also is the

channel from the IRS to Rxs, as

A𝑜𝑢𝑡 = [a(𝜙𝑜𝑢𝑡,1),a(𝜙𝑜𝑢𝑡,2)] = B =

[
𝑏11 𝑏12 𝑏13 𝑏14

𝑏21 𝑏22 𝑏23 𝑏24

]𝑇
, (A.44)
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where we change the notations of A𝑜𝑢𝑡 by B for easy understanding. The weight matrix of

IRS is defined as W, which is

W =


𝑤∗1 0 0 0
0 𝑤∗2 0 0
0 0 𝑤∗3 0
0 0 0 𝑤∗4


. (A.45)

By ignoring the noise term, we can write the received signal vector as

ŷ𝑟 = B𝑇WAs =

[
𝑦̂1

𝑦̂2

]
=

[
𝑏11 𝑏12 𝑏13 𝑏14

𝑏21 𝑏22 𝑏23 𝑏24

]
𝑤∗1 0 0 0
0 𝑤∗2 0 0
0 0 𝑤∗3 0
0 0 0 𝑤∗4



𝑎11 𝑎21

𝑎12 𝑎22

𝑎13 𝑎23

𝑎14 𝑎24


[
𝑠1

𝑠2

]
. (A.46)

where the vector s = [𝑠1 𝑠2]𝑇 is the vector of transmitted signal from Tx1 and Tx2.

Next, some terms can be rewritten into a more regular form in order to have a channel

expression which is similar to a traditional MIMO model. Therefore, by factorizing the term

above in equation (A.46), we can have

[
𝑦̂1

𝑦̂2

]
=


[𝑤∗1 𝑤∗2 𝑤∗3 𝑤∗4]

[
A𝐶,1

] [
𝑠1

𝑠2

]
[𝑤∗1 𝑤∗2 𝑤∗3 𝑤∗4]

[
A𝐶,2

] [
𝑠1

𝑠2

]

, (A.47)

where

A𝐶,1 =
[
a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,1) a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,2)

]
=


𝑏11𝑎11 𝑏11𝑎21

𝑏12𝑎12 𝑏12𝑎22

𝑏13𝑎13 𝑏13𝑎23

𝑏14𝑎14 𝑏14𝑎24


, (A.48)

and

A𝐶,2 =
[
a𝐶 (𝜙𝑜𝑢𝑡,2 , 𝜙𝑖𝑛,1) a𝐶 (𝜙𝑜𝑢𝑡,2 , 𝜙𝑖𝑛,2)

]
=


𝑏21𝑎11 𝑏21𝑎21

𝑏22𝑎12 𝑏22𝑎22

𝑏23𝑎13 𝑏23𝑎23

𝑏24𝑎14 𝑏24𝑎24


, (A.49)

where a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,1) = a(𝜙𝑖𝑛,1) ⊙ a(𝜙𝑜𝑢𝑡,1), a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,1) = a(𝜙𝑖𝑛,2) ⊙ a(𝜙𝑜𝑢𝑡,1). There-
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fore we can get the 𝑖-th user received signal as in [144]

𝑦̂𝑟,𝑖 = w𝐻A𝐶,𝑖s+𝑛𝑖 , 𝑖 = 1,2, ..., 𝑁 . (A.50)

where the 𝑛𝑖 is the additive noise term at each Rx and w is obtained by taking all the diagonal

terms in W, which is

w = [𝑤1 𝑤2 𝑤3 𝑤4]𝑇 . (A.51)

Note that that in equation A.47, for different Rxs, their received signal is obtained along

different steering matrix A𝐶,𝑖 but processed by the same weight vector w. Due to A𝐶,1 and

A𝐶,2 sharing the same incident matrix, we can combine them further and move the difference

between the two different steering matrices to the weight vector. Thus, through dividing

A𝐶,2 by A𝐶,1 element-wisely, we can have a matrix C which can be regarded as a factor of

Hadamard product such that

A𝐶,1 ⊙C = A𝐶,2,andC =


𝑏21
𝑏11

𝑏21
𝑏11

𝑏22
𝑏12

𝑏22
𝑏12

𝑏23
𝑏13

𝑏23
𝑏13

𝑏24
𝑏14

𝑏24
𝑏14


. (A.52)

Actually, the term 𝑏21
𝑏11

= 𝑒− 𝑗 𝑘𝑑 (𝑐𝑜𝑠𝜙𝑜𝑢𝑡,2−cos𝜙𝑜𝑢𝑡,1)0 for ULA case is complex constant where

𝑘 and 𝑑 are wave number and distance between elements respectively. Then, we can have
𝑏2𝑚
𝑏1𝑚

= 𝑒− 𝑗 𝑘𝑑 (𝑐𝑜𝑠𝜙𝑜𝑢𝑡,2−cos𝜙𝑜𝑢𝑡,1) (𝑚−1) ,𝑚 = 1,2, ..., 𝑀 . Although the terms’ equivalence in the

same column like 𝑏21
𝑏11

=
𝑏22
𝑏12

= ... =
𝑏24
𝑏14

can be achieved with the increasing of the iterative

power term (𝑚 − 1) which means the steering matrices are same, we can assume that 𝑑 is

small enough so that the overall complex term can not repeat in the period of itself and we

can have 𝑏21
𝑏11

≠
𝑏22
𝑏12

≠ ... ≠
𝑏24
𝑏14

given the directions of angle 𝜙𝑜𝑢𝑡,1 ≠ 𝜙𝑜𝑢𝑡,2. Next, we note that

the columns of the matrix C are the same, then we can rewrite equation (A.47) as[
𝑦̂1

𝑦̂2

]
=

[
w𝐻A𝐶,1s

w𝐻A𝐶,1 ⊙Cs

]
=

[
w𝐻A𝐶,1s

wC
𝐻A𝐶,1s

]
, (A.53)

wC = [𝑤𝑐1 𝑤𝑐2 ... 𝑤𝑐4] = [𝑤1
𝑏21
𝑏11

𝑤2
𝑏22
𝑏12

... 𝑤2
𝑏24
𝑏14
]𝑇 . (A.54)

wC is the equivalent vector for the second Rx 𝑦̂2 and we can know that it has a mapping rela-

tionship to w, which is the unique characteristic in the IRS’s model. Therefore, by combining
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the common term in equation (A.53), we have

ŷ𝑟 =

[
w𝐻

wC
𝐻

] [
A𝐶,1s

]
=

[
𝑤∗1 𝑤∗2 𝑤∗3 𝑤∗4
𝑤∗
𝑐1 𝑤∗

𝑐2 𝑤∗
𝑐3 𝑤∗

𝑐4

] 
𝑏11𝑎11 𝑏11𝑎21

𝑏12𝑎12 𝑏12𝑎22

𝑏13𝑎13 𝑏13𝑎23

𝑏14𝑎14 𝑏14𝑎24


[
𝑠1

𝑠2

]
, (A.55)

and by multiplying the weight matrix with the steering matrix, we have

ŷ𝑟 =

[
w𝐻a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,1) w𝐻a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,2)

wC
𝐻a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,1) wC

𝐻a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,2)

] [
𝑠1

𝑠2

]
. (A.56)

To suppress the interference, we need to diagonalize the matrix in equation (A.56). Namely,

the weights vector w should satisfy



w𝐻a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,1) = 𝛿1

w𝐻a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,2) = 0

wC
𝐻a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,1) = 0

wC
𝐻a𝐶 (𝜙𝑜𝑢𝑡,1 , 𝜙𝑖𝑛,2) = 𝛿2

, (A.57)

where 𝛿1 and 𝛿2 are non-zero values. Since wC can be replaced by w, we can present equation

(A.57) by using matrix as


𝑏11𝑎11 𝑏12𝑎12 𝑏13𝑎13 𝑏14𝑎14

𝑏11𝑎21 𝑏12𝑎22 𝑏13𝑎23 𝑏14𝑎24

𝑏21𝑎11 𝑏22𝑎12 𝑏23𝑎13 𝑏24𝑎14

𝑏21𝑎21 𝑏22𝑎22 𝑏23𝑎23 𝑏24𝑎24



𝑤∗1
𝑤∗2
𝑤∗3
𝑤∗4


=


𝛿1

0
0
𝛿2


. (A.58)

As the left-hand matrix is full rank assured by the assumption above, 4 linear equations with

4 unknowns can be solved with a non-zero solution. Moreover, by increasing the element

number such that 𝑀 >> 𝑁2, the solution space will be further enlarged. Thus, there must

be multiple non-zero solutions to achieve the diagonalization of the matrix in the equation

(A.56). In this case, the weights w and wC can be nearly orthogonal to each other. As a result,

the equivalence between traditional MIMO and IRS is established, and the interference can

be suppressed among multiple transceiver pairs.
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