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Simulation models of welding processes allow us to predict influence of welding 
parameters on the temperature field during welding and by means of temperature 
field and the influence to the weld geometry and microstructure. This article pre-
sents a numerical, finite-difference based model of heat transfer during welding 
of thin sheets. Unfortunately, accuracy of the model depends on many parame-
ters, which can not be accurately prescribed. In order to solve this problem, we 
have used simulated annealing optimization method in combination with present-
ed numerical model. This way, we were able to determine uncertain values of 
heat source parameters, arc efficiency, emissivity, and enhanced conductivity. 
The calibration procedure was made using thermocouple measurements of tem-
peratures during welding for P355GH steel. The obtained results were used as 
input for simulation run. The results of simulation showed that represented cali-
bration procedure could significantly improve reliability of heat transfer model. 
Key words: gas metal arc welding, heat-transfer, temperature, calibration, 

simulated annealing, optimization 

Introduction 

Growing trend of automation of welding processes requires a deep understanding of 
the influence of welding parameters on heat and mass transfer in the fusion and heat affected 
zone as well as the influence on the geometry and microstructure of the weld. Modeling of 
heat transfer during welding is of great importance in order to understand these influences. 
Two main approaches are analytical and numerical. Most famous of analytical models are 
those of Rosenthal [1] and Rykalin [2]. But analytical models can not describe heat flow in 
and near weld pool with proper accuracy [3]. To overcome these difficulties, researchers have 
started to use numerical heat conduction models [4-7]. Today’s models [8-10] describes not 
only conduction, but also convection, fluid flow, free surface deformation, and arc physics. 
Group of arc welding processes, which use shielding gases, includes a large number of pro-
cesses that are applicable for welding of all commercially important materials. One of these 
processes is gas metal arc welding (GMAW), which is widely used due to its flexibility and 
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productivity. Over the past few decades, GMAW simulation models have developed from rel-
atively simple heat conduction models [11] to very complex models [12-15]. Despite increas-
ing complexity, application of these models is still limited [16, 17]. Main reason is uncertain-
ty of some input parameters like arc efficiency, heat source parameters, and effective conduc-
tivity. These uncertainties cause that output of these models is not reliable [16]. Solution to 
this problem is optimization of input parameters in order to obtain values that will produce 
outputs, which are in good agreement with experimental results. There are several papers that 
deals with this problem considering experimental measurements of weld geometry [16-21]. 
This paper presents a methodology which main goal is to obtain values of input parameters, in 
this case arc efficiency, heat source parameters and effective conductivity in order to get sim-
ulated temperature field as close as possible to experimental values. In order to achieve this 
goal, we have combine 2-D heat conduction model with global optimization algorithm, in this 
case simulated annealing. We have used 2-D model in sake of simplicity and computational 
efficiency. In addition, model deals with temperature-dependent material properties. Simulat-
ed annealing as an optimization algorithm allows finding of global optimal values. 

Model of heat conduction 

Modeling of heat transfer during welding represents a complex problem. Solution to 
this problem is connected to difficulties related to non-linearities of material physical properties, 
complexity of boundary conditions, and heat source model. Non-stationary partial differential 
equation which describes 2-D heat conduction during welding of thin sheets [22] is given by: 
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Equivalent heat transfer coefficient, heq, can be calculated according to: 
2 2
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In case of natural convection, heat transfer coefficient for upper surface of sheets, hu, 
and heat transfer coefficient for bottom surface of sheets, hl, can be according to [23] calcu-
lated: 
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where Gr and Pr are Grashof and Prandtl numbers, respectively, and lk is the characteristic 
length. 

Direct application of numerical methods for solution of eq. (1) consequently has a 
large number of computations in each time step. Therefore, in order to reduce computational 
efforts, we have used a moving co-ordinate system, fig. 1. Equations (4) and (5) expresses 
connection between co-ordinate system xyz and co-ordinate system xyz: 
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Figure 1. (a) Schematic illustration of GMAW of thin sheets with border conditions,  
(b) illustration of connection between stationary and moving co-ordinate system 

Considering eq. (1) and eqs. (4) and (5), we get quasi-stationary partial differential 
equation, eq. (6), which describes heat transfer in welded sheets using moving co-ordinate 
system: 

 
2 2
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Numerical solution 

For numerical solution, we have used a finite difference method. Computational 
domain is discretized using orthogonal grid. First and second derivative of temperature are re-
placed by central finite differences: 
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Replacing eq. (7) into eq. (6), we obtain: 

 , 1, 1, , 1 , 1 1, 1,( ) ( )i j i j i j i j i j i j i j lT A T T T T B T T Cq D− + − + + −= + + + + − + +  (8) 

For iterative solution of eq. (8), we have used successive over-relaxation method. 
So, eq. (8) now becomes: 
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where A, B, C, and D are equal to: 
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Heat source 

Interaction between welding arc and molten pool is a complex phenomenon, which 
is not accurately described, yet. Many authors have developed different heat source models in 
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order to reduce complexity of arc model to ac-
ceptable level. In this case, we have applied 
double-ellipse surface distribution source [3], 
fig. 2. The heat density distribution inside 
front and rear half-ellipse is equal to: 
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where Q, rf, and rb are equal to: 
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Modeling of thermophysical properties 

Thermophysical properties needed for solution of eq. (9) are the density, the thermal 
conductivity, and specific heat. These properties are function of the temperature and the com-

position of welded plates [24]. Base material, 
which we used in experiment, was steel
P355GH with chemical composition, tab. 1. 

Due to lack of data for given chemical 
composition, we used Fe-Fe3C diagram in or-
der to obtain these thermophysical properties. 

Critical temperatures Ae1 and Ae3 are calculated based on [25]:  

1 723 16.9 Ni 29.1 Si 6.38 W 10.7 Mn 16.9 Cr 290 AsAe = − + + − + + (14) 

3 910 203 44.7 Si 15.2 Ni 31.5 Mo 104 V 13.1 W
30 Mn 11 Cr 20 Cu 700 P 400 Al 120 As 400 Ti

Ae C= − + − + + + −

− + + − − − −
(15) 

Equations for solidus and liquidus temperature are adopted from [26, 27]: 

liq 1536 (78 C 7.6 Si 4.9 Mn 34 P 30 S 5 Cu

3.1 Ni 1.3 Cr 3.6 Al 2 Mo 2 V 18 Ti)

T = − + + + + + +

+ + + + + +
(16) 

sol 1536 (415.5 C 12.3 Si 6.8 Mn 124.5 P 183.9 S
4.3 Ni 1.4 Cr 4.1 Al)

T = − + + + + +

+ + +
(17) 

Carbon content, C, of eutectoid alloy can be calculated from condition Ae3 = Ae1. 
Carbon content of ferrite is calculated based on Fe-Fe3C diagram, assuming linear tempera-
ture dependencies:  

Figure 2. Schematic illustration of  
double-ellipse surface distribution heat source 

Table 1. Chemical composition of base material – 
P355GH 

C Si P S Mn Nb 

0.20 0.19 0.016 0.062 1.45 0.014 
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Carbon content of austenite is calculated based on eq. (15): 

 
2 2

C [(910 44.7 Si 15.2 Ni 31.5 Mo 104 V 13.1 W 30 Mn +

11 Cr 20 Cu 700 P 400 Al 120 As 400 Ti) ] /203T
γ = + − + + + −

+ + − − − − −
 (19) 

While, carbon content of liquid phase can be expressed based on eq. (16): 

 liqC [1536 (7.6 Si 4.9 Mn 34 P 30 S 5 Cu

3.1 Ni 1.3 Cr 3.6 Al 2 Mo 2 V 18 Ti) ]/78T

= − + + + + +

+ + + + + + −
 (20) 

We have calculated volume fractions of 
ferrite, pearlite, austenite, and liquid phase us-
ing eqs. (18)-(20) and eq. (21), which repre-
sents lever rule. Figure 3 shows results of cal-
culations vs. temperature. 
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Density 

Density of phase mixture can be cal-
culated [24]: 

 
liqcem.

cem. liq

1
fff f

ρ

ρ ρ ρ ρ
γα

α γ

=
+ + +

 (22) 

Calculation of ferrite, cementite, austen-
ite, and liquid phase density was made based 
on [28] using eqs. (22)-(26). Figure 4 shows 
results of calculation for steel P355GH. 

 
5 2(7875.96 0.297 5.62·10 )·

·(1 0.0246 ) s

T T
C A

αρ
−= − −

− +
(23) 

 4 2
cem. 7686.45 0.0663 3.12 10T Tρ −= − − ⋅  (24) 

(8099.79 0.506 )(1 0.0146 C) 63.1 Si 6.1 Mn 9.3 Cr 2.6 Mo 0.3 NiTγr = − − − − − + −  (25) 

liq (8319.49 0.835 )(1 0.01 C) 67.5 Si 3.9 Mn 8.6 Cr 24 Mo 3.3 NiTr = − − − − − + +  (26) 

 
Figure 3. Volume fractions of phase constituents 

 
Figure 4. Density of P355GH steel vs. 
temperature 
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Thermal conductivity 

Thermal conductivity of phase mixture can be calculated by equation: 

 p p liq liqf f f fl l l l lαα  γ γ= + + +  (27) 

Thermal conductivity of ferrite, pearlite, and austenite was calculated based on [29] 
using eqs. (28) and (29): 

 5 2 7 2.5
,p

. .44.01 3.863 10 3.001 10T Tλ − −
α = − −  (28) 

 8 2.5 1. .10.41 2.51 10 4.653 10T Tλ − −
γ = + +  (29) 

while density of liquid phase is assumed to have constant value, lliq = 35 W/mK. Calculation 
results for steel P355GH are shown in fig. 5. 

Effective heat capacity 

Considering rule for phase mixtures, we can calculate effective heat capacity for 
P355GH steel, fig. 6 using equations [29, 30]: 

 
Figure 5. Thermal conductivity of P355GH  
steel vs. temperature 

 
Figure 6. Effective heat capacity of P355GH  
steel vs. temperature 

 p ls
eff α pα p p liq liq p liq sol

dd d
d d dp p p

ff fc f c f c f c f c L L L
T T Tγ

γγα
γ γ→α γ→ →= + + + + + +  (30) 

 6 1 2 4
,p

. . .3.42 10 1.347 10 2.015 10pc T T−
α = + +  (31) 

 8 3 5 2 2. . .4 10 4 10 9 10 532pc T T T− − −
γ = − + + +  (32) 

Specific heat capacity of liquid phase is set to cpliq = 830 Jkg–1K–1. Latent heat of 
austenite to ferrite and austenite to pearlite transformation can be calculated: 

 8 6 3 2. . .1.25 10 3.34 10 4.33 10L T Tγ→α = + −   (33) 

 8 6 3 2
p

. . .7.14 10 2.09 10 3.18 10L T Tγ→ = + −   (34) 

Latent heat of melting is set to Lsol→liq = 280000 J/kg. 
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Experiment 

Experiment was carried out on P355GH steel plate with dimensions 298 × 150 × 
× 5 mm, fig. 7. Filler material used was OK Autrod 12.50 wire, with 1.0 mm diameter. As a 
shielding gas, we have used Arcal 5 (82%Ar + 18%CO2). Temperature acquisition was made 
using AHLBORN Almemo 5690-2 system, fig. 8. 

 
Figure 7. Experimental set-up 

 
Figure 8. Data acquisition system 

Temperatures were measured at four points on the upper side of welded plates, fig 9. 
Table 2 shows exact position of thermocouples in x-y co-ordinate system. 

 
Figure 9. Position of thermocouples on the steel plate 

Table 2. Co-ordinates of measurement 
points 

 x [mm] y [mm] 

TC1 10 228 

TC2
 15 228 

TC3
 20 228 

TC4
 25 228 

 

The experiment was conducted with following welding parameters: welding current 
I = 150 A, arc voltage U = 18.2 V, welding speed vw = 0.004 m/s, wire speed v = 5.9 m per 
miunte, gas flow q = 8 l per minute, temperature of plate Tp = 21.6 °C, and atmosphere tem-
perature, Ta = 20.6 °C. 

Optimization method 

Simulated annealing is global optimization technique based on random search. Idea 
for simulated annealing comes from recrystallization process throughout metal annealing. De-
tailed explanation of simulated annealing optimization method can be found in [31, 32].  

Objective function, eq. (35), is defined as sum of squared errors between experi-
mental and simulated values of temperatures in grid points along x-axis. As the independent 
unknown parameters, we have chosen set of following six parameters: arc efficiency, three 
semi-axes of double ellipse heat source, emissivity and effective thermal conductivity, eq. 
(35). The optimization procedure intends to minimize objective function in order to obtain 
values of unknown parameters. 
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where 

b
1 1

hf h h0.0024 m, 0.0096 m, 0.0074 m,  35 Wm Km m m ma a b λ − −= == = (36) 

Numerical simulation and optimization procedure were performed using MATLAB 
software package. Simulated annealing algorithms have been implemented with fast annealing 
function and exponential temperature update function. Initial temperature was set to 50 while 
reannealing interval was set to 100. Evolution of objective function value is shown on figs. 10 
and 11. 

Figure 10. Evolution of current function 
value in function of iteration number 

Figure 11. Evolution of best function  
value in function of iteration number 

After optimization, we have got following values of the six unknown parameters: 

hf hb h
1 1

0.656, 0.00243 m, 0.00696 m, 0.00296 m,

0.2003, 130.24 Wm K

o o o o

o o

a a bh

ελ  − −

= = = =

= =

Using optimized values of arc efficiency, heat source parameters, emissivity and ef-
fective conductivity, we made comparison of simulated and measured values of temperature 
in points shown in fig. 9 and tab. 2. Figures 12-15 show results of comparison.  

Figure 12. Comparison between simulated and measured temperatures (for TC1) and 
relative error of simulation 
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Figure 13. Comparison between simulated and measured temperatures (for TC2) and  
relative error of simulation 

   
Figure 14. Comparison between simulated and measured temperatures (for TC3) and  
relative error of simulation 

    
Figure 15. Comparison between simulated and measured temperatures (for TC4) and  
relative error of simulation 

Summary and conclusions 

In order to improve accuracy of numerical model of heat transfer for GMAW, we have 
developed a calibration procedure for determination of six unknown parameters: arc efficiency, 
three semi-axes of double ellipse heat source, emissivity of steel plate surface, and effective 
conductivity. Procedure is based on global optimization algorithm and measurement of tem-
peratures in four points at upper side of welded plates. Result of this procedure is a model, 
which gives reasonable values of temperature in comparison with experiment. Difference be-
tween measured and simulated results can be explained as a consequence of implementation of 
2-D, instead of 3-D heat transfer model, considering thickness of plate. In addition, number of 
iterations of simulated annealing procedure was limited due to reduction of computational time, 
so optimized values may not be the global one. Despite all, we believe that described procedure 
can be successfully used for determination of uncertain parameters of heat transfer model. 
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Nomenclature 
Ae1 – lower equilibrium austenite formation 

temperature, [°C] 
Ae3 – upper equilibrium austenite formation 

temperature, [°C] 
As – correction coefficient (in this case 

value of As is set to be 0) 
ahf – semiaxis of front half-ellipse in 

x-direction, [m] 
ahb – semiaxis of rear half-ellipse in 

x-direction, [m] 
bh – semiaxis of front half-ellipse in 

y-direction, [m] 
C – carbon content, [%] 
Ceut – eutectoid carbon content 
ceff – effective spec, heat, [Jkg–1°C–1] 
cp – specific heat capacity, [Jkg–1K–1]  
f – volume fraction, [%] 
Gr – Grashof number 
h – heat transfer coefficient, [Wm–2K–1] 
I – welding current, [A] 
L – latent heat, [Jkg–1] 
lk – characteristic length, [m] 
Pr – Prandtl number 
Q – arc power, [W] 
qf – front heat source density, [Wm–2] 
ql – heat source density, [Wm–2] 
qb – rear heat source density, [Wm–2] 
T – temperature, [°C] 
t – plate thickness, [m] 
U – arc voltage, [V] 

v – speed, [ms–1] 
∆x – mesh size in x-direction, [m] 
∆y – mesh size in y-direction, [m] 

Greek symbols 

δ – overall mesh size, [m] 
e – emissivity 
h –  arc efficiency, [%] 
l – thermal conductivity, [Wm–1°C–1] 
ρ – density, [kgm–3] 
σc – Stefan-Boltzmann

constant, [Wm–2K–4]
t – time, [s] 

Subscripts 

a – atmospheric 
cem. – cementite 
i – position of mesh node in x-direction 
j – position of mesh node in y-direction 
liq. – liquidus 
p – pearlite 
sol. – solidus 
w – welding 
a – ferrite 
γ – austenite 

Superscripts 

m – measured 
o – optimal 
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