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Abstract 

Nowadays, heart disease is the major cause of deaths globally. According to a survey 

conducted by the World Health Organization, almost 18 million people die of heart 

diseases (or cardiovascular diseases) every day. So, there should be a system for 

early detection and prevention of heart disease. Detection of heart disease mostly 

depends on the huge pathological and clinical data that is quite complex. So, researchers 

and other medical professionals are showing keen interest in accurate prediction of 

heart disease. Heart disease is a general term for a large number of medical conditions 

related to heart and one of them is the coronary heart disease (CHD). Coronary heart 

disease is caused by the amassing of plaque on the artery walls. In this paper, various 

machine learning base and ensemble classifiers have been applied on heart disease 

dataset for efficient prediction of coronary heart disease. Various machine learning 

classifiers that have been employed include k-nearest neighbor, multilayer percep-

tron, multinomial naïve bayes, logistic regression, decision tree, random forest and 

support vector machine classifiers. Ensemble classifiers that have been used include 

majority voting, weighted average, bagging and boosting classifiers. The dataset used 

in this study is obtained from the Framingham Heart Study which is a long-term, 

ongoing cardiovascular study of people from the Framingham city in Massachusetts, 

USA. To evaluate the performance of the classifiers, various evaluation metrics 

including accuracy, precision, recall and f1 score have been used. According to our 

results, the best accuracy was achieved by logistic regression, random forest, 

majority voting, weighted average and bagging classifiers but the highest accuracy 

among these was achieved using weighted average ensemble classifier. 

1. INTRODUCTION 

Heart is a vital organ in the human body performing the crucial function of pumping 

blood to different parts of the body. A slight change in the normal functioning of the heart 

can lead to imbalance in the functioning of the whole body. Heart diseases also known  

as the cardiovascular diseases are the conditions that affect the structure or function of our 
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heart (Cardiovascular (Heart) Diseases: Types and Treatments, n.d.). Heart diseases can be 

caused by various factors such as lifestyle changes including bad eating habits, sleep 

depreciation, less physical activity, smoking habits, etc. According to a report by World 

Health Organization, non-communicable diseases including heart diseases, strokes and 

other diseases are collectively responsible for death of almost 41 million people each year 

(Less than $1: How WHO Thinks That Can Save 7 Million Lives, n.d.). The various symptoms 

of heart diseases include chest pain, chest tightness, chest pressure and chest discomfort 

(Heart Disease – Symptoms and Causes – Mayo Clinic, n.d.). There are different kinds of 

heart diseases that include blood vessel disease, such as coronary artery disease, heart 

rhythm problems (arrhythmias), heart defects that some people are born with (congenital 

heart defects), heart valve disease, disease of the heart muscle, heart infection, etc. (Heart 

Disease – Symptoms and Causes – Mayo Clinic, n.d.). So, detection of heart disease at an 

early stage can help in saving numerous human lives. Detection of heart disease depends 

on blend of pathological and clinical data that is complex in nature. Today, medical 

industries produce huge quantities of data related to patients’ health. This data needs to be 

processed to obtain useful information from it. 

Heart disease is a general term for a large number of medical conditions related to heart 

and one of them is the coronary heart disease. Coronary heart disease is caused by the 

accumulation of fatty deposits on artery walls around heart and can result in severe illness 

and even death of the patient. According to a report by NHS (National Health Service), 

UK, coronary heart disease is a major cause of death in UK and worldwide (Coronary 

Heart Disease – NHS, n.d.). Various symptoms of coronary heart disease include shortness 

of breath, body pain, chest pain, feeling nausea, etc. With the passage of time, artery walls 

get furred up because of fatty substance known as atheroma (Coronary Heart Disease - 

NHS, n.d.). It can be caused by various lifestyle changes including drinking excessive 

alcohol, smoking etc. The build-up of fatty deposits on artery walls can block the blood 

flow (totally or partially) to the heart (Coronary Heart Disease | NHLBI, NIH, n.d.). It may 

also be caused by any injury or some disease affecting the normal working of the arteries 

(Coronary Heart Disease | NHLBI, NIH, n.d.). Coronary heart disease is sometimes also 

known as coronary artery disease (Coronary Artery Disease: Causes, Symptoms, and 

Treatment, n.d.) and can also lead to a heart attack (Coronary Artery Disease: Causes, 

Symptoms, and Treatment, n.d.). According to a survey by Centers for Disease Control 

and Prevention (CDC), it is the most common type of heart disease in the USA accounting 

for around 655,000 deaths per year (Coronary Artery Disease: Causes, Symptoms, and 

Treatment, n.d.). 

Therefore, there is a need of some automatic diagnosis system that can process huge 

amounts of collected medical data and provide help with decision making. Machine 

learning contains large number of tools from preprocessing of data to the prediction 

process which can be utilized to help medical professionals in making decisions. In recent 

times, machine learning classifiers have been used extensively for decision making in 

various fields (Ashraf, Zaman & Ahmed, 2018a, 2018b, 2019, 2020; Mir et al., 2016; 

Mohd, Butt & Baba, 2019, 2020; Zaman, Quadri & Butt, 2012; Zaman, Kaul & Ahmed, 

2020) as well as in medical science including diabetes (Kavakiotis et al., 2017; Wei, Zhao  

& Miao, 2018) liver diseases (El-Shafeiy, El-Desouky & Elghamrawy, 2018; Wu et al., 2019), 

brain diseases (Sakai & Yamada, 2019; Salvatore et al., 2014) and heart diseases. In this 

study various machine learning base and ensemble classifiers have been used for coronary 
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heart disease prediction. In the recent past, various machine learning classifiers that have 

been used for heart disease prediction include logistic regression, artificial neural networks, 

random forest, naïve bayes, k-nearest neighbor etc. In this study, the performance of various 

machine learning base and ensemble classifiers has been evaluated. The dataset used for 

this purpose is obtained from the Framingham Heart Study which is a long-term, ongoing 

cardiovascular study of people from Framingham city in Massachusetts (Framingham Heart 

Study, n.d.). The said dataset contains 4240 records with 15 attributes and one target 

attribute. Out of 4240 rows, there were 582 rows with missing values that were handled by 

removing them from our dataset. Also, the dataset contained various outliers which were 

also handled by removing them from our dataset. Various classifiers used include k-nearest 

neighbor, multilayer perceptron, multinomial naïve bayes, logistic regression, decision 

tree, random forest and support vector machine classifiers. Ensemble classifiers used 

include majority voting, weighted average, bagging and boosting classifiers. The block 

diagram of the proposed system is shown in Fig. 5. 

The rest of this paper is organized as; Section 2 shows the literature review of the past 

years related to early detection of various heart diseases. Section 3 enlightens various 

machine learning classifiers that have been used extensively in the past years for heart 

disease prediction. In section 4, proposed methodology has been described that includes 

source of the data, features description, classification, validation schemes and evaluation 

metrics. Section 5 is the results and discussion section and the last section (section 6) 

summarizes the conclusion. 

2. LITERATURE REVIEW 

Hidayet Takci et al. proposed a new method for heart attack prediction using significant 

features to determine which machine learning method is best for predicting heart attack. 

The dataset for this purpose is obtained from the Statlog heart disease dataset. According 

to the results, the algorithm that came out with the best prediction accuracy was support 

vector machine algorithm using linear kernel while as the feature selection algorithm that 

gave the best results was the reliefF method. Together they achieved an overall accuracy of 

84.81% (Takci, 2018). 

Gokulnath et al. have proposed an optimization function based on support vector 

machine and significant attributes are selected using objective function in genetic algorithm. 

Genetic algorithm (GA) and support vector machine (SVM) results are compared with 

other existing feature selection methods. The proposed framework is exhibited on MATLAB 

using Cleveland dataset and 7 significant features have been identified by GA-SVM pair. 

This pair together provided an average accuracy of 84.40% (Gokulnath & Shantharajah, 2019). 

Benhar et al. have proposed data preparation method which is performed before data 

mining process for heart disease. This is done by performing systematic mapping study.  

A total of 58 papers are being selected from Jan 2000 up to Dec 2017. According to the 

results, data preparation step has been done extensively in order to increase the prediction 

accuracy of different algorithms and their main focus was on reducing data and performing 

feature selection (Benhar, Idri & Fernández-Alemán, 2019). 
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Bashir et al. have focused on the feature selection methods in order to increase the heart 

disease prediction accuracy and instead of one, many heart disease datasets have been used 

for improving the accuracy. For feature selection algorithms that are being used include 

random forest, naïve bayes, support vector machine, logistic regression, logistic regression 

SVM and decision tree. According to the results, logistic regression SVM and naïve bayes 

have achieved the highest accuracies of 84.85% and 84.24% respectively (Bashir et al., 2019). 

Chandra Shekar et al. have proposed a hybrid technique of ensemble classifier using 

genetic algorithm with decision tree for heart disease prediction. The output achieved from 

GA is the optimized feature set, which is then given as an input to decision tree algorithm 

to give us the final result. According to results, the proposed approach achieves an accuracy of 

85.37% (Chandra Shekar, Chandra & Venugopala Rao, 2019). 

Latha et al. have combined multiple weak classifiers to form their ensemble for 

improving the accuracy of heart disease prediction. According to the results, bagging and 

boosting ensemble methods improve the prediction accuracy of weak classifiers up to  

a large extent. An overall of 7% increase in accuracy was recorded while using ensemble 

methods as compared to base classifiers. Also, feature selection was also done thereby 

resulting in an overall accuracy of 85.48% by the proposed model (Latha & Jeeva, 2019). 

Thaiparnit et al. proposed a novel method for heart disease prediction using a technique 

known as Hoeffding Tree. The data for this purpose is obtained from from UCI Repository 

containing 199 records with 13 attributes. Vertical Hoeffding Decision Tree (VHDT)  

is used for analysing the data. As per the results, an improved accuracy of 85.43% is achieved 

by the proposed VHDT technique (Thaiparnit, Kritsanasung & Chumuang, 2019). 

Shinde et al. have utilized k means and naïve bayes techniques to design an intelligent 

system for heart disease diagnosis. K means clustering has been used for grouping 

different combination of features whileas naïve bayes has been used for prediction purpose 

(Shinde et al., 2015). Riyaz et al. performed a quantitative review of various machine 

learning techniques used for heart disease prediction (Riyaz et al., 2022). 

Otoom et al. have proposed a real time monitoring system utilizing wearable sensors 

and mobile technology for coronary artery disease detection using machine learning. As per 

results the system achieved an overall accuracy of 85.1% using support vector machine 

with feature selection (Otoom et al., 2015). Dun et al. proposed a heart disease diagnosis 

system using ensemble learning. Authors have applied various ensemble and deep learning 

techniques using the concept of hyper-parameter tuning. The model resulted in an average 

accuracy of 78% on the test set (Dun, Wang & Majumder, 2016). 

 

3. MACHINE LEARNING CLASSIFIERS 

3.1. K-Nearest Neighbors 

K-Nearest Neighbor (KNN) is a simple supervised machine learning technique which 

compares the similarity between the new unknown data point with already existing classes. 

It then assigns the class to the newly arrived data point based on its resemblance with the 

existing classes that is most suitable for it. So whenever a new data point arrives it is being 

easily classified into its suitable category. Algorithm for KNN classifier is shown below: 
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Step 1:  Select the value for K. 

Step 2:  Compute Euclidean distance for all points. 

Step 3:  Depending upon distance, select the K nearest neighbors. 

Step 4:  Calculate the number of data points for each category of K neighbors 

Step 5:  Assign the newly arrived point to that category whose data points are more in 

number in K nearest neighbors. 

Step 6:  Model is ready (K-Nearest Neighbor(KNN) Algorithm for Machine Learning – 

Javatpoint, n.d.). 

 

Fig. 1 shows the pictorial representation of working of KNN. 

 

 

Fig. 1. Working of KNN (K-Nearest Neighbor(KNN) Algorithm for Machine Learning –  

Javatpoint, n.d.)  

3.2. Multilayer Perceptron 

Multi-layer perceptron (MLP) is an add-on of feed forward neural network. It consists 

of three types of layers – the input layer, hidden layer and an output layer. Input signal is 

fed to the input layer which processes it. The job of output layer is to perform prediction 

and classification. In between input and output layers, there exist one or more hidden 

layers considered computational engine for multilayer perceptron. The flow of data is from 

input to the output layer. Neurons are trained using back propagation learning algorithm 

(Multilayer Perceptron – an overview | ScienceDirect Topics, n.d.). Fig. 2 displays 

different layers of the multilayer perceptron. 

 

 

Fig. 2. Multilayer Perceptron Layers (Multilayer Perceptron – an Overview |  

ScienceDirect Topics, n.d.)  
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The computations taking place at every neuron in the output and hidden layer are as 

follows: 

𝑜(𝑥) = 𝐺(𝑏(2) + 𝑊(2)ℎ(𝑥))         (1) 

ℎ(𝑥) =  ∅(𝑥) = 𝑠(𝑏(1) + 𝑊(1)𝑥)           (2) 

where 𝑏(1) and 𝑏(2) are bias vectors; 𝑊(1) and 𝑊(2) as weight matrices and 𝐺 and 𝑠 as 

activation functions. The set of parameters to learn is the set 𝜃 = {𝑊(1), 𝑏(1), 𝑊(2), 𝑏(2)}. 

Typical choices for s include tanh function with tanh(𝑎)  =  (𝑒𝑎  −  𝑒−𝑎)/(𝑒𝑎  +  𝑒−𝑎) or 

the logistic sigmoid function, with sigmoid(𝑎)  =  1/(1 + 𝑒−𝑎) ) (Multilayer Perceptron 

– an overview | ScienceDirect Topics, n.d.). 

3.3. Multinomial Naïve Bayes 

Multinomial Naive Bayes algorithm is a probabilistic learning algorithm being used for 

natural language processing but can also be used for other purposes such as classification. 

Multinomial Naïve Bayes algorithm is based on the Bayes theorem. Naive Bayes algorithm 

is a collection of many algorithms based on the principle that each feature being classified 

is not related in any way to other feature. The presence or absence of one feature does not 

affect the presence or absence of another feature (Multinomial Naive Bayes Explained: 

Function, Advantages & Disadvantages, Applications in 2021 | UpGrad Blog, n.d.). 

Bayes theorem (given by Thomas Bayes) is based on the formula: 

𝑃(𝐴|𝐵) =  𝑃(𝐴) ∗
𝑃(𝐵|𝐴)

𝑃(𝐵)
           (3) 

read as “probability of class A given B” (Multinomial Naive Bayes Explained Function, 

Advantages & Disadvantages, Applications in 2021 | UpGrad Blog, n.d.), where 𝑃(𝐵) is 

the prior probability of B, 𝑃(𝐴) is prior probability of class A, and 𝑃(𝐵|𝐴) is the 

occurrence of predictor B given class A probability (Multinomial Naive Bayes Explained: 

Function, Advantages & Disadvantages, Applications in 2021 | UpGrad Blog, n.d.). 

3.4. Logistic Regression 

Logistic regression is another powerful machine learning algorithm based on supervised 

learning. It is mostly used for binary classification problems. In other words logistic 

regression is a linear regression used for classification task (Logistic Regression – an overview 

| ScienceDirect Topics, n.d.). 

It normally uses a logistic function to model a binary output variable. 

𝐿𝑜𝑔𝑖𝑠𝑡𝑖𝑐 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 =  1/(1 + 𝑒−𝑥)         (4) 

where 𝑥 is the input variable (Logistic Regression – an overview | ScienceDirect Topics, 

n.d.). The difference between linear regression and logistic regression is that the range of 

logistic regression is limited to between 0 and 1 only (Logistic Regression – an overview | 

ScienceDirect Topics, n.d.). In addition to this there is no need of linear relationship 

between input variables and output variables as far as logistic regression is concerned 

(Logistic Regression – an overview | ScienceDirect Topics, n.d.). 
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The following Fig. 3 shows logistic regression applied to the range -20 to 20 (Logistic 

Regression – an overview | ScienceDirect Topics, n.d.). 

 

 

Fig. 3. Logistic regression applied to the range (-20, 20)  

(Logistic Regression – an overview | ScienceDirect Topics, n.d.) 

3.5. Decision Tree 

Decision tree is the most powerful and popular tool for classification and prediction 

problems (Decision Tree – GeeksforGeeks, n.d.). It is a tree-like structure in which each 

internal node represents an attribute test and branches designate test outcomes. The leaf 

nodes represent the class label (Decision Tree – GeeksforGeeks, n.d.). 

In decision analysis, a decision tree can be used to visually and explicitly represent 

decisions and decision making (Decision Trees in Machine Learning | by Prashant Gupta | 

Towards Data Science, n.d.). It uses a tree-like structure of decisions. In addition to being 

extensively used in data mining, it has also been extensively used in machine learning for 

making decisions (Decision Trees in Machine Learning | by Prashant Gupta | Towards 

Data Science, n.d.). 

Following is the top-down approach of the tree construction algorithm (Data 

Jabberwocky: Decision Tree Mathematical Formulation, n.d.): 

1. A search method to compose the tree. 

2. Node splitter – to split nodes. 

3. Stop criterion – rule to stop the process. 

4. Split acceptor – the rule that decides either to accept the best split of a node or to 

make it a leaf. 

5. Split prospects estimator – procedure that determines order of the nodes. 

6. Split – order in which nodes need to be split. 

7. Decision-making module – provides decisions for data items. 

8. Optional data transformations – performs preprocessing of data (Data Jabberwocky: 

Decision Tree Mathematical Formulation, n.d.). 

Entropy and information gain are used when dealing with decision tree. Entropy (𝐸) is 

 a way of measuring how mixed a column is (Entropy and Information Gain in Decision 

Trees | by Jeremiah Lutes | Towards Data Science, n.d.). Specifically, it is used to measure 
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the disorder while as information gain (𝐼𝐺) is used to determine the best features/attributes 

for split in a decision tree. Formulas for entropy and gain are as as under (Entropy: How 

Decision Trees Make Decisions | by Sam T | Towards Data Science, n.d.): 

𝐸(𝑆) =  ∑ −𝑝𝑖𝑙𝑜𝑔2𝑝𝑖 𝑐
𝑖=1           (5) 

𝐼𝐺(𝑌, 𝑋) = 𝐸(𝑌) − 𝐸 (
𝑌

𝑋
)         (6) 

4. METHODOLOGY 

4.1. Data Source 

For this study, the dataset was obtained from the Framingham Heart Study which is a 

long-term, ongoing cardiovascular study of people from Framingham city in Massachusetts, 

US to estimate the ten year risk of developing coronary heart disease in order to assess the 

10-year cardiovascular disease risk. It started with 5209 adult participants in its first 

generation and is currently in its third generation. It is carried out by National Heart, Lung, 

and Blood Institute staffed by various Boston University professionals. Cerebrovascular 

events, peripheral artery disease and heart failure were subsequently added as disease 

outcomes for the 2008 framingham risk score on top of coronary heart disease. The said 

dataset contains 4240 records with 15 attributes and one target attribute (Framingham 

Heart Study, n.d.). Fig. 4 shows the matrix of correlations among various attributes of the 

dataset that shows how the attributes of the dataset are related to each other and with the 

target attribute. 

 

 

Fig. 4. Correlation Matrix 
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Tab. 1 shows the names and description of all 16 attributes. 

Tab. 1. List of attributes along with their description 

S. 

No. 
Attributes Description Data type 

1. Male Gender male or female 
Nominal: “1” means “male”, 

“0” means “female” 

2. Age Age of the patient Continuous 

3. Education Education of patient Categorical 

4. Current Smoker 
Whether or not the patient is a current 

smoker 
Nominal 

5. CigsPerDay Number of cigarettes smoked per day Continuous 

6. BPMeds 
Whether or not patient was on blood 

pressure medication 
Nominal 

7. Prevalent Stroke 
Whether patient had any stroke 

previously 
Nominal 

8. PrevalentHyp 
Whether or not the patient was 

hypertensive 
Nominal 

9. Diabetes Whether or not the patient had diabetes Nominal 

10. TotChol Total cholesterol level Continuous 

11. SysBP Systolic blood pressure Continuous 

12. DiasBP Diastolic blood pressure Continuous 

13. BMI Body Mass Index Continuous 

14. Heart Rate Heart rate of patient Continuous 

15. Glucose Glucose level of patient Continuous 

16. 
TenYearCHD 

(Target variable) 

Whether the patient has 10-year future 

risk of Coronary Heart Disease (CHD) 

Binary: “1”, means “Yes”, 

“0” means “No” 

 

As shown in Tab. 1, there were a total of 16 attributes: Male – the gender of the patient. 

It is a binary variable named ‘male’ in the dataset, “1” means “male” and “0” means 

“female”. Age – age of the patient (in years) at medical examination time. Education – a 

categorical variable about patient’s education (“1” means “some high school”, “2” means 

“high school/GED”, “3” means “some college/vocational school”, and “4” means “college”). 

CurrentSmoker – is the patient current smoker at the time of examination. CigsPerDay – 

number of cigarettes smoking each day. BPMeds – whether using any anti-hypertensive 

medication at examination. PrevalentStroke – whether any prevalent stroke (“0” means 

free of disease). PrevalentHyp – whether prevalent hypertensive. Diabetes – whether diabetic. 

TotChol – total cholesterol in mg/dL. SysBP – systolic blood pressure in mmHg. DiasBP – 

diastolic blood pressure in mmHg. BMI – body mass index (weight in kg/ height in m2). 
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HeartRate – heart rate in beats/minute. Glucose – glucose level in mg/dL and finally the 

target variable TenYearCHD – whether risk of ten year coronary heart disease in future 

(“1” means “Yes” and “0” means “No”). 

4.2. Validation Schemes and Evaluation Metrics 

4.2.1. Validation Schemes 

In this study, experiments were performed using the train-test-split scheme. The 70–30 

train-test data partitioning scheme was used. That is, the dataset was split into two parts 

using 70–30% split. Therefore, the classifiers were trained using 2561 records of patients 

in the first experiment and 2228 records in the next one and tested using remaining 1097 

and 955 records for first and second (without outliers) experiment respectively. 

4.2.2. Evaluation Metrics 

To evaluate the performance of classifiers, different evaluation metrics including 

accuracy, precision, recall and f1-score were used. Accuracy is the percentage of correctly 

classified subjects in the test dataset. Recall conveys information about the percentage of 

correctly classified subjects while precision conveys information about correctly classified 

healthy subjects. The formulation of these evaluation metrics is given as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

 𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
          (7) 

where: 𝑇𝑃 denotes number of true positives, 𝐹𝑃 denotes number of false sitives, 𝑇𝑁 

denotes number of true negatives and 𝐹𝑁 denotes number of false negatives. 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃 / (𝑇𝑃 +  𝐹𝑁)            (8) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑁 / (𝑇𝑁 +  𝐹𝑃)          (9) 

4.3. Classification 

Fig. 5 shows the block diagram of the proposed system. Firstly, preprocessing of the 

aforementioned dataset was done. The dataset contained 4240 records with 15 attributes 

and one target attribute. Out of 4240 rows, there were 582 rows with null values. The columns 

that contained missing values were education, cigsPerDay, totChol, heartRate, BPMeds, 

BMI and glucose. The number wise null values in each column were as: education (105 

null values), cigsPerDay (29 null values), totChol (50 null values), heartRate (1 null value), 

BPMeds (53 null values), BMI (19 null values) and glucose (388 null values). The number 

and percentage wise null values in each column are shown in Tab. 2. 
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Fig. 5. Block diagram of the proposed system 

Null values in a dataset can cause hindrances for the classifiers during the prediction 

process. Therefore, in this study null values were handled by removing all the rows with 

null values from the dataset. 

Tab. 2. Percentage of missing values for each attribute 

Attribute 
Number of missing 

values 

Percentage of missing 

values (in %) 

Male 0 0.00 

Age 0 0.00 

Education 105 2.48 

Current Smoker 0 0.00 

Cigarettes per day 29 0.68 

BPMeds 53 1.25 

Prevalent stroke 0 0.00 

Prevalent hypertensive 0 0.00 

Diabetes 0 0.00 

Total cholesterol 50 1.18 

SysBP 0 0.00 

DiasBP 0 0.00 

BMI 19 0.45 

Heart rate 1 0.02 

Glucose 388 9.15 
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After removing all the rows with null values, our dataset was now left with 3658 records  

of patients only.  

In the next step, the task of outlier detection was performed. Out of all attributes, age, 

totChol, sysBP, diaBP, BMI, heartRate and glucose were the only attributes with continuous 

values. Therefore the outliers were detected for these columns only. The figure (Fig. 6) 

shows the plot representation of outliers for these attributes. 

 

 
Fig. 6. Plot showing outliers 

As seen in the figure, attributes totChol, sysBP, diaBP, BMI, heartRate and glucose 

contained outliers. Fig. 7 shows the distribution of values for these columns. 
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Fig. 7. Plot showing distributions for the Continuous values 

The number of outliers in each of these columns was as; totChol (46 outliers), sysBP 

(116 outliers), diaBP (32 outliers), BMI (66 outliers), heartRate (60 outliers) and glucose 

(155 outliers) (   Tab. 3). Therefore, the outliers were handled by removing all the outliers 

from totChol, sysBP, diaBP, BMI, heartRate and glucose columns. 

 
   Tab. 3. Number of outliers present 

Attribute 
Number  

of Outliers 

totChol 46 

sysBP 116 

diaBP 32 

BMI 66 

heartRate 60 

glucose 155 

 

After removing outliers from our data, the number of instances in our data got 

reduced from 3658 to 3183 records. Fig. 8 shows the distribution of continuous values 

after outlier treatment for these columns. 
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Fig. 8. Plot showing distributions after Outlier Treatment 

After treatment of outliers, the distribution looked normal (as shown in Fig. 8). After 

preprocessing of data, the dataset was then divided into 2 parts: training set and test set 

where 70% of the data was used for training purpose and remaining 30% was used for 

testing. In this study, no feature selection technique was used therefore the whole feature 

set was used for training and testing of classifiers. The machine learning classifiers that 

were used for this study include: k-nearest neighbor, multi-layer perceptron, support vector 

machine, multinomial naïve bayes, logistic regression, decision tree and random forest 

algorithms. Tab. 4 shows the performance metrics of each of these machine learning 

classifiers. 

The same data was then used for training ensemble classifiers. Tab. 5 shows the perfor-

mance metrics of these classifiers after outlier treatment. 

5. RESULTS AND DISCUSSION 

To evaluate the performance of the classifiers, the pre-processed data was supplied to 

all the aforementioned classifiers in order to calculate their efficiencies. All the computations 

were done on Intel Core I3 processor on windows 10 operating system. Code was written 

in python language using Anaconda3 Spyder platform. 

In the first experiment, 2561 records were used to train all the mentioned 13 machine 

learning classifiers without removal of outliers and were then tested using the remaining 

1097 records to evaluate their efficiencies. Tab. 4 shows the performance achieved by 

various classifiers without outlier treatment. 
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Tab. 4. Performance achieved by various classifiers without outlier treatment 

Classifier 
Performance Metrics 

Precision Recall F1 Score Accuracy 

K Nearest Neighbor (KNN) 0.78 0.83 0.79 0.8324 

Multilayer Perceptron (MLP) 0.70 0.84 0.76 0.8361 

Multinomial Naïve Bayes (MNB) 0.78 0.82 0.79 0.8151 

Logistic Regression (LR) 0.83 0.84 0.79 0.8443 

Decision Tree (DT) 0.77 0.84 0.77 0.8361 

Random Forest (RF) 0.77 0.84 0.77 0.8361 

Support Vector Machine (SVM) 0.82 0.65 0.70 0.6503 

Majority Voting 0.80 0.84 0.78 0.8397 

Weighted Average 0.80 0.84 0.77 0.8379 

Bagging 0.81 0.84 0.79 0.8424 

AdaBoost 0.78 0.83 0.79 0.8270 

Gradient Boosting 0.79 0.84 0.78 0.8370 

XGBoost 0.76 0.82 0.78 0.8179 

Tab. 5. Performance achieved by classifiers after outlier treatment 

Classifier 
Performance Metrics 

Precision Recall F1 Score Accuracy 

K Nearest Neighbor (KNN) 0.78 0.85 0.80 0.8503 

Multilayer Perceptron (MLP) 0.79 0.86 0.80 0.8597 

Multinomial Naïve Bayes (MNB) 0.78 0.74 0.76 0.7382 

Logistic Regression (LR) 0.82 0.86 0.80 0.8639 

Decision Tree (DT) 0.77 0.86 0.80 0.8565 

Random Forest (RF) 0.81 0.86 0.81 0.8628 

Support Vector Machine (SVM) 0.84 0.66 0.71 0.6597 

Majority Voting 0.80 0.86 0.80 0.8628 

Weighted Average 0.88 0.86 0.80 0.8649 

Bagging 0.82 0.86 0.81 0.8639 

AdaBoost 0.79 0.85 0.81 0.8450 

Gradient Boosting 0.79 0.85 0.81 0.8482 

XGBoost 0.78 0.84 0.80 0.8419 

 

Then in next experiment, the same set of classifiers was again trained using the training 

set but this time the outliers were first removed from the data. A total of 475 rows were 

detected that contained null values and after being removed, the dataset was left with 3183 

records of patients only. Therefore in the second experiment, only 2228 instances (70%) of 

patients were used for training of classifiers and remaining 955 (30%) records were used 

for evaluating their performance. Tab. 5 shows the performance achieved by various machine 

learning classifiers after outlier treatment. Fig. 9 shows performance comparison of all 

classifiers with and without outlier treatment using bar-plot (Fig. 9). 
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Fig. 9. Bar-plot showing differences in accuracies of classifiers with and without outlier treatment 

As shown in the figure (Fig. 9), it can be clearly seen that there was a difference in the 

accuracies achieved by each of these machine learning classifiers with and without the 

outlier treatment excluding the one that is multinomial naïve bayes classifier for which 

accuracy got decreased upon removal of outliers. All the rest of the classifiers showed an 

accuracy improvement when outliers were removed from the data. 

With removal of outliers, the increase in the percentage of accuracies for each of these 

classifiers was as k-nearest neighbor (1.79%), multilayer perceptron (2.36%), logistic 

regression (1.96%), decision tree (2.04%), random forest (2.67%), support vector machine 

(0.94%), majority voting (2.31%), weighted average (2.70%), bagging (2.15%), adaboost 

(1.80%), gradient boosting (1.12%) and xgboost (2.4%) respectively. Therefore, it was con-

cluded that outliers in data affect the overall efficiency of the machine learning classifiers. 

6. CONCLUSION 

Heart is a vital organ of the human body performing the crucial function of pumping 

blood to different body parts. A slight change in the normal functioning of the heart can 

lead to imbalance in the functioning of the whole body. Heart diseases are the main reason 

behind deaths in the world today. So, detection of heart disease at an early stage can help 

in saving numerous human lives. Heart disease is a general term for various types of heart 

conditions and one such kind is the coronary heart disease. Coronary heart disease is 

caused by blockage of heart arteries by fat deposits around heart. The aim of this paper is 

prediction of coronary heart disease using machine learning. Various machine learning 

base (such as k-nearest neighbor, multilayer perceptron, multinomial naïve bayes, logistic 
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regression, decision tree, random forest, support vector machine) and ensemble classifiers 

have been used in this study. The dataset was obtained from the Framingham Heart Study 

database comprising 4240 instances with 15 attributes for each instance. Firstly, the data 

was preprocessed by removing all the rows containing null values from the data. Then in 

the next step the data was checked for presence of any outliers and hence removed 

accordingly. Then finally in the last step, various machine learning base and ensemble 

classifiers were trained and tested using the given dataset for predicting the coronary heart 

disease first including outliers and then in the second experiment without outliers. As per 

our results, classifiers performed better in the second experiment where the outliers were 

first removed from the data as compared to the previous experiment where the outliers 

were also included. In addition to this, the classifier that came out with the best 

perfromance among all was weighted average ensemble classifier achieving an accuracy of 

almost 86.50% in the second experiment. Therefore, it was concluded that outliers in data 

affect the overall efficiency of the machine learning classifiers. 

In future, accuracy can further be improved by reducing the number of features under 

consideration. 
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