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HARNACK ESTIMATES FOR DEGENERATE PARABOLIC

EQUATIONS MODELED ON THE SUBELLIPTIC p−LAPLACIAN

B. AVELIN, L. CAPOGNA, G. CITTI AND K. NYSTRÖM

Abstract. We establish a Harnack inequality for a class of quasi-linear PDE
modeled on the prototype

∂tu = −
m∑

i=1

X∗

i (|Xu|p−2Xiu)

where p ≥ 2, X = (X1, . . . ,Xm) is a system of Lipschitz vector fields defined
on a smooth manifold M endowed with a Borel measure µ, and X∗

i
denotes

the adjoint of Xi with respect to µ. Our estimates are derived assuming that
(i) the control distance d generated by X induces the same topology on M; (ii)
a doubling condition for the µ-measure of d−metric balls and (iii) the validity
of a Poincaré inequality involving X and µ. Our results extend the recent work
in [15], [35], to a more general setting including the model cases of (1) metrics
generated by Hörmander vector fields and Lebesgue measure; (2) Riemannian
manifolds with non-negative Ricci curvature and Riemannian volume forms;
and (3) metrics generated by non-smooth Baouendi-Grushin type vector fields
and Lebesgue measure. In all cases the Harnack inequality continues to hold
when the Lebesgue measure is substituted by any smooth volume form or by
measures with densities corresponding to Muckenhoupt type weights.

2000 Mathematics Subject Classification.

Keywords and phrases: doubling measure, Poincaré inequality, quasi-linear
partial differential equation, Harnack inequality, p-parabolic, subelliptic.

1. Introduction and statement of main results

In their seminal works, Saloff-Coste [42] and Grigor’yan [26] established the equiva-
lence between Harnack inequalities for weak solutions to a class of subelliptic linear
partial differential equations, with smooth coefficients, and two key metric-measure
properties of the ambient space. The first property is the doubling inequality for
the measure of balls, balls defined using a control metric naturally associated to
the operator, and the second property is the validity of a Poincaré inequality in-
volving a notion of gradient naturally associated to the operator. This point of
view, independently developed in the work of Biroli and Mosco [4] and Sturm [44],
has been further studied by several authors, and has led to Harnack inequalities
for more general classes of nonlinear parabolic PDE, see for instance [32], [33], [38],
[39] and [6]. The ideas in [42] and [26], are based on Moser’s approach [40]. Al-
though Moser’s approach have been successfully used to prove Harnack’s inequality
for stationary solutions of equations of p−Laplace type, the extension of Moser’s
approach to the degenerate parabolic setting is not straightforward. Even in the Eu-
clidean setting, the parabolic Harnack inequality for degenerate PDEs of p−Laplace
type, with bounded and measurable coefficients, was only recently established by
DiBenedetto, Gianazza and Vespri in [15] and by Kuusi in [35].

In this paper we add to this line of investigation by extending the recent works,
[15] and [35], by establishing an intrinsic Harnack inequality for a class of quasi-
linear differential equations tailored to the parabolic p-Laplacian in a general Carnot-
Carathéodory setting. A prototype for the type of situations we consider in this
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paper is given by weak solutions to the degenerate parabolic quasi-linear PDE

(1.1) ∂tu(x, t) = −

m
∑

i,j=1

1

w(x)
X∗

i

(

w(x)|Xu(x, t)|p−2ai,j(x, t)Xju(x, t)

)

.

Here p ≥ 2, X = (X1, ..., Xm), with Xi =
∑n

j=1 cij(x)∂xj , is a system of smooth

vector fields in R
n, satisfying Hörmander’s finite rank hypothesis [29], X∗

i = −Xi+
∑n

j=1 ∂xjcij(x) is the formal adjoint of Xi (with respect to Lebsgue measure dL),

and w(x)dL is an admissible Borel measure (see Definition 1 below). The m ×m
matrix of (Lebesgue) measurable functions aij(x, t) satisfies the usual coercivity
hypothesis: there exists λ,Λ > 0 such that Λ|ξ|2 ≥ aij(x, t)ξiξj ≥ λ|ξ|2 for all
ξ ∈ R

m and for a.e. (x, t).
Although our results are new even in the setting of the example (1.1) in the met-

ric mesure spaces (Rn, d, w(x)dL) with metrics d associated to smooth Hörmander
vector fields, they actually encompass a broader setting. The motivation for pur-
suing this larger degree of generality is two-fold:

(1) We wish to identify to what extent, for a given measure metric space,
the doubling and Poincaré inequalities are sufficient to guarantee parabolic
Harnack type inequalities for solutions of problems involving operators of
p−Laplace type (for instance for elements of De Giorgi classes or for solu-
tions of gradient flows of the p−energy).

(2) Provide results that hold for non-smooth systems of vector fields generating
control metrics which arise from applications, such as the Baouendi-Grushin
system [2], [27], or the vector fields appearing in the study of the Levi
equation [10].

We refer the reader to the exciting emerging literature on parabolic quasi-
minimizers and parabolic De Giorgi classes in metric measure spaces, see [32], [39],
[33], [38], for an alternative (and broader) point of view on the study of evolutionary
problems in metric measure spaces equipped with a doubling measure, supporting
a Poincaré inequality.

1.1. The ambient space geometry. We consider a smooth real manifold M
endowed with a control distance d(·, ·) : M × M → R

+ defined as the Carnot-
Carathéodory control distance generated by a system of bounded, Lipschitz (when
expressed in local coordinates) vector fields X = (X1, . . . , Xm) on M, see [41], [3]
and [23]. Following [3] and [24] our first standing hypothesis is that

(1.2) the inclusion i : (Rn, | · |) → (Rn, d) is continuous.

This hypothesis guarantees that the topology generated on M by the metric d
coincides with the standard topology obtained as pull-back from the local charts
of the standard topology in R

n. We also request that X consists of µ-measurable
vector fields onM where µ is a locally finite Borel measure onM which is absolutely
continuous with respect the Lebesgue measure when represented in local charts. We
let, for x ∈ M and r > 0, B(x, r) = {y ∈ M : d(x, y) < r} denote the corresponding
open metric balls and we let |B(x, r)| denote the µ measure of B(x, r). In general,
given a function u and a ball B = B(x, r) we will let uB denote the µ-average of u
on the ball B = B(x, r). In view of (1.2) the closed metric ball B̄ is a compact set.

We denote by sup and inf the essential supremum and the essential infimum
defined with respect to µ. Given a function u on M we let suppu denote the
support of u. If p ≥ 2, and u ∈ Lp

loc(M, µ) then the support is defined in terms
of the support of a distribution. Given Ω ⊂ M, open, and 1 ≤ p ≤ ∞, we let
W 1,p

X
(Ω) = {u ∈ Lp(Ω, µ) : Xiu ∈ Lp(Ω, µ), i = 1, ...,m} denote the horizontal
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Sobolev space, and we let W 1,p
X,0 ⊂ W 1,p

X
be the closure1 of the space of W 1,p

X

functions with compact (distributional) support in the norm ‖u‖p1,p = ‖u‖p+‖Xu‖p
with respect to µ. In the following we will omit µ in the notation for Lebesgue and
Sobolev spaces. Note that for B(x, r) ⊂ M, the space

{φ · w | φ ∈ C0(B(x, r)) ∩W 1,∞
X

(B(x, r)), and w ∈W 1,p
X

(B(x, r))},

where C0(B(x, r)) is the set of continuous functions with support contained in

B(x, r), is a subset of W 1,p
X,0(B(x, r)). Given t1 < t2, and 1 ≤ p ≤ ∞, we let

Ωt1,t2 ≡ Ω × (t1, t2) and we let Lp(t1, t2;W
1,p
X

(Ω)), t1 < t2, denote the parabolic
Sobolev space of real-valued functions defined on Ωt1,t2 such that for almost every

t, t1 < t < t2, the function x→ u(x, t) belongs to W 1,p
X

(Ω) and

‖u‖Lp(t1,t2;W
1,p
X

(Ω)) =

(
ˆ t2

t1

ˆ

Ω

(|u(x, t)|p + |Xu(x, t)|p)dµdt

)1/p

<∞.

The spaces Lp(t1, t2;W
1,p
X,0(Ω)) is defined analogously. We let W 1,p(t1, t2;L

p(Ω))

consist of real-valued functions η ∈ Lp(t1, t2;L
p(Ω)) such that the weak derivative

∂tη(x, t) exists and belongs to Lp(t1, t2;L
p(Ω)). Consider the set of functions φ,

φ ∈ W 1,p(t1, t2;L
p(Ω)), such that the functions

t→

ˆ

Ω

|φ(x, t)|pdµ(x) and t→

ˆ

Ω

|∂tφ(x, t)|
pdµ(x),

have compact support in (t1, t2). We let W 1,p
0 (t1, t2;L

p(Ω)) denote the closure of
this space under the norm in W 1,p(t1, t2;L

p(Ω)).
Our second set of hypothesis is that we assume that (M, µ, d) defines a so called

p-admissible structure in the sense of [28, Theorem 13.1].

Definition 1. Assume hypothesis (1.2) holds. Given 1 ≤ p < ∞, the triple
(M, µ, d) is said to define a p-admissible structure if for every compact subset
K of M there exist constants CD = CD(X,K), CP = CP (X,K) > 0, and R =
R(X,K) > 0, such that the following hold.

(1) Doubling property:

(D) |B(x, 2r)| ≤ CD|B(x, r)| whenever x ∈ K and 0 < r < R.

(2) Weak (1, p)-Poincaré inequality:

(P)

 

B(x,r)

|u− uB|dµ ≤ CP r

(

 

B(x,2r)

|Xu|pdµ

)1/p

,

whenever x ∈ K, 0 < r < R, u ∈W 1,p
X

(B(x, 2r)).

1.2. Quasilinear degenerate parabolic PDE. From now on (M, µ, d) will de-
note a p-admissible structure, for some p ∈ [2,∞), in the sense of Definition 1. Given
a domain (i.e., an open, connected set) Ω ⊂ M, and T > 0 we set ΩT = Ω× (0, T ).
We will say that A is an admissible symbol (in ΩT ) if the following holds:

(i) (x, t) → A(x, t, u, F ) is measurable for every (u, F ) ∈ R× R
m,

(ii) (u, F ) → A(x, t, u, F ) is continuous for almost every (x, t) ∈ ΩT ,
(iii) the bounds

(1.3) A(x, t, u, F ) · F ≥ A0|F |
p, |A(x, t, u, F )| ≤ A1|F |

p−1,

hold for every (u, F ) ∈ R× R
m and almost every (x, t) ∈ ΩT .

1For a detailed study on the validity of “H = W” in general metric measure spaces, and in
particular on the relation between the definitions used in this paper and the more commonly used
definition based on the closure of the class of smooth functions with compact support see [22],
[31], [24], [20], [21] and [43].
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A0 and A1 are called the structural constants of A. If A and Ã are both admissible
symbols, with the same structural constants A0 and A1, then we say that the
symbols are structurally similar.

Let E be a domain in M× R. We say that the function u : E → R is a weak
solution to

(1.4) ∂tu(x, t) = LA,pu ≡ −

m
∑

i=1

X∗
i Ai(x, t, u,Xu),

in E, where X∗
i is the formal adjoint w.r.t. dµ, if whenever Ωt1,t2 ⋐ E for some

domain Ω ⊂ M, u ∈ Lp(t1, t2;W
1,p
X

(Ω)) and

(1.5) −

ˆ t2

t1

ˆ

Ω

u
∂η

∂t
dµdt+

ˆ t2

t1

ˆ

Ω

A(x, t, u,Xu) ·Xη dµdt = 0,

for every test function

η ∈W 1,2
0 (t1, t2;L

2(Ω)) ∩ Lp(t1, t2;W
1,p
X,0(Ω)).

A function u is a weak super-solution (sub-solution) to (1.4) in E if whenever
Ωt1,t2 ⋐ E for some domain Ω ⊂ M, we have u ∈ Lp(t1, t2;W

1,p(Ω)), and the left
hand side of (1.5) is non-negative (non-positive) for all non-negative test functions

W 1,2
0 (t1, t2;L

2(Ω)) ∩ Lp(t1, t2;W
1,p
X,0(Ω)).

1.3. Statement of main result. The main result of the paper is the following
Harnack inequality for weak solutions to (1.4).

Theorem 1.1. Let (M, µ, d) be a p-admissible structure for some fixed p ∈ [2,∞).
For a bounded open subset Ω ⊂ M, let u be a non-negative, weak solution to (1.4)
in an open set containing the cylinder Ω × [0, T0] and assume that the structure
conditions (1.3) are satisfied.

There exist constants C1, C2, C3 ≥ 1, depending only on X, CD, CP ,A0,A1, p,
such that for almost all (x0, t0) ∈ Ω× [0, T0], the following holds: If u(x0, t0) > 0,
and if 0 < r ≤ R(X, Ω̄) (from Definition 1) is sufficiently small so that

B(x0, 8r) ⊂ Ω and (t0 − C1u(x0, t0)
2−prp, t0 + C1u(x0, t0)

2−prp) ⊂ (0, T0),

then
u(x0, t0) ≤ C2 inf

Q
u,

where

Q = B(x0, r)×

(

t0 +
1

2
C3u(x0, t0)

2−prp, t0 + C3u(x0, t0)
2−prp

)

.

Furthermore, the constants C1, C2, C3 can be chosen independently of p as p→ 2.

Remark 1.1. The dependency of the constants in Theorem 1.1 on the vector field
X comes from the fact that the gradient bound on the cut-off functions estab-
lished by Garofalo and Nhieu in [24, Theorem 1.5] (see Lemma 2.1) depends on the
Lipschitz constant of the vector fields.

Corollary 1.1. Let (M, µ, d) be a p-admissible structure for some p ≥ 2. Every
weak solution of (1.4) can be modified in a set of measure zero so that it is locally
Hölder continuous with respect to the control distance.

Remark 1.2. Note that in our set-up we have assumed that µ is absolutely con-
tinuous with respect to the Lebesgue measure when represented in local charts.
In our arguments this hypothesis is necessary for the construction of suitable test
functions. However, Theorem 1.1 remains true if this hypothesis is replaced by the
assumption that the metric is differentiable in the direction of the vector fields,
almost everywhere with respect to µ, and that the differential is µ−essentially
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bounded. In the latter case, although the formal adjoints X∗
i , and hence (1.4), are

not well defined, still, the notion of a weak solutions in (1.5) is well-defined and the
theory applies.

To put Theorem 1.1 into perspective, and frame it within the context of the
current literature, we note that Theorem 1.1 contains, in terms of the structure
conditions (1.3), the following examples and results as special cases.

Example 1. In the case M = R
n, dµ equals the n-dimensional Lebesgue measure,

X = (X1, . . . , Xm) = (∂x1 , ..., ∂xn), p = 2, the result was established in the classical
papers by Moser [40], and by Aronson and Serrin [1]. The weighted version (with
Muckenhoupt weights) was investigated by Chiarenza and Serapioni [9]. In the
case 2 ≤ p <∞, the corresponding Harnack inequality was proved by DiBenedetto,
Gianazza and Vespri in [15], see also [16], and by Kuusi using a different approach
in [35].

Example 2. In the case (M, µ, d) is a 2-admissible structure in the sense of Def-
inition 1 and A satisfies the structure conditions (1.3) with p = 2, the Harnack
inequality was recently established by Rea and two of us in [6]. In the broader
context of parabolic De Giorgi classes (again p = 2) the Harnack inequality was
proved by Kinnunen, Marola, Miranda and Paronetto [33], in a more general metric
measure space setting.

In addition, Theorem 1.1 also covers many new situations some of which we next
exemplify.

Example 3. If M is a smooth manifold, dµ a smooth volume form, and X

is a system of smooth vector fields satisfying Hörmander’s finite rank condition
rank(Lie{X})(x) = n at every point x ∈ M (see [29]), then the Poincaré inequal-
ity is due to Jerison [30] and the doubling condition was established by Nagel,
Stein and Wainger in [41]. The PDE (1.4) is sub-elliptic and our results provide a
(degenerate) parabolic analogue of the Harnack inequality established by Danielli,
Garofalo and one of us in [7]. Theorem 1.1 also covers the case in which dµ can be
expressed in local coordinates through a multiple of a smooth volume form times
a Muckenhoupt Ap weight with respect to the Carnot-Carathéodory metric gener-
ated by X. In this weighted setting the Poincaré inequality is due to Lu [36]. The
stationary Harnack inequality for linear divergence form subelliptic equations was
first proved by Franchi, Lu and Wheeden [19]. See also the interesting papers [20],
[21], and references therein.

Example 4. Our setting is also sufficiently broad to include non-smooth vector
fields such as the Baouendi-Grushin frames, e.g., consider, for γ ≥ 1 and (x, y) ∈ R

2,
the vector fields X1 = ∂x and X2 = |x|γ∂y. Unless γ is a positive even integer
these vector fields fail to satisfy Hörmander’s finite rank hypothesis. However, the
doubling inequality as well as the Poincaré inequality hold and have been used in
the work of Franchi and Lanconelli [18] to establish Harnack inequalities for linear
equations.

Example 5. Consider a smooth manifold M endowed with a complete Riemann-
ian metric g. Let µ denote the Riemann volume measure, and by X denote a
g−orthonormal frame. If the Ricci curvature is bounded from below (Ricci ≥ −Kg)
then our result yields Harnack inequalities for non-negative weak solutions to (1.4)
in every compact subset of (M, g). In fact, in this setting the Poincaré inequality
follows from Buser’s inequality while the doubling condition is a consequence of
the Bishop-Gromov comparison principle. If K = 0, i.e. the Ricci tensor is non-
negative, then these assumptions holds globally and so does the Harnack inequality.
For more details, see [8], [37] and [28].
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1.4. The proof of Theorem 1.1 and further results. The main technical steps
in the proof of Theorem 1.1 are the following weak Harnack inequalities.

Theorem 1.2. Let (M, µ, d) be a p-admissible structure for some given p ≥ 2. For
a bounded open subset Ω ⊂ M, and 0 < t0 < T0, consider a non-negative, weak
super-solution u of (1.4) in an open set containing the cylinder B(x0, 8r)× [t0, t0+
T0], with B(x0, 8r) ⊂ Ω and 0 < r ≤ R(X, Ω̄) (from Definition 1).

If the structure conditions (1.3) are satisfied then there exist constants C1, C2 ≥
1, depending only on X, CD, CP ,A0,A1, p, such that if, for a.e. t1 ∈ (t0, t0 + T0),
we set

T = min

{

T0 + t0 − t1, C1r
p

(

 

B(x0,r)

u(x, t1)dµ

)2−p}

,

and
Q = B(x0, 4r)× (t1 + T/2, t1 + T ),

then
 

B(x0,r)

u(x, t1)dµ ≤

(

C1r
p

T0 + t0 − t1

)
1

p−2

+ C2 inf
Q
u.

Furthermore, the constants C1, C2 can be chosen independently of p as p→ 2.

Theorem 1.3. Let (M, µ, d) be a p-admissible structure for some given p ≥ 2. For
a bounded open subset Ω ⊂ M, and 0 < t0 < T0 consider a non-negative, weak sub-

solution u of (1.4) in an open set containing the cylinder B(x0, 8r) × [t0 − T0, t0],
with B(x0, 8r) ⊂ Ω and 0 < r ≤ R(X, Ω̄) (from Definition 1).

If the structure conditions (1.3) are satisfied then there exists a constant C ≥ 1,
depending only on X, CD, CP ,A0,A1, p, such that

sup
Q
u ≤ C

(

rp

T0

)
1

p−2

+ C
T0
rp

(

sup
t0−T0<t<t0

 

B(x0,r)

udµ

)p−1

,

where Q = B(x0, r/2)× (t0−T0/2, t0). Furthermore, the constant C can be chosen
independently of p as p→ 2.

Our proofs of Theorem 1.2 and Theorem 1.3 are loosely based on the strategy
developed in [35], but also rely on the extension of certain arguments introduced in
[13] and [16]. Among our contributions, we single out exactly which assumptions
are needed on the underlying geometry for the the results to hold. In particular,
we modify the existing Euclidean arguments so they can be used in our broader
setting, where rescalings in the space variables are not allowed and where there is
no underlying group structure. Since, for p > 2, time and space scaling are related,
this rigidity introduces a further layer of technical difficulties.

The key steps in this proof are as follows.

Expansion of positivity. The important result here is Lemma 3.3. Indeed, to
formulate an enlightening consequence of this lemma, let Q ≡ B(x0, 4r0)× (t0, t0+
T0), B(x0, 4r0) ⋐ Ω, 0 < 4r0 < R, and let u be a non-negative weak super-solution
to (1.4) in an open set containing Q. Suppose that t0 is a Lebesgue instant (see
Definition 2) for u and

(1.6)
∣

∣

{

x ∈ B(x0, r) : u(x, t0) > M
}∣

∣ ≥ δ|B(x0, r)|.

for some 0 < r < r0, M > 0 and 0 < δ < 1. Then the conclusion is that there
exists a positive constant C, independent of u, r, x0, M , t0, T0, but depending on
δ and other structural parameters, so that

(1.7) inf
B(x0,r)

u(x, t0 + CM2−prp) ≥M.
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In particular, by expansion of positivity we mean that if u(x, t0) is large, on a sub-
stantial part of the ball B(x0, r), then we can use this to derive a pointwise bound
from below at the future instance defined by t0 +CM2−prp. The proof of the esti-
mate first uses a Caccioppoli inequality, together with the annular decay property
stated in Lemma 2.1, to conclude, (see Lemma 3.4 for the general statement), that

(1.8) |{x ∈ B(x0, r) : u(x, t) > δM/8}| ≥
δ

8
|B(x0, r)|,

for all Lebesgue instants t for u satisfying t0 < t < M2−pδp/δ̂+1rp/C where δ̂ occurs
in the statement of the annular decay property. Using (1.8), and a special change of
variables t → Λ(t) = τ , which exactly cancels the decay of the super-solution, but
preserves the property of the function being a non-negative weak super-solution,
one is able to conclude, this is Lemma 3.6, that the new super-solution v satisfies

(1.9) |{x ∈ B(x0, r) : v(x, τ) > 1}| ≥ ν|B(x0, 3r)|,

for almost every τ∗ ≡ Λ(t0) < t < Λ(T̂ ). Using (1.9) one can then, again via
Caccioppoli inequalities, prove that for a Lebesgue instant in the future, the set
where the super-solution is small can be made arbitrarily small in measure. This
is then used to start a De Giorgi type iteration to conclude that the set where the
function is small is zero in measure and hence, subsequently, obtaining (1.7).

Hot and Cold alternatives. Based on the result concerning the expansion of
positivity the proof of Theorem 1.2 reduces, after some additional preliminary steps,
to the consideration of two alternatives, Hot and Cold. Roughly speaking, in the
first alternative, Hot, there is a time slice such that the solution is large in the sense
that there exists a Lebesgue instant t∗0 for u satisfying 0 < t∗0 < Crp, such that

(1.10) |{x ∈ B(x0, r) : u(x, t
∗
0) > 8k1+σ}| > 8k−σ|B(x0, r)|,

holds for some k > 81/σ, see Lemma 4.1. In the second alternative, Cold, we have
that

(1.11) |{x ∈ B(x0, r) : u(x, t) > 8k1+σ}| ≤ 8k−σ|B(x0, r)|,

holds for every k > 81/σ and for almost all t, 0 < t < Crp, see Lemma 4.2. In
either situation the goal is to be able to start the expansion of positivity, in order
to establish the existence of an instant t0 at which the super-solution satisfies (1.6).
We next briefly discusses the underlying arguments used in the alternatives, Hot
and Cold.

(1) Hot: We use a clustering lemma, see Lemma 2.7, to first to obtain, using
(1.10), a small ball in the time-slice t∗0, in which u satisfies (1.6) with
M = 4k and δ = 1/2. Our proof here is different to the proof developed
in [35] which is based on a covering type lemma together with a delicate
analysis. The usage of Lemma 2.7, as an alternative to a covering type
lemma, was first mentioned in [16].

(2) Cold: As it turns out, (1.11) implies that the Sobolev norm of a super-
solution is small and that its average in space does not change to much
in time. Thus the function has large average for each time-slice in some
parabolic cylinder. Together with the small Sobolev norm one is then able
to obtain that there is a time-slice inside this parabolic cylinder which
satisfies (1.6).

2. Basic estimates

Throughout this section we will assume that (M, µ, d) is a p-admissible structure
for some p ≥ 1, in the sense of Definition 1. We will also assume that Ω is a bounded
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open set in M and set K = Ω̄. The constants CD, CP , and R in Definition 1 will all
depend on K. Unless otherwise stated we let C ≥ 1 denote a constant depending
only on CD, CP , p, not necessarily the same at each occurrence.

Lemma 2.1. If x ∈ K and 0 < s < r < R, then the following holds.

(1) There exists a constant N = N(CD) > 0, called homogeneous dimension of
K with respect to (X, d, µ), such that |B(x, r)| ≤ CDτ

−N |B(x, τr)|, for all
0 < τ ≤ 1.

(2) There exists a continuous function φ ∈ C0(B(x, r)) ∩W 1,∞
X

(B(x, r)) and
a constant C = C(X,K) > 0, such that φ = 1 in B(x, s) and |Xφ| ≤
C/(r − s), 0 ≤ φ ≤ 1.

(3) Metric balls have the so called δ̂−annular decay property, i.e., there exists

δ̂ = δ̂(CD) ∈ (0, 1], such that

|B(x, r) \B(x, (1 − ǫ)r)| ≤ Cǫδ̂|B(x, r)|,

whenever 0 < ǫ < 1.

Proof. Statement (1) follows from (D) by a standard iteration argument. Statement
(2) is proved in [24, Theorem 1.5]. Statement (3) follows from [5, Corollary 2.2],

since we have a Carnot-Carathéodory space. Furthermore, δ̂ depends only on CD.
�

Remark 2.1. From now on, and in the subsequent lemmas, N will play the role
of the underlying dimension.

2.1. Parabolic Sobolev estimates. We begin by stating a result which is plays
a fundamental role in the development of analysis on metric spaces. Note, in view
of [28, Corollary 9.5], that the metric balls B(x0, r) are John domains. Hence, in
view of properties (D) and (P), and [28, Theorem 9.7] one obtains the following
Sobolev-Poincaré inequality,

Lemma 2.2. Let B(x0, r) ⊂ Ω, 0 < r < R, 1 ≤ p < ∞. There exists a constant

C = C(CD, CP , p) ≥ 1 such that for every u ∈W 1,p
X

(B(x0, r)),
(

 

B(x0,r)

|u− uB|
κpdµ

)1/κ

≤ Crp
 

B(x0,r)

|Xu|pdµ,

where uB denotes the µ average of u over B(x0, r), and where 1 ≤ κ ≤ N/(N − p),
if 1 ≤ p < N , and 1 ≤ κ <∞, if p ≥ N . Moreover,

(

 

B(x0,r)

|u|κpdµ

)1/κ

≤ Crp
 

B(x0,r)

|Xu|pdµ,

whenever u ∈ W 1,p
X,0(B(x0, r)).

We will also need the following corollaries and reformulations of the Sobolev
estimates.

Lemma 2.3. Let B(x0, r) ⊂ Ω, 0 < r < R, 1 ≤ p < ∞. Consider u ∈

W 1,p
X

(B(x0, r)), let A = {x ∈ B(x0, r) : u = 0}, and assume that |A| > 0. There
exists a constant C = C(CD, CP , p) ≥ 1 such that

(

 

B(x0,r)

|u|κpdµ

)
1
κp

≤ Cr

(

|B(x0, r)|

|A|

)
1
κp

(

 

B(x0,r)

|Xu|pdµ

)1/p

,

whenever 1 ≤ κ ≤ N/(N − p), if 1 ≤ p < N , and 1 ≤ κ <∞, if p ≥ N .
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Proof. We let uB be the µ-average of u over the ball B = B(x0, r). Then by the
definition of the set A and κ as in the statement of the lemma we first note that

(2.1) |uB||A|
1
κp ≤

(
ˆ

A

|u− uB|
κpdµ

)
1
κp

.

Using (2.1) and the triangle inequality we see that
(

 

B(x0,r)

|u|κpdµ

)
1
κp

≤ 2

(

|B(x0, r)|

|A|

)
1
κp

(

 

B(x0,r)

|u− uB|
κpdµ

)
1
κp

.

The lemma now follows from Hölder’s inequality and Lemma 2.2. �

Lemma 2.4. Let B(x0, r) ⊂ Ω, 0 < r < R, 1 ≤ p <∞. Let 1 ≤ κ <∞ and define
κ∗ = N/(N − p), if 1 ≤ p < N , and κ∗ = 2 if p ≥ N . There exists a constant
C = C(CD, CP , p) ≥ 1 such that

ˆ t2

t1

 

B(x0,r)

|u|κpdµdt ≤ Crp
ˆ t2

t1

 

B(x0,r)

|Xu|pdµdt

×

(

sup
t1<t<t2

 

B(x0,r)

|u|p
(κ−1)κ∗

κ∗
−1 dµ

)

κ∗
−1

κ∗

,

for every u ∈ Lp(t1, t2;W
1,p
X,0(B(x0, r))).

Proof. Using Hölder’s inequality and Lemma 2.2 we have
ˆ t2

t1

 

B(x0,r)

|u|κpdµdt ≤

ˆ t2

t1

 

B(x0,r)

|u|p|u|(κ−1)pdµdt

≤

ˆ t2

t1

(

 

B(x0,r)

|u|κ
∗pdµdt

)
1
κ∗
(

sup
t1<t<t2

 

B(x0,r)

|u|p
(κ−1)κ∗

κ∗
−1 dµ

)

κ∗
−1

κ∗

≤ Crp

(

ˆ t2

t1

 

B(x0,r)

|Xu|pdµdt

)(

sup
t1<t<t2

 

B(x0,r)

|u|p
(κ−1)κ∗

κ∗
−1 dµ

)
κ∗

−1
κ∗

.

�

Remark 2.2. Note that if 1 ≤ p < N , then (2κ∗ − 1)/κ∗ = (N + p)/N , and if
p ≥ N , then (2κ∗ − 1)/κ∗ = 3/2.

Lemma 2.5. Let x0, r, p, κ
∗ be as in Lemma 2.4. Let u ∈ Lp(t1, t2;W

1,p
X,0(B(x0, r)))

and let {|u| > 0} ≡ {(x, t) ∈ B(x0, r) × (t1, t2) : |u(x, t)| > 0}. There exists a
constant C = C(CD, CP , p) ≥ 1 such that

ˆ t2

t1

 

B(x0,r)

|u|pdµdt ≤ C

(

|{|u| > 0}|

|B(x0, r)|

)

κ∗
−1

2κ∗
−1

rp
κ∗

2κ∗
−1

×

(

ˆ t2

t1

 

B(x0,r)

|Xu|pdµdt+ sup
t1<t<t2

 

B(x0,r)

|u|pdµ

)

.

Proof. Firstly, using Hölder’s inequality we see that

ˆ t2

t1

 

B(x0,r)

|u|pdµdt ≤ C

(

|{|u| > 0}|

|B(x0, r)|

)

κ∗
−1

2κ∗
−1

×

(

ˆ t2

t1

 

B(x0,r)

|u|p
2κ∗

−1
κ∗ dµdt

)
κ∗

2κ∗
−1

.(2.2)
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Secondly, using Lemma 2.4 we have that
ˆ t2

t1

 

B(x0,r)

|u|p
2κ∗

−1
κ∗ dµdt

≤ Crp
ˆ t2

t1

 

B(x0,r)

|Xu|pdµdt

(

sup
t1<t<t2

 

B(x0,r)

|u|pdµ

)
κ∗

−1
κ∗

.(2.3)

Finally, using (2.2), (2.3) and Young’s inequality we can conclude that

(
ˆ t2

t1

 

B(x0,r)

|u|p
2κ∗

−1
κ∗ dµdt

)
κ∗

2κ∗
−1

≤ Crp
κ∗

2κ∗
−1

(

ˆ t2

t1

 

B(x0,r)

|Xu|pdµdt+ sup
t1<t<t2

 

B(x0,r)

|u|pdµ

)

,

and hence the proof is complete. �

2.2. Parabolic De Giorgi Estimate.

Lemma 2.6. Let B(x0, r) ⊂ Ω, 0 < r < R, 1 ≤ p <∞. Let k and l be any pair of
real numbers such that k < l. There exists a constant C = C(CD, CP , p) ≥ 1 such
that

(l − k)|B(x0, r) ∩ {u > l}|
1
κp

≤
Cr|B(x0, r)|

2
κp

|B(x0, r) ∩ {u < k}|
1
κp

(
 

B(x0,r)

χ{k<u<l}|Xu|
pdµ

)
1
p

,

whenever u ∈ W 1,p
X

(B(x0, r)), and where 1 ≤ κ ≤ N/(N − p), if 1 ≤ p < N , and
1 ≤ κ <∞, if p ≥ N .

Proof. The lemma can be proved by arguing as in [33, Lemma 2.3] using Lemma
2.2. �

2.3. Local Clustering in W 1,p
X

. The lemma below is a metric space version of the
so called “Clustering Lemma” from the work of DiBenedetto, Gianazza and Vespri
[14] (see also the earlier instance by DiBenedetto and Vespri [17, Proposition A.1]).
It states that if a W 1,p function is strictly positive in a large portion of the domain
then the set where the function is positive clusters around one point. Our proof
is a slight variant of the proof in [33, Lemma 2.5]. In our version we have explicit
estimates on the constants involved, something which will be used in the proof of
the hot alternative (Lemma 4.1).

Lemma 2.7. Let B(x0, r) ⊂ Ω, 0 < r < R, 1 ≤ p < ∞. Consider u ∈

W 1,p
X

(B(x0, r)) and assume that

(2.4)

(

 

B(x0,r)

|Xu|pdµ

)1/p

≤ γ̂r−1 and |[u > 1] ∩B(x0, r)| ≥ α|B(x0, r)|,

for some γ̂ > 0 and α ∈ (0, 1). There exists a constant C = C(CD, CP , p) ≥ 1 such
that for every δ, λ ∈ (0, 1), there exist ǫ̂ = ǫ̂(CD, CP , p, α, δ, γ̂, λ) ∈ (0, 1), such that
for any 0 < ǫ ≤ ǫ̂ there exists y ∈ B(x0, r) satisfying

∣

∣[u > λ] ∩B(y, ǫr)
∣

∣ > (1 − δ)|B(y, ǫr)|.

In particular,

ǫ̂ =
1

C
min

(

δα
κ∗+1
κ∗p (1− λ)

γ̂
, α1/δ̂

)

,
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with κ∗ as in Lemma 2.4 and δ̂ as in Lemma 2.1(3).

Proof. Let ǫ0 > 0 be sufficiently small so that Lemma 2.1 yields

|B(x0, r) \B(x0, (1− ǫ0)r)| ≤ α/4|B(x0, r)|.

For every 0 < ǫ < ǫ0 consider a Vitali-Wiener type covering of B(x0, (1 − ǫ)r), see
[11] and [12, Theorem 3.2], to find a family of balls {Bi = B(wi, ri)}, wi ∈ B(x0, r),
ri ≈ d(wi, ∂B(x0, r)), such that

(1) the balls Bi ⊂ B(x0, (1− ǫ)r) are pairwise disjoint,
(2) B(x0, (1− ǫ)r) ⊂ ∪i3Bi ⊂ B = B(x0, r),

and such that Cǫr ≥ ri ≥ ǫr. Following [14] we consider the sub-collection B+ =
{Bj : |[u > 1] ∩ 3Bj| >

α
k |Bj |} and denote by B− the rest of the balls. Here k is a

degree of freedom to be chosen. Since
∑

Bj∈B+

|3Bj |+
α

k

∑

Bj∈B−

|3Bj| ≥
∑

Bj∈B+

|[u > 1]∩3Bj|+
∑

Bj∈B−

|[u > 1]∩3Bj | > α/2|B|,

then for k sufficiently large depending only on the doubling constant CD one has

(2.5)
∑

Bj∈B+

|3Bj | >
α

4
|B|.

Next, for every Bj ∈ B+, setting

(

 

Bj

|Xu|pdµ

)1/p

≡ Dj ,

one can easily see that from Lemma 2.3 and Hölder’s inequality there exists a
constant C2 = C2(CD, CP , p) ≥ 1 such that

(2.6)

 

Bj

(1− u)+dµ ≤
C2ǫr

α
1

κ∗p

(

 

Bj

|Xu|pdµ

)1/p

=
C2ǫr

α
1

κ∗p

Dj ,

Moreover

(2.7) (1 − λ)
∣

∣

{

u ≤ λ
}

∩Bj

∣

∣ ≤

ˆ

Bj

(1− u)+dµ.

Combining (2.6) and (2.7) yields

(2.8)
∣

∣

{

u > λ
}

∩Bj

∣

∣ >

(

1−
C2ǫr

(1− λ)α
1

κ∗p

Dj

)

|Bj |.

Next we show that for at least one Bj ∈ B+ and for a constant C3 ≥ 1 depending
only on CD, one has

(2.9) Dp
j ≤

4C3γ̂
p

α
r−p.

Inequality (2.9), together with (2.8) concludes the proof. To prove (2.9) we note that
by (2.5) and (D) one has

∑

Bj∈B+ |Bj |/|B| > α/(4C3) for some C3 = C3(CD) ≥ 1.

On the other hand, from (2.4) it follows that

∑

Bj∈B+

4C3

α

|Bj |

|B|
Dp

j ≤
4C3

α

(

 

B(x0,r)

|Xu|pdµ

)

≤
4C3

α
γ̂pr−p,

from which (2.9) follows immediately. �
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3. Estimates for sub/super-solutions

Throughout the rest of the paper we will assume that (M, µ, d) is a p-admissible
structure for some given p ≥ 2, in the sense of Definition 1. We will assume that
Ω is a bounded open set in M and set K = Ω̄. The constants CD, CP , and R in
Definition 1 will all depend on K. Unless otherwise stated we let C ≥ 1 denote a
constant depending only on X, CD, CP ,A0,A1, p, not necessarily the same at each
occurrence.

3.1. Caccioppoli estimate. Let ζh(s) be a standard mollifier with support in
(−h, h). Given f : M× R → R, we define

fh(x, t) =

ˆ

R

f(x, s)ζh(t− s)ds.

Definition 2. Let Ω ⊂ M be a domain, u ∈ Lp(t1, t2;W
1,p
X

(Ω)), and consider
t1 < t < t2. Then t is called a Lebesgue instant for u if

lim
h→0

ˆ

Ω

|uh(x, t)− u(x, t)|2dµ = 0.

The following two lemmas can be proved in a standard fashion by proceeding
along the lines of [35] or [34], hence we omit further details for the sake of brevity.

Lemma 3.1. Let ξ ∈ R \ {−1, 0}, δ > 0, and assume that A satisfies the structure
conditions (1.3). If u ≥ δ is a sub-solution (if ξ > 0) or a super-solution (if
ξ < 0) to (1.4) in Ω × (τ1, τ2), then for any Lebesgue instants t1, t2 for u, with
τ1 < t1 < t2 < τ2, one has

ˆ t2

t1

ˆ

Ω

|Xu|puξ−1φpdµdt+
p

A0ξ

ˆ

Ω

u(x, t)1+ξ

1 + ξ
φp(x, t)dµ

∣

∣

∣

∣

t2

t=t1

≤
p

A0

ˆ t2

t1

ˆ

Ω

u1+ξ

(

1

ξ(1 + ξ)

∂φp

∂t

)

+

dµdt

+

(

A1p

A0|ξ|

)p ˆ t2

t1

ˆ

Ω

up−1+ξ|Xφ|pdµdt,

for all φ(x, t) = ψ(x)ζ(t) with ζ ∈ C∞
0 (τ1, τ2) and ψ ∈W 1,∞

X,0 (Ω).

Lemma 3.2. Let ξ ∈ R \ {−1, 0}, δ > 0, and assume that A satisfies the structure
conditions (1.3). If u ≥ δ is a sub-solution (if ξ > 0) or a super-solution (if ξ < 0)
to (1.4) in Ω× (τ1, τ2), then one has

ˆ τ2

τ1

ˆ

Ω

|Xu|puξ−1φpdµdt+
p

A0|ξ(1 + ξ)|
sup

τ1<t<τ2

ˆ

Ω

u1+ξφpdµ

≤ 2

(

A1p

A0|ξ|

)p ˆ τ2

τ1

ˆ

Ω

up+ξ−1|Xφ|pdµdt

+
2p

A0

ˆ τ2

τ1

ˆ

Ω

u1+ξ

(

1

ξ(1 + ξ)

∂φp

∂t

)

+

dµdt,

for all φ ∈W 1,∞
0 (τ1, τ2;L

∞(Ω)) ∩ L∞(τ1, τ2;W
1,∞
X,0 (Ω)).

Remark 3.1. Note that in Lemma 3.1 and Lemma 3.2 the constant δ is used only
qualitatively. Furthermore, if u is a non-negative super-solution to (1.5) w.r.t. the
symbol A, then (u−k)− is a bounded sub-solution of an equation w.r.t. to a symbol

Ã which is structurally similar to A, and if ξ ≥ 1 one can apply apply both Lemma
3.1 and Lemma 3.2 with u replaced by (u − k)− and with δ = 0. In addition, we

observe that if ψ ∈ W 1,∞
X,0 (Ω), and we set φ = ζ(t)ψ, where ζ ∈ C∞

0 (τ1, τ2) and

ζ = 1 in (t1, t2), then we can use ψ directly, in place of φ, in Lemma 3.1.
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3.2. Expansion of positivity for super-solutions. The main technical tool used
in the proof of the Harnack inequality is the following expansion of positivity lemma.

Lemma 3.3. Let A satisfy the structure conditions (1.3). Let Q ≡ B(x0, 4r0) ×
(t0, t0 + T0), B(x0, 4r0) ⋐ Ω, 0 < 4r0 < R, let u be a non-negative weak super-
solution to (1.4) in an open set containing Q. Suppose that t0 is a Lebesgue instant
for u and that

∣

∣

{

x ∈ B(x0, r) : u(x, t0) > M
}
∣

∣ ≥ δ|B(x0, r)|,

for some 0 < r < r0, M > 0 and 0 < δ < 1. There exist constants γ = γ(X, CD,
CP ,A0,A1, p, δ) ≥ 1 and θ = θ(X, CD, CP ,A0,A1, p, δ) ≥ 1 such that

inf
Q∩Q′

u ≥M

(

r

r0

)θ

,

where Q′ = B(x0, 2r0)× (t0 + T̃ /2, t0 + T̃ ) and T̃ = γ

(

M
(

r
r0

)θ
)2−p

rp0 .

3.3. Auxiliary lemmas.

Lemma 3.4. Assume that A satisfies the structure conditions (1.3) and let k >
0 and 0 < γ < 1. Let u be a non-negative weak super-solution to (1.4) in an

open set containing B(x0, 2r)× [0, k2−pγp/δ̂+1rp/C], with δ̂ as in Lemma 2.1, and
B(x0, 2r) ⋐ Ω with 0 < 2r < R. If t = 0 is a Lebesgue instant for u, and

∣

∣

{

x ∈ B(x0, r) : u(x, 0) > k
}∣

∣ ≥ γ|B(x0, r)|,

then
∣

∣

{

x ∈ B(x0, r) : u(x, t) > γk/8
}∣

∣ ≥
γ

8
|B(x0, r)|,

holds for all Lebesgue instants t for u satisfying

0 < t < k2−pγp/δ̂+1rp/C,

for a constant C = C(X, CD, CP ,A0,A1, p) ≥ 1.

Proof. Let T1 = k2−psp+1rp/C1 where s and C1 are degrees of freedom to be

chosen. Using Lemma 2.1 we find a function φ ∈ W 1,∞
X,0 (B(x0, r)) such that φ = 1

in B(x0, (1 − ǫ)r), 0 ≤ φ ≤ 1 and |Xφ| ≤ C/(ǫr) with ǫ a degree of freedom to be
chosen. Using, as we may by Remark 3.1, (u−k)− and φ in Lemma 3.1 with ξ = 1,
we obtain

ˆ

B(x0,(1−ǫ)r)

(u(x, τ)− k)2−dµ ≤

ˆ

B(x0,r)

(u(x, 0)− k)2−dµ

+ C2

ˆ T

0

ˆ

B(x0,r)

(u− k)p−|Xφ|
pdµdt

≤k2(1− γ)|B(x, r)| +
kpCT1
(ǫr)p

|B(x, r)|

≤k2
(

1− γ +
C

C1

sp+1

ǫp

)

|B(x, r)|,(3.1)

for all Lebesgue instants τ for u satisfying 0 < τ < T1. Estimating the left hand
side in (3.1) we see that

(3.2)

ˆ

B(x0,(1−ǫ)r)

(u(x, τ)−k)2−dµ ≥ (1−s)2k2|{x ∈ B(x0, (1−ǫ)r) : u(x, τ) ≤ ks}|.
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Using (3.2) and (3.1) we can conclude that

|{x ∈ B(x0, (1− ǫ)r) : u(x, τ) ≤ ks}| ≤
1− γ + C

C1

sp+1

ǫp

(1− s)2
|B(x, r)|.(3.3)

Next, using the δ̂−annular decay property of Lemma 2.1, and (3.3), we see that

|{x ∈ B(x0, r) : u(x, τ) ≤ ks}| ≤ |{x ∈ B(x0, (1− ǫ)r) : u(x, τ) ≤ ks}|

+Cǫδ̂|B(x0, r)|

≤
1− γ + C

C1

sp+1

ǫp + Cǫδ̂

(1− s)2
|B(x, r)|.

Given γ we choose ǫ so that Cǫδ̂ = γ/4, and s so that sp+1/ǫp = γ/8p+1. Finally,
we let C1 be determined by C/C1 = 1/4. Using these parameters we can conclude
that

|{x ∈ B(x0, r) : u(x, τ) ≤ ks}| ≤
1− γ + γ/4 + γ/4
(

1− (γǫp)1/(p+1)/8
)2 |B(x0, r)|

≤
1− γ/2

1− γ/4
|B(x0, r)|,

for all Lebesgue instants τ for u satisfying 0 < τ < T1. �

Lemma 3.5. Assume that A satisfies the structure conditions (1.3) and let 0 < δ <
1. Let u be a non-negative weak super-solution to (1.4) in an open set containing

B(x0, 4r) × [0, T̂ ], where B(x0, 4r) ⋐ Ω, and 0 < r < R, and suppose that 0 is a
Lebesgue instant for u. There exist constants C1 = C1(X, CD, CP ,A0,A1, p, δ) ≥ 1
and C2 = C2(X, CD, CP ,A0,A1, p, δ) ≥ 1, such that for all M > 0, satisfying

T̂ > rp/(C1M
p−2) and

|{x ∈ B(x0, r) : u(x, 0) > M}| ≥ δ|B(x0, r)|,

there exists a Lebesgue instant t∗ for u satisfying 0 < t∗ < rp/(C1M
p−2), and a

function

w ∈W 1,p
X,0(B(x0, 2r)), 0 ≤ w ≤ 1,

such that
∣

∣

{

x ∈ B(x0, r) : u(x, t
∗) > δM/8

}∣

∣ ≥
δ

8
|B(x0, r)|,

w = 1 a.e. in
{

x ∈ B(x0, r) : u(x, t
∗) ≥ δM/8

}

,

w = 0 a.e. in
{

x ∈ B(x0, 2r) : u(x, t
∗) ≤ δM/16

}

,

and
 

B(x0,2r)

|Xw|pdµ ≤
C2

rp
.

Proof. Let K = δ
8M . Since u is a super-solution we see that v = (u − k)− is a

non-negative sub-solution. Let ψ ∈ W 1,∞
X,0 (B(x0, 2r)) be the function in Lemma 2.1

such that

0 ≤ ψ ≤ 1, ψ = 1 in B(x0, r), and |Xψ| ≤
C

r
.

Let ζ ∈ C∞(0, T̂ ) be such that

0 ≤ ζ ≤ 1, ζ(t) = 1, as T̂ /2 ≤ t ≤ T̂ , ζ(0) = 0,
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and ζt ≤ C/T̂ . By Lemma 3.2 with ξ = 1, and Remark 3.1 with test function ψζ,
we see that

(3.4)

ˆ T̂

T̂ /2

 

B(x0,2r)

|X(ψv)|pdµdt ≤ C(kpT̂ r−p + k2).

Furthermore,

η =
2

k
(k/2− v)+,

is a function such that η = 0 almost everywhere in {u ≤ k/2} and η = 1 almost
everywhere in {u ≥ k}. Moreover from (3.4),

ˆ T̂

T̂ /2

 

B(x0,2r)

|X(ψη)|pdµdt ≤
2p

kp

ˆ T̂

T̂ /2

 

B(x0,2r)

|X(ψv)|pdµdt

≤ C(T̂ r−p + k2−p).

Therefore, there exists a time T̂ /2 < t∗ < T̂ such that

(3.5)

 

B(x0,2r)

|X(ψη(x, t∗))|pdµ ≤ C

(

r−p +
1

T̂ kp−2

)

.

Finally, we choose the function w = η(·, t∗)ψ, which is in w ∈ W 1,p
X,0(B(x, 2r)) by

(3.5). The largeness of the level-set at time t∗ follows from Lemma 3.4, since we
allow C1 to depend on δ. �

Lemma 3.6. Let u, r, T̂ ,M, δ, C1 and t∗ be as in Lemma 3.5. There exist constants
κ = κ(X, CD, CP ,A0,A1, p, δ) ≥ 1, and ν = ν(X, CD, CP ,A0,A1, p, δ) ∈ (0, 1),
such that if we set

Λ(t) =
1

κp−1(p− 2)r−p
log(1 + κ(p− 2)

1

rp
Mp−2t),

and τ∗ ≡ Λ(t∗), then 0 < τ∗ < rp

κp−2C1
and

v(x, t) =
κ exp(κp−1 1

rp t)

M
u(x,Λ−1(t)),

is a weak super-solution, in B(x0, 4r) × (0,Λ(T̂ )), to an equation as in (1.4) but

with a new symbol, Ã, which is structurally similar to A. Furthermore,
∣

∣

{

x ∈ B(x0, 3r) : v(x, t) > 1
}∣

∣ ≥ ν|B(x0, 3r)|,

for almost every τ∗ < t < Λ(T̂ ).

Proof. Using Lemma 3.5 we see that Lemma 3.6 follows along the same lines as the
corresponding proof in [35, Lemma 3.4, Lemma 3.5 and Corollary 3.6]. We omit
further details. �

Lemma 3.7. Let u, r, T̂ ,M, δ, C1 and t∗ be as in Lemma 3.5, and let v, Λ, κ, τ∗,
be as in Lemma 3.6. If 0 < ν∗ < 1, there exists a constant H = H(X, CD, CP ,A0,
A1, p, ν

∗) ∈ Z+ such that whenever

T̃ ≡
rp

κp−2C1
21+H(p−2) < Λ(T̂ )/4,

then
∣

∣

{

(x, t) ∈ B(x0, 3r)× (T̃ , 4T̃ ) : v(x, t) ≤ 2−H
}∣

∣ ≤ ν∗|B(x0, 3r)× (T̃ , 4T̃ )|.
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Proof. In the following H ∈ Z+ is a degree of freedom to be chosen. Given H we
let kj = 2−j, for j = 0, 1, . . . , H , and

T̃ = 2rp
k2−p
H

κp−2C1
<

Λ(T̂ )

4
.

Let φ1 ∈W 1,∞
X,0 (B(x0, 4r)), be as in Lemma 2.1 such that φ1 = 1 in B(x0, 3r). With

τ∗ as in Lemma 3.6 we let φ2 ∈ C∞(τ∗, 4T̃ ) be such that φ2 = 1 for t ∈ (T̃ , 4T̃ )
and such that φ2(τ

∗) = 0. Then φ = φ1φ2 is a test-function vanishing on the

parabolic boundary of B(x0, 4r) × (τ∗, 4T̃ ), with τ∗ as in Lemma 3.6, φ = 1 in

B(x0, 3r) × (T̃ , 4T̃ ) and |Xφ| ≤ C/r, |φt| ≤ C/T̃ . Note that T̃ > 2τ∗. Using
Remark 3.1 we have that
ˆ 4T̃

τ∗

ˆ

B(x0,3r)

|X(v − kj)−|
pdµdt ≤ C

ˆ 4T̃

τ∗

ˆ

B(x0,4r)

(v − kj)
2
−

(

∂φp

∂t

)

+

dµdt

+C

ˆ 4T̃

τ∗

ˆ

B(x0,4r)

(v − kj)
p
−|Xφ|

pdµdt

≡ C(I1 + I2).(3.6)

Using the definition of kj and φ we get

(3.7) I1 + I2 ≤
Ckpj
rp
∣

∣B(x0, 4r)× (T̃ , 4T̃ )
∣

∣.

Using (3.6), (3.7), Lemma 2.6, Lemma 3.6 and Hölder’s inequality we obtain
∣

∣

{

(x, t) ∈ B(x0, 3r)× (T̃ , 4T̃ ) : v(x, t) ≤ kH
}∣

∣

≤ C|B(x0, 4r)× (T̃ , 4T̃ )|1/p
(
ˆ 4T̃

T̃

ˆ

B(x0,3r)

χ{kj+1<v<kj}dµdt

)

p−1
p

.

Taking the power p/(p − 1) on both sides, summing over j = 0, . . . , H − 1, and
using (D), we see that

∣

∣

{

(x, t) ∈ B(x0, 3r)× (T̃ , 4T̃ ) : v(x, t) ≤ kH
}∣

∣ ≤
C

H(p−1)/p
|B(x0, 3r)× (T̃ , 4T̃ )|.

We now let H be the smallest integer larger than (C/ν∗)
p

p−1 . This choice of H
completes the proof. �

Lemma 3.8. Let u, r, T̂ ,M, δ, C1 and t∗ be as in Lemma 3.5. There exist con-
stants Ĉ ≥ 1 and µ∗ ∈ (0, 1) depending only on X, CD, CP ,A0,A1, p, δ such that if

ĈM2−prp < T̂ , then

inf
Q
u ≥Mµ∗,

where Q = B(x0, 2r)× (ĈM2−prp/2, ĈM2−prp).

Proof. By Lemma 3.7 we find for every ν∗ a constant H such that

(3.8)
∣

∣

{

(x, t) ∈ B(x0, 3r)× (T̃ , 4T̃ ) : v(x, t) ≤ 2−H
}∣

∣ ≤ ν∗|B(x0, 3r)× (T̃ , 4T̃ )|,

where T̃ = rp

κp−2C1
21+H(p−2). We define

kj = 2−H−1(1 + 2−j), rj = (2 + 2−j)r, T̂j = 2T̃ (1− 2−(j+1)p),

for j = 0, 1, 2, . . ., and construct the cylinders

Qj = Bj × Γj = B(x0, rj)× (T̂j , 4T̃ ).

The sequence kj satisfies

kj − kj+1 = 2−H−j−2 and 2−H−1 ≤ kj ≤ 2−H .
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Let φj = ψjζj , where ψj ∈ W 1,∞
X,0 (Bj) is the function from Lemma 2.1 such that

ψj = 1 in Bj+1, and ζj ∈ C∞
0 (0,Λ(T̂ )) which vanishes at T̂j , ζj = 1 in Γj+1,

0 ≤ ζ ≤ 1, and

|Xφj | ≤ C
2j

r
, (φt)+ ≤ C

2jp

T̃
≤ C2jpkp−2

j

κp−2C1

rp
= C

2jpkp−2
j

rp
.

Note that

(v − kj)
2
− ≥

(v − kj)
p
−

kp−2
j

.

Then from Remark 3.1
ˆ

Qj

|X(v − kj)−|
pφpjdµdt+ k2−p

j sup
Γj

ˆ

Bj

(v − kj)
p
−φ

p
jdµ

≤ C

ˆ

Qj

(v − kj)
p
−|Xφj |

pdµdt+ C

ˆ

Qj

(v − kj)
2
−((φ

p
j )t)+dµdt

≤ C
2jp

rp

(
ˆ

Qj

(v − kj)
p
−dµdt+ kp−2

j

ˆ

Qj

(v − kj)
2
−dµdt

)

.

We now change variables in time as we let z = tκp−2C1

21+H(p−2) . Then

ˆ

Qz
j

|X(w − kj)−|
pφpjdµdz + C sup

Γz
j

ˆ

Bj

(w − kj)
p
−φ

pdµ

≤ C
2jp

rp

(
ˆ

Qz
j

(w − kj)
p
−dµdz + kp−2

j

ˆ

Qz
j

(w − kj)
2
−dµdz

)

,(3.9)

where Qz
j = Bj × Γz

j = Bj × (2(1− 2−(j+1)p)rp, 4rp), w(x, z) = u(x, zT̃ ). Let

Aj =

ˆ

Qz
j

χ{w<kj}dµdz.

Notice that at the first level we have, see (3.8), that A0 ≤ 9ν∗rp|B(x0, 3r)|. Using
Lemma 2.5 and (3.9) we see that

ˆ

Γz
j

 

Bj

(w − kj)
p
−ψ

p
j dµdt ≤ Crp

κ∗

2κ∗
−1

(

Aj

|Bj |

)

κ∗
−1

2κ∗
−1 1

|Bj |
E1

≤ Crp
κ∗

2κ∗
−1

−p

(

Aj

|Bj |

)
κ∗

−1
2κ∗

−1 1

|Bj |
E2

≤ C2jprp
2κ∗

−1
κ∗ −1kpj

(

Aj

|Bj |

)1+ κ∗
−1

2κ∗
−1

.(3.10)

where

E1 ≡

(
ˆ

Qz
j

|X(w − kj)−|
pφpjdµdz + sup

Γz
j

ˆ

Bj

(w − kj)
p
−φ

pdµ

)

,

E2 ≡ 2jp
(
ˆ

Qz
j

(w − kj)
p
−dµdz + kp−2

j

ˆ

Qz
j

(w − kj)
2
−dµdz

)

.
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Furthermore,
ˆ

Γz
j

 

Bj

(w − kj)
p
−ψ

p
j dµdt ≥

1

CD

ˆ

Γz
j+1

 

Bj+1

(w − kj)
p
−dµdt

≥
1

CD
(kj − kj+1)

p Aj+1

|Bj+1|

≥
kpj
C2jp

Aj+1

|Bj+1|
.(3.11)

Using (3.10) and (3.11) we get the inequality

(3.12)
Aj+1

|Bj+1|
≤ C4jprp

κ∗

2κ∗
−1

−p

(

Aj

|Bj |

)1+ κ∗
−1

2κ∗
−1

for j = 0, 1, ....
Defining Yj = Aj/(r

p|Bj |) we obtain (3.12) in a dimensionless form

Yj+1 ≤ C4jpY
1+ κ∗

−1
2κ∗

−1

j .

By fast geometric convergence (Lemma 4.1, [13]),

(3.13) Aj → 0 if Y0 ≤ C− 2κ∗
−1

κ∗
−1 4−p

[

2κ∗
−1

κ∗
−1

]2

.

To satisfy (3.13) we can choose ν∗ small enough, i.e. we choose ν∗ as

ν∗ ≤ C− 2κ∗
−1

κ∗
−1 4−p

[

2κ∗
−1

κ∗
−1

]2

.

Then

(3.14) v(x, t) ≥ 2−H−1,

for almost every (x, t) ∈ B∞ × Γz
∞. Going back to u, (3.14) implies

(3.15) u(x,Λ−1(t)) ≥ CM
1

κ exp(κp−1 1
rp 4T̃ )

≡ µ∗M,

for almost every t ∈ (2T̃ , 4T̃ ). Define

ĈM2−prp ≡ Λ−1(4T̃ ) =
exp(κp−1 1

rpCr
p)− 1

κp−1 1
rpM

p−2
,

then we see that (3.15) implies the conclusion of the lemma. Moreover note that
all constants are stable as p→ 2. �

3.4. Proof of Lemma 3.3. Without loss of generality we may assume t0 = 0 and,
as in the statement of Lemma 3.3,

{

x ∈ B(x0, r) : u(x, 0) > M
}

≥ δ|B(x0, r)|.

Then, applying Lemma 3.8 we first obtain that

u(x, t) ≥ µ∗M,

whenever x ∈ B(x0, 2r) and for all Lebesgue instants t for u such that

t ∈ (ĈM2−prp/2, ĈM2−prp),

provided ĈM2−prp < T0. So in order to obtain the estimate from below in B(x0, r0)
we need to iterate Lemma 3.8, γ = log2(r0/r) times. Assume, without loss of
generality, that γ is an integer. Let

T ∗
1 ≡ ĈM2−prp + Ĉ(µ∗)2−p2pM2−prp + . . .+ Ĉ(µ∗)(2−p)(γ−1)2p(γ−1)M2−prp.
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Using the definition of γ we see that instead of T ∗
1 we can take

T1 ≡ C

(

r

r0

)θ(2−p)

M2−prp0 .

Assume now that T1 < T0. Hence if we at each step use Lemma 3.8, and choose
a Lebesgue instant for u in the allowed interval, we will end up with a Lebesgue
instant t for u satisfying

T1/2 < t < T1.

At t we have

u(x, t) ≥ (µ∗)γM =

(

r

r0

)θ

M,

for all (x, t) ∈ B(x0, r0)× (T1/2, T1) and this completes the proof of Lemma 3.3.

3.5. A reverse Hölder estimate for super-solutions.

Lemma 3.9. Assume that A satisfies the structure conditions (1.3). Let B(x0, 8r) ⋐
Ω and 0 < r < R. Suppose that u ≥ 1 is a weak super-solution to (1.4) in an open

set containing B(x0, 8r)× [0, 2prp]. Let γ = 1+(κ∗ − 1)/κ∗ and let G be defined by
the relation γ = 1+1/G. Given q ∈ (p−2, p−2+γ) and s = p−2+γ−l(q−p+2), for
some l ∈ {1, 2, ....}, there exists a constant C = C(X, CD, CP ,A0,A1, p, q, s) ≥ 1
such that

(

1

2rp

ˆ rp

0

 

B(0,ρr)

uqdµdt

)1/(q−p+2)

≤ C

(

1

(2− ρ)pG+p

1

rp

ˆ 2prp

0

 

B(0,2r)

usdµdt

)1/(s−p+2)

,

for all 1 < ρ < 2.

Proof. In this proof C denotes a constant such that C = C(X, CD , CP ,A0,A1, p,
q, s) ≥ 1. We let

αj = p− 2 + (q − p+ 2)γj−l,

Rj =
(

2− (2− ρ)
1− 2−j

1− 2−l

)

r,

for j = 0, ..., l. Note that α0 = s, αl = q, that {αj} is increasing with j and that
{Rj} is decreasing with j. Hence, to prove the lemma it suffices to establish the
estimate

1

rp

ˆ 2rp

0

 

B(x0,Rl)

uαldµdt ≤

(

C

(2− ρ)pG+p

1

rp

ˆ 2prp

0

 

B(x0,2r)

uα0dµdt

)γl

.

For each j = 0, . . . , l, set

Uj = B(x0,Rj)× (0,Rp
j ) and Bj = B(x0,Rj),

and let ψj ∈ W 1,∞
X,0 (Bj) be a test function as in Lemma 2.1 such that ψj = 1 in

Bj+1 and ψj = 0 on ∂Bj . Let ζj ∈ C∞(0,Rp
j ) such that ζj(R

p
j ) = 0, ζj = 1 on

(0,Rj+1] and
∣

∣

∣

∂ζj
∂t

∣

∣

∣
≤ C

2pj

(2− ρ)prp
.

Set ϕj = φjζj , then

|Xϕj | ≤ C
2j

(2 − ρ)r
,
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for j = 0, 1, . . . , l. Denote

κj =
αj+1

αj
, βj =

pαj

αj − p+ 2
.

Using (D), Lemma 2.4 and the fact that 1 < ρ < 2 we obtain
 

Uj+1

uαj+1dµdt =

 

Uj+1

uκjαjdµdt

≤ C

 

Uj

(

uαj/pϕ
βj/p
j

)κjp
dµdt

≤ CRp
j

(
 

Uj

|X(uαj/pϕ
βj/p
j )|pdµdt

)

×
(

sup
0<t<Rp

j

 

Bj

(

uαj/pϕ
βj/p
j

)p(κj−1)G
dµ
)1/G

,(3.16)

where G = κ∗

κ∗−1 . Note that αj(κj − 1)G = αj − p + 2 and βj(κj − 1)G = p. In
view of this observation we can invoke Lemma 3.2 and apply it to the right hand
side of (3.16), with2 ξ = αj − p+ 1. This yields together with the fact that u ≥ 1,

sup
0<t<Rp

j

ˆ

Bj

(

uαj/pϕ
βj/p
j

)p(κj−1)G
= sup

0<t<Rp
j

ˆ

Bj

uαj−p+2ϕp
jdµ

≤ C

[
ˆ

Uj

uαj |Xϕj |
pdµdt+

ˆ

Uj

uαj−p+2
∣

∣

∣

∂ϕp
j

∂t

∣

∣

∣
dµdt

]

≤ C

(

2−j

(2 − ρ)r

)p
ˆ

Uj

uαjdµdt.(3.17)

Next, note that
ˆ

Uj

|X(uαj/pϕ
βj/p
j )|pdµdt ≤

(αj

p

)p
ˆ

Uj

|Xu|puαj−pϕp
jdµdt

+
(βj
p

)p
ˆ

Uj

uαjϕβj |Xϕj |
pdµdt.

Invoking once more Lemma 3.2 with ξ = αj − p+ 1 we obtain

ˆ

Uj

|Xu|puαj−pϕp
jdµdt ≤ C

(

ˆ

Uj

uαj |Xϕj |
pdµdt+

ˆ

Uj

uαj−p+2
∣

∣

∣

∂ϕp
j

∂t

∣

∣

∣
dµdt

)

.

Putting the together the estimates in the last two display we can conclude that

ˆ

Uj

∣

∣X
(

uαj/pϕ
βj/p
j

)∣

∣

p
dµdt ≤ C

(

2−j

(2 − ρ)r

)p
ˆ

Uj

uαjdµdt.(3.18)

Substituting the estimates in (3.17) and (3.18) in (3.16) yields

ˆ

Uj+1

uαj+1dµdt ≤ C

[

Rp
j

(

2−j

(2− ρ)r

)p
 

Uj

uαj |Xϕj |
pdµdt

]γ

≤ C

[(

2−j

(2 − ρ)

)p
 

Uj

uαj |Xϕj |
pdµdt

]γ

.

The proof now follows from a straightforward iteration argument as in [35]. �

2Note that ξ ≤ 0 for j = 0, ..., l− 1
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4. Proof of Theorem 1.2

4.1. The Hot Alternative.

Lemma 4.1. Assume that A satisfies the structure conditions (1.3). There exist
constants σ, θh ∈ (0, 1), and Th ≥ 1 all depending only on X, CD, CP ,A0,A1, p,
such that the following holds. Let B(x0, 8r̂) ⋐ Ω, 0 < 8r̂ < R, and let u be a

super-solution to (1.4) in an open set containing B(x0, 8r̂)× [0, 2r̂pTh]. If for some
k > 81/σ, and some Lebesgue instant t0 for u satisfying 0 < t0 < 2pr̂p, one has

|{x ∈ B(x0, 2r̂) : u(x, t0) > 8k1+σ}| > 8k−σ|B(x0, 2r̂)|,

then
inf

B(x0,2r̂)×(r̂pTh,2r̂pTh)
u ≥ θh.

Remark 4.1. As remarked in [16], this result would follow from Lemma 3.3, if
we could control the dependency of the constants with respect to the amount of
positivity, i.e. the constant δ in Lemma 3.3. Instead we will employ Lemma 2.7
to obtain a scale where we have the amount of positivity independent of the initial
amount, with the scale instead depending on this initial amount in a power-like
fashion. This allows us to iterate the expansion of positivity from this small initial
datum to gain information on a large scale independent of k.

Proof. Let γ = 8k−σ. Using Lemma 3.4 we obtain that

(4.1) |{x ∈ B(x0, 2r̂) : u(x, t) > 8k}| > k−σ|B(x0, 2r̂)|,

holds for a.e. t ∈ (t0, t0 + Ck(1+σ)(2−p)γp/δ̂+1r̂p). Let

Q1 = B(x0, 2r̂)× (t0 + T1/2, t0 + T1), Q2 = B(x0, 4r̂)× (t0, t0 + T1),

where T1 = Ck(1+σ)(2−p)γp/δ̂+1r̂p. Let ψ ∈ W 1,∞
X,0 (B(x0, 4r)) and ζ ∈ C∞(t0, t0 +

T1) be such that ψ = 1 on B(x0, 2r), ζ = 1 on (t0 + T1/2, t0 + T1), ζ(t0) = 0, and

0 ≤ ζt ≤
C

T1
and |Xψ| ≤

C

r̂
.

Then, using Remark 3.1 (with (u− k1+σ)−, ǫ = 1, φ = ψζ) and (D), we see that
ˆ

Q1∩[u<k1+σ ]

|Xu|pdµdt ≤ C

ˆ

Q2

(

r̂−p(u− k1+σ)p− +
1

T1
(u− k1+σ)2−

)

dµdt

≤ C

(

r̂−pk(1+σ)p +
1

T1
k(1+σ)2

)

|Q2|

≤ C
k(1+σ)p

r̂pγp/δ̂+1
|Q1|.(4.2)

Let w = (k1+σ − u)+/k
1+σ and z = 8(1− w)/γ. Then, using (4.1) we see that

{[z > 1] ∩B(x0, 2r̂)} = {[u > 8k] ∩B(x0, 2r̂)} >
γ

8
|B(x0, 2r̂)|.

Rewriting (4.2) for z we obtain the estimate
ˆ

Q1

|Xz|pdµdt ≤
C̃

γp/δ̂+p+1r̂p
|Q1|.

Hence, for some Lebesgue instant τ1 for z satisfying τ1 ∈ (t0 + T1/2, t0 + T1) we
have

(

 

B(x0,2r̂)

|Xz(·, τ1)|
pdµ

)1/p

≤
C

γ(p/δ̂+1)/p+1r̂
.
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Using Lemma 2.7 with γ̂ = C

γ(p/δ̂+1)/p+1
, λ = δ = 1/2, and α = γ/8, we obtain

(4.3) {[z(·, τ1) > 1/2] ∩B(y0, 2ǫr̂)} >
1

2
|B(y0, 2ǫr̂)|,

for some y0 ∈ B(x0, 2r̂), with

ǫ =
1

C1
γ

κ∗+1
κ∗p

+ p+δ̂

δ̂p
+1
,

where C1 is to be chosen. Going back to u, (4.3) becomes

{[u(·, τ1) > 4k] ∩B(y0, 2ǫr̂)} >
1

2
|B(y0, 2ǫr̂)|.

Next we use Lemma 3.3 with δ = 1/2, r = 2ǫr̂, r0 = 4r̂ t0 = τ1 and M = k, to
conclude that

inf
Q′

u ≥ k (4ǫ)θ ,

where Q′ = B(y0, 4r̂)× (τ1 + T/2, τ1 + T ), with T = γ̃
(

k (2ǫ)
θ
)2−p

r̂p. Now let

σ =
1

(

κ∗+1
κ∗p + p+δ̂

δ̂p
+ 1
)

θ
.

Then, since γ = 8k−σ we see that we can take C1 = C1(X, CD, CP ,A0,A1, p) ≥ 1
large enough such that

1

C
≤ k(2ǫ)θ ≤ 1

independent of k. This completes the proof of the lemma. �

4.2. The Cold Alternative.

Lemma 4.2. Assume that A satisfies the structure conditions (1.3). Let σ = σ(X,
CD, CP ,A0,A1, p) be as in Lemma 4.1. There exist positive constants Tc, Mc ≥ 1
and θc ∈ (0, 1), all depending only on X, CD, CP ,A0,A1, p, such that the following
holds. Let B(x0, 8r̂) ⋐ Ω, 0 < 8r̂ < R , and let u be a weak super-solution to (1.4)

in an open set containing B(x0, 8r̂)× [0, 2pr̂pTc]. Assume that t = 0 is a Lebesgue
instant for u. Assume that,

(4.4)

 

B(x0,r̂)

u(x, 0)dµ ≥Mc,

and that

(4.5) |{x ∈ B(x0, 2r̂) : u(x, t) > 8k1+σ}| ≤ 8k−σ|B(x0, 2r̂)|,

for every k ≥ 81/σ and for almost every 0 < t < 2pr̂p. Then

inf
B(x0,2r̂)×(r̂pTc,2r̂pTc)

u ≥ θc.

Lemma 4.3. Assume that A satisfies the structure conditions (1.3) and let u be
a weak super-solution to (1.4) in an open set compactly containing B(x0, 2r̂) ×
(0, 2pr̂p), B(x0, 2r̂) ⋐ Ω, with t = 0 a Lebesgue instant. Set γ = 1+(κ∗ − 1)/κ∗. If
u satisfies (4.5) then for all q ∈ (p− 2, p− 2+ γ) there exists a constant C = C(X,
CD, CP ,A0,A1, p, q) ≥ 1 such that

(4.6)

 2pr̂p

0

 

B(x0,3/2r̂)

uqdµdt ≤ C.
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Proof. Consider the super-solution v = u + 1 and set δ = σ
2(1+σ) . where σ > 0 is

as in Lemma 4.1. The hypothesis (4.5) yields that there exists C = C(δ) ≥ 1, such
that

(4.7)

ˆ

B(x0,2r̂)

vδ(x, t)dµ ≤ C
(

1 +

∞
∑

j=1

ˆ

8kj(1+σ)<u<8k(j+1)(1+σ)

uδ(x, t)dµ
)

≤ C|B(x0, 2r̂)|
(

1 +
∞
∑

j=0

k−σj/2
)

≤ C|B(x0, 2r̂)|,

for k sufficiently large and for almost every 0 < t < 2pr̂p. In view of Lemma 3.9
and Hölder’s inequality it suffices to prove that (4.6) holds for

q = p− 2 + γδ.

Let U(s) = B(x0, sr̂) × (0, 2pr̂p), and consider the function from Lemma 2.1, ϕ ∈

W 1,∞
X,0 (B(x0, Sr̂)), 0 ≤ ϕ ≤ 1, ϕ = 1 in B(x0, sr̂) and |Xϕ| ≤ Cr̂−1/(S − s), where

7/4 ≤ s < S ≤ 2. Set3

α = p− 2 + δ, κ =
p− 2 + γδ

p− 2 + δ
.

Using Lemma 2.4 (see also (3.16)), and together with (4.7), we see that the following
holds
ˆ

U(s)

vqdµdt ≤

ˆ

U(S)

vqϕκpdµdt =

ˆ

U(S)

(uα/pϕ)κpdµdt

≤ Cr̂p
ˆ

U(S)

|X(vα/pϕ)|pdµdt
(

sup
0<t<2pr̂p

 

B(x0,2r̂)

(

vα/pϕ
)p(κ−1)G

)1/G

≤ Cr̂p
ˆ

U(S)

|X(vα/pϕ)|pdµdt
(

sup
0<t<2pr̂p

 

B(x0,2r̂)

vδdµ
)1/G

≤ Cr̂p
ˆ

U(S)

|X(vα/pϕ)|pdµdt,(4.8)

where C ≥ 1 also depends on δ. Using Lemma 3.1 with ξ = −1 + δ, Hölder’s
inequality and Young’s inequality we obtain
ˆ

U(S)

|X(vα/pϕ)|pdµdt ≤ C

ˆ

U(S)

vα|Xϕ|pdµdt+ C

ˆ

U(S)

v(
α
p −1)p|Xv|pϕpdµdt

≤ C

ˆ

U(S)

vα|Xϕ|pdµdt+ C sup
0<t<2pr̂p

ˆ

B(X0,Sr̂)

vδdµ

≤
1

2Cr̂p

ˆ

U(S)

vqdµdt+ Cr̂
pα

q−α

ˆ

U(S)

|Xϕ|
pq

q−α dµdt

+C sup
0<t<2pr̂p

ˆ

B(X0,Sr̂)

vδdµ,(4.9)

again C ≥ 1 depends on δ. Using (4.7), (4.8), (4.9) we obtain
ˆ

U(s)

vqdµdt ≤
1

2

ˆ

U(S)

vqdµdt+ C
|B(x0, 2r̂)|r̂

p

(S − s)
pq

q−α

+ C|B(x0, 2r̂)|r̂
p.

Now, using the “iteration lemma” in [25, Lemma 5.1] we deduce that
ˆ

U(7/4)

vqdµdt ≤ C|B(x0, 2r̂)|r̂
p.

This proves (4.6) for q = p−2+γδ, with a constant C which also depends on δ. �

3Note that α(κ− 1)G = δ
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Lemma 4.4. In the same hypothesis as Lemma 4.3, there exists a constant C ≥ 1
depending only on X, CD, CP ,A0,A1, p such that

 r̂p

0

 

B(x0,
5r̂
4 )

|Xu|p−1dµdt ≤ Cr̂1−p.

Proof. Set ξ = − κ∗−1
2κ∗(p−1) , q = (p− 1)(1− ξ) and v = u+1. Choose a test function

as in Lemma 2.1, φ ∈ W 1,∞
X,0 (B(x0, 3/2r̂)) such that φ = 1 in B(x0, 5/4r̂). Next

choose ζ ∈ C∞(0, 2pr̂p), 0 ≤ ζ ≤ 1 such that ζ = 1 on (0, r̂p), ζ(2pr̂p) = 0 and such
that for ϕ = φζ

(4.10) |Xϕ| +

(

−
∂ϕ

∂t

)

+

≤
C

r̂p
.

Using Hölder’s inequality and Lemma 4.3 we first see that

 r̂p

0

 

B(x0,5/4r̂)

|Xu|p−1dµdt =

 r̂p

0

 

B(x0,5/4r̂)

|Xv|p−1v−q/pvq/pdµdt

≤

(
 r̂p

0

 

B(x0,5/4r̂)

|Xv|pv−1+ξdµdt

)(p−1)/p( r̂p

0

 

B(x0,5/4r̂)

vqdµdt

)1/p

≤ C

(
 2pr̂p

0

 

B(x0,3/2r̂)

|Xv|pv−1+ξϕpdµdt

)(p−1)/p

.(4.11)

Furthermore, using (4.10), Lemma 3.1 and Hölder’s inequality we conclude that

 2pr̂p

0

 

B(x0,3/2r̂)

|Xv|pv−1+ξϕpdµdt

≤C

 2pr̂p

0

 

B(x0,3/2r̂)

vp−1+ξ|Xϕ|pdµdt

+ C

 2pr̂p

0

 

B(x0,3/2r̂)

v1+ξ

(

−
∂ϕp

∂t

)

+

dµdt

≤Cr̂−p.(4.12)

Putting together (4.11) and (4.12) we see that the proof of Lemma 4.4 is complete.
�

Lemma 4.5. In the same hypothesis as Lemma 4.3, there exists a constantMc ≥ 1,
depending only on X, CD, CP ,A0,A1, p, such that if (4.4) is satisfied then

inf
0<t<r̂p

 

B(x0,5/4r̂)

u(x, t)dµ ≥
Mc

2
.

Proof. Consider a test function as in Lemma 2.1, ϕ ∈ W 1,∞
X,0 (B(x0, 5/4r̂)), with

0 ≤ ϕ ≤ 1, ϕ = 1 in B(x0, r̂) and |Xϕ| ≤ C/r̂. Using the hypothesis that the time
t = 0 is a Lebesgue instant and applying a standard approximation argument (see
for instance [35, Remark 2.4]) to the definition of super-solution one easily obtains



HARNACK ESTIMATES 25

that for all Lebesgue instants t ∈ (0, r̂p)
 

B(x0,5/4r̂)

u(x, t)ϕ(x)dµ −

 

B(x0,5/4r̂)

u(x, 0)ϕ(x)dµ

≥

ˆ t

0

 

B(x0,5/4r̂)

A(x, t, u,Xu) ·Xϕdµdt

≥−A1

ˆ t

0

 

B(x0,5/4r̂)

|Xu|p−1|Xϕ|dµdt

≥− Cr̂p−1

 t

0

 

B(x0,5/4r̂)

|Xu|p−1dµdt ≥ −C,(4.13)

where in the last line we have used Lemma 4.4. From (4.13) it follows that if Mc

is taken to satisfy Mc ≥
2
3C, we obtain the lemma. �

Proof of Lemma 4.2. In view of (4.5) and Lemma 4.3 we have

(4.14)

 2pr̂p

0

 

B(x0,3/2r̂)

uqdµdt ≤ C,

for all q ∈ (p−2, p−2+γ) and γ = 1+ κ∗−1
κ∗

. From (4.14), Lemma 4.5 and Hölder’s
inequality we see that,

Mc

2
≤

 2pr̂p

0

 

B(x0,5/4r̂)

u(x, t)dµdt

≤
1

|Q|

ˆ

{(x,t)∈Q|u≥Mc/4}

u(x, t)dµdt +
Mc

4

≤ C

(

|{(x, t) ∈ Q|u ≥Mc/4}|

2pr̂p|B(x0, 5/4r̂)|

)

q−1
q

+
Mc

4
,(4.15)

where Q = B(x0, 5/4r̂) × (0, 2pr̂p). Using (4.15) we can conclude that there must
exists a Lebesgue instant t0 for u satisfying t0 ∈ (0, 2pr̂p) and

∣

∣

∣

{

x ∈ B
(

x0,
5

4
r̂
)∣

∣

∣
u(x, t0) ≥

Mc

4

}∣

∣

∣
≥

1

C

∣

∣

∣
B
(

x0,
5

4
r̂
)∣

∣

∣
.

Lemma 4.2 now follows by choosing Tc sufficiently large so that one can apply the
expansion of positivity, Lemma 3.3.

4.3. Final argument. Let t0 < t1 < t0 + T0 be a Lebesgue instant of u. Consider
the constants Th, Tc,Mc from Lemma 4.1 and Lemma 4.2, set T̄ = max{Th, Tc}
and let

N =

 

B(x0,r)

u(x, t1)dµ.

Assume that

(4.16) N ≥
( 2Mp−2

c T̄ rp

T0 + t0 − t1

)
1

p−2

,

since otherwise there is nothing to prove. Next, consider the time-rescaled function

v(x, τ) =
Mc

N
u(x, t1 + (Mc/N)p−2τ).

Note that assumption (4.16) implies

2T̄ rp ≤
( N

Mc

)p−2

(T0 + t0 − t1),
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and that v is a super-solution of an equation whose symbol Ã which is structurally
similar to A, in the cylinder

B(x0, 8r)× (0, 2T̄ rp) ⊂ B(x0, 8r)×

(

0,

(

N

Mc

)p−2

(T0 + t0 − t1)

)

,

with
 

B(x0,r)

v(x, 0)dµ =Mc.

At this point we can invoke the hot and cold alternatives. Indeed, applying Lemma
4.1 and Lemma 4.2 to the super-solution v, in the cylinder B(r, 8r)× (0, 2T̄ rp), we
obtain

inf
B(x0,2r)×(Thrp,2Thrp)

v ≥ θh or inf
B(x0,2r)×(Tcrp,2Tcrp)

v ≥ θc.

Applying Lemma 3.3 once more gives

inf
B(x0,2r)×(T̄ rp,2T̄ rp)

v ≥ min{θh, θc}.

Returning to the original variables yields the conclusion of Theorem 1.2.

5. Proof of Theorem 1.3

We begin by establishing local boundedness of sub-solutions.

Lemma 5.1. Assume that A satisfies the structure conditions (1.3). Let B(x0, r̂) ⋐
Ω, 0 < r̂ < R, let u be a sub-solution in an open set containing the closure of
Q = B(x0, r̂)× (t0 − T0, t0), and assume that almost everywhere in Q,

(5.1) u ≥

(

r̂p

T0

)
1

p−2

> 0.

If δ0 > 0 and G = κ∗

κ∗−1 , then there exists a constant C = C(X, CD, CP ,A0,A1,

p) ≥ 1 such that

sup
B(x0,σr̂)×(t0−σpT0,t0)

u ≤

(

T0
r̂p

C

(1 − σ)pG+p

 

Q

up−2+δdµdt

)1/δ

,

for every δ ≥ δ0 and 0 < σ < 1.

Proof. This proof is similar to [34, Lemma 4.6], but we point out the relevant
changes. Let σr̂ ≤ s < S < r̂. We set

r0 = S, rj = S − (S − s)(1 − 2−j), j = 1, 2, . . .

and

Uj = Bj × Γj = B(x0, rj)× (t0 − (rj/r̂)
pT0, t0),

U(S) = B(x0, S)× (t0 − (S/r̂)pT0, t0).

We choose test functions ψj ∈W 1,∞
X,0 (Bj), and ζj ∈ C∞(Γj) such that for φj = ψjζj

we have

0 ≤ φj ≤ 1, φj = 1 in Uj+1, φj = 0 on ∂pUj ,

and

(5.2) |Xφj | ≤
C

S − s
2j ,

∣

∣

∣

∂φj
∂t

∣

∣

∣
≤
r̂p

T0

C

(S − s)p
2pj .
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From Lemma 2.4 we obtain
 

Uj

(

uα/pφ
β/p
j

)κp
dµdt

≤ Crpj

 

Uj

∣

∣X
(

uα/pφ
β/p
j

)∣

∣

p
dµdt

(

sup
Γj

 

Bj

(

uα/pφ
β/p
j

)p(κ−1)G
dµ

)
1
G

≡ Crpj
I1
|Uj |

(

I2
|Bj |

)
1
G

,(5.3)

where

α = p− 1 + ξ, κ = 1 +
(1 + ξ)

Gα
, β =

pα

1 + ξ
,

for ξ ≥ 1. First, using Lemma 3.1 we see that

I2 = sup
Γj

ˆ

Bj

u1+ξφpjdµ ≤ C
1 + ξ

ξp−1

ˆ

Uj

up−1+ξ|Xφj |
p + u1+ξ

∣

∣

∣

∂φj
∂t

∣

∣

∣
φp−1
j dµdt.(5.4)

Next, using that φβj ≤ φpj , Young’s inequality and Lemma 3.1 we deduce that

I1 ≤ C

(

αp

ˆ

Uj

|Xu|pu−1+ξφpjdµdt+

ˆ

Uj

|Xφj |
pup−1+ξdµdt

)

≤ C

(

1 +
αp

ξp

)
ˆ

Uj

|Xφj |
pup−1+ξdµdt

+ C
αp

ξ(1 + ξ)

ˆ

Uj

u1+ξ
∣

∣

∣

∂φj
∂t

∣

∣

∣
φp−1
j dµdt.(5.5)

Using the assumption in (5.1) we see that almost everywhere in Q

(5.6) u1+ξ ≤
T0
r̂p
up−1+ξ.

Furthermore, using (5.6), (5.5), (5.4) and (5.2) we can conclude that

 

Uj

∣

∣X
(

uα/pφ
β/p
j

)
∣

∣

p
dµdt

(

sup
Γj

1

Tj

 

Bj

(

uα/pφ
β/p
j

)p(κ−1)G
dµ

)
1
G

≤ C

(

ξp
 

Uj

(

|Xφj |
pup−1+ξ + u1+ξ

∣

∣

∣

∣

∂φj
∂t

∣

∣

∣

∣

)

dµdt

)γ

≤ C

(

2jpξp

(S − s)p

 

Uj

up−1+ξdµdt

)γ

,(5.7)

where γ = 1+ κ∗−1
κ∗

. From (5.3), (5.7) and the definition of Tj , we also obtain that

ˆ

Uj+1

uκαdµdt ≤ |Uj|

 

Uj

uκαdµdt

≤ Crpj |Uj |T
1
G

j

(

2jpξp

(S − s)p

 

Uj

up−1+ξdµdt

)γ

= Crpγj |Uj |

(

T0
r̂p

)
1
G
(

2jpξp

(S − s)p

 

Uj

up−1+ξdµdt

)γ

.(5.8)
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Next, using (D) we see that we can rewrite (5.8) as

 

Uj+1

uκαdµdt ≤ Crpγj

(

rj
rj+1

)N+p(
T0
r̂p

)
1
G
(

2jpξp

(S − s)p

 

Uj

up−1+ξdµdt

)γ

≤ C

(

rN+p
j

r
(N+p)/γ
j+1

(

T0
r̂p

)

γ−1
γ 2jpξp

(S − s)p

 

Uj

up−1+ξdµdt

)γ

.

Now the rj ,rj+1, T0/r̂
p dependence is exactly as in [34, (4.8)] with the difference

that now γ = 1 + κ∗−1
κ∗

. This implies that we can proceed with the iteration
procedure as in [34, Lemma 4.6] obtain the conclusion of the lemma. �

Lemma 5.2. Let u be as in Lemma 5.1. There exists a constant C = C(X, CD ,
CP ,A0,A1, p) ≥ 1 such that

sup
B(x0,σr̂)×(t0−σpT0,t0)

u ≤
T0
r̂p

C

(1− σ)p+p2G

(

sup
t0−T0<t<t0

 

B(x0,r̂)

u dµ

)p−1

,

with G = κ∗/(κ∗ − 1), for every 0 < σ < 1.

Proof. By using (D) and Lemma 5.1, we can argue as in [34, Lemma 4.9] to obtain
the conclusion of the lemma. �

Theorem 1.3 now follows as a simple consequence of Lemma 5.2.
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95 (1967), 45–87.
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Linéaire 15, 4 (1998), 517–534.
[11] Coifman, R. R., and Weiss, G. Analyse harmonique non-commutative sur certains espaces
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