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#### Abstract

Well-designed experiments greatly improve test and evaluation. Efficient experiments reduce the cost and time of running tests while improving the quality of the information obtained. Orthogonal Arrays (OAs) and Hadamard matrices are used as designed experiments to glean as much information as possible about a process with limited resources. However, constructing OAs and Hadamard matrices in general is a very difficult problem. Finding Legendre pairs (LPs) results in the construction of Hadamard matrices. This research studies the classification problem of OAs and the existence problem of LPs. In doing so, it makes two contributions to the discipline. First, it improves upon previous classification results of 2-symbol OAs of even-strength $t$ and $t+2$ columns. Second, it presents previously unknown impossible values for the dimension of the convex hull of all feasible points to the LP problem improving our understanding of its feasible set.
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# ORTHOGONAL ARRAYS AND LEGENDRE PAIRS 

## I. Introduction

### 1.1 Motivation

Test and evaluation is critical to the Department of Defense's success of providing the warfighter proven combat-ready systems that are essential in accomplishing the mission. The Department of Operational Test and Evaluation, Air Force Operational Test and Evaluation Center, United States Army Test and Evaluation Command, and other U.S. armed services endorse the use of design of experiments in test and evaluation to provide a rigorous and scientific approach to test and evaluation. Indepth discussions on design of experiments in the U.S. Air Force test community may be found in Johnson et al. [1], Hutto and Higdon [2], and Tucker et al. [3].

A designed experiment is a test carried out to determine the effect of factors, or input variables, each of which has several different levels, or settings, on an output response. A full factorial design is an experiment wherein all factor and all factor levels are tested with the response, or output variable, measured. To reduce the cost and time of running test, a more efficient experimental design is a fractional factorial design $[4,5]$. A fractional factorial design tests only a subset of runs of a full factorial design, where a run is a prescribed level setting of each of the factors.

Orthogonal Arrays (OAs) and Hadamard matrices are used as designed experiments to glean as much information as possible about a process with limited resources. OAs are a subclass of fractional factorial designs. The least-square estimators for different effects in a designed experiment are uncorrelated, hence the name orthogonal
array. OAs used in factorial experiments can estimate the intercept parameter, all components of main-effects, and all components of interactions bounded by a number dependent on the parity of the strength of the orthogonal array [6, 7]. Hadamard matrices are square matrices with entries of +1 or -1 wherein the rows are orthogonal. Hadamard matrices are ideal for conducting screening experiments in which each factor has two levels [8]. Hadamard matrices have applications in signal analysis and synthesis, error corrections in transmission of digital communication, and cryptography $[9,10,11]$.

The utility of OAs and Hadamard matrices sets the problem to construct them and enumerate the number of distinct constructions that exist for given parameters. The construction and enumeration of OAs and Hadamard matrices will be called the classification problem. The construction of OAs and Hadamard matrices is in general a very difficult problem.

Classification of OAs has found success by their relation with codes, difference schemes, Latin squares, and finite projective geometries [6, 12, 13]. Formulating the problem in terms of an integer linear program wherein symmetries are exploited to apply isomorphism pruning has proved successful [14].

Construction of Hadamard matrices has been carried out by Sylvester [15], wherein the Kronecker product was used to inductively construct Hadamard matrices. Paley [16] constructed Hadamard matrices using Galois fields. Another approach to the construction of Hadamard matrices is the construction of Legendre pairs. The existence of a Legendre pair (LP) of odd length $\ell$ implies the existence of a Hadamard matrix of size $2 \ell+2$ [17]. The recent construction of LPs has relied on computer searches. Fletcheret al. [18] utilized the power spectral density (PSD) criterion, which improved exhaustive searches of LPs of lengths $\ell=3,5, \ldots, 45$ and incomplete searches for $\ell=47,49,51$. Turner et al. [19] used $\delta$-modular compression and
discovered an LP of length $\ell=77$ and produced an exhaustive generation of LPs of length $\ell=55$. Elementary number-theoretic arguments and techniques that improved compression have lead to the discovery of LPs of lengths $\ell=85,87$ [20] and lengths $\ell=117,129,133$ and 147 [21]. There are currently 10 open LP cases of length less than 200 that have yet to be discovered or proven to not exist [20].

### 1.2 Research Contribution

This research studies the classification problem OAs and the existence problem of LPs. In doing so, it makes two contributions to the discipline. First, it improves upon previous classification results of 2 -symbol OAs of even-strength $t$ and $t+2$ columns. Second, it presents previously unknown impossible values for the dimension of the convex hull of all feasible points to the LP problem improving our understanding of its feasible set.

### 1.3 Organization of Dissertation

This dissertation is comprised of three chapters. Chapter II improves upon results of previous researchers in the classification of 2-symbol OAs of even-strength $t$ and $t+2$ columns. Chapter III provides bounds on the possible dimension of the convex hull of feasible points to the LP problem improving our understanding of its feasible set. Chapter II was submitted to Australasian Journal of Combinatorics and received with only minor revisions. It was resubmitted with the revisions. Chapter III will be submitted to Discrete Optimization with a few minor revisions. Chapter IV summarizes the results found in each chapter and discusses future research.

## II. Classification of 2-symbol orthogonal arrays of even-strength $t$ and $t+2$ columns up to OD-equivalence

### 2.1 Introduction

Throughout the paper let $[n]=\{1, \ldots, n\}$. We first define the concept of an orthogonal array (OA). Let $\lambda \geqslant 1, s \geqslant 2, k \geqslant 1, t \geqslant 1$ be integers, and $t \in[k]$. A $\lambda s^{t} \times$ $k$ array $\mathbf{D}$ whose entries are symbols from $\left\{l_{1}, \ldots, l_{s}\right\}$ is an orthogonal array of strength $t$ and index $\lambda$, denoted by $\operatorname{OA}\left(\lambda s^{t}, k, s, t\right)$, if each of the $s^{t}$ symbol combinations from $\left\{l_{1}, \ldots, l_{s}\right\}^{t}$ appears $\lambda$ times in every $\lambda s^{t} \times t$ subarray of $\mathbf{D}$.

Each of the $N!k!(s!)^{k}$ operations that involve permuting rows, columns and the symbols within each column of an $s$-symbol $N \times k$ array is called an isomorphism operation. Two arrays $\mathbf{D}_{1}$ and $\mathbf{D}_{2}$ are isomorphic if $\mathbf{D}_{2}$ can be obtained from $\mathbf{D}_{1}$ by applying an isomorphism operation. Each isomorphism operation maps an $\mathrm{OA}\left(\lambda s^{t}, k, s, t\right)$ to an $\mathrm{OA}\left(\lambda s^{t}, k, s, t\right)$.

Classification of OAs up to isomorphism in general is a challenging problem. Recently, there has been a renewed interest in classifying OAs [22, 23, 24]. However, these works make heavy use of computers. On the other hand, Yamamato et al. [25] were the first to analytically classify all $\operatorname{OA}\left(\lambda 2^{t}, k, 2, t\right)$ for $k=t+1, t+2$ up to permutations of columns. Stufken and Tang [26] strengthened the results in [25] by classifying all non-isomorphic $\mathrm{OA}\left(\lambda 2^{t}, t+2,2, t\right)$ analytically. Their method of classification used $J$-characteristics for 2 -symbol arrays.

For an $N \times k$ array $\mathbf{D}=\left[\mathbf{d}_{1} \cdots \mathbf{d}_{k}\right]$ with symbols from $\{-1,1\}$, Bulutoglu and Ryan [22] defined the column operation $R_{i}$ on $\mathbf{D}$ by

$$
R_{i} \mathbf{D}=\left[\begin{array}{llllll}
\mathbf{d}_{1} \odot \mathbf{d}_{i} & \cdots & \mathbf{d}_{i-1} \odot \mathbf{d}_{i} & \mathbf{d}_{i} & \mathbf{d}_{i+1} \odot \mathbf{d}_{i} & \cdots \tag{2.1.1}
\end{array} \mathbf{d}_{k} \odot \mathbf{d}_{i}\right],
$$

and proved that each column operation $R_{i}$ maps an $\mathrm{OA}\left(\lambda 2^{t}, k, 2, t\right)$ to an $\mathrm{OA}\left(\lambda 2^{t}, k, 2\right.$,
$t$ ) if $t$ is even. Each transformation that involves a column operation $R_{i}$ and/or an isomorphism operation is called an OD-equivalence operation [27]. Hence, for even $t$, each OD-equivalence operation maps an $\mathrm{OA}\left(\lambda 2^{t}, k, 2, t\right)$ to an $\mathrm{OA}\left(\lambda 2^{t}, k, 2, t\right)$.

Two arrays $\mathbf{D}_{1}$ and $\mathbf{D}_{2}$ with symbols from $\{-1,1\}$ are OD-equivalent if $\mathbf{D}_{2}$ can be obtained from $\mathbf{D}_{1}$ by applying an OD-equivalence operation [22]. Clearly, if $\mathbf{D}_{1}$ and $\mathbf{D}_{2}$ are isomorphic arrays, then $\mathbf{D}_{1}$ and $\mathbf{D}_{2}$ are OD-equivalent. However, $\mathbf{D}_{1}$ and $\mathbf{D}_{2}$ may be OD-equivalent without being isomorphic [22].

A set of non-OD-equivalent $\operatorname{OA}(N, k, 2, t)$ can be used to generate a set of all non-isomorphic $\mathrm{OA}(N, k, 2, t)$ [22]. In fact, Bulutoglu and Ryan [22] classified all non-isomorphic $\operatorname{OA}(160, k, 2,4)$ and $\mathrm{OA}(176, k, 2,4)$ for $k=5,6, \ldots, 10$ by first classifying each up to OD-equivalence. Also, it would not have been possible to obtain the classification results up to isomorphism in Bulutoglu and Ryan [22] without first classifying up to OD-equivalence. Furthermore, by applying OD-equivalence with the methods in Geyer et al. [27] we have found 83 non-OD-equivalent OA(192, 9, 2, 4) after 6 months of CPU time on a 2.1 GHz processor. However, this is not a complete classification of all non-OD-equivalent $\mathrm{OA}(192,9,2,4)$. The $\mathrm{OA}(192,9,2,4)$ is currently the smallest $\mathrm{OA}(N, 9,2,4)$ that has not been completely classified yet. Methods in Geyer et al. [27] that make heavy use of OD-equivalence bring a partial classification of non-OD-equivalent $\mathrm{OA}(192,9,2,4)$ within computational reach. Hence, classifying all non-OD-equivalent $\operatorname{OA}(N, k, 2, t)$ is useful in solving the classification problem of OA $(N, k, 2, t)$ up to isomorphism. In this paper, we improve the results of Stufken and Tang [26] by analytically classifying all non-OD-equivalent $\mathrm{OA}\left(\lambda 2^{t}, t+2,2, t\right)$ when the strength $t$ is even.

The paper is structured as follows. Section 2.2 defines $J$-characteristics of 2 symbol arrays, and describes how OD-equivalence operations act on $J$-characteristics of such arrays. Section 2.3 presents the main result. Section 2.4 discusses future
research. In Section 2.5 we provide the Theorems and Lemmas from [26] that we use in Section 2.3 to establish the main result of the paper.

## $2.2 J$-characteristics and OD-equivalence

Throughout this section $\mathbf{D}$ will denote an $N \times k$ array with symbols from $\{-1,1\}$.
For $\ell \subseteq[k]$, let

$$
\mathbf{r}_{\ell}=\left[r_{\ell 1}, \ldots, r_{\ell k}\right]
$$

where

$$
r_{\ell j}=\left\{\begin{aligned}
-1 & \text { if } j \in \ell \\
1 & \text { otherwise }
\end{aligned}\right.
$$

Given an array $\mathbf{D}$, let $x_{\ell}$ be the number of times $\mathbf{r}_{\ell}$ appears as a row of $\mathbf{D}$. The frequency vector $\mathbf{x}$ of $\mathbf{D}$ is defined by

$$
\begin{equation*}
\mathbf{x}=\left[x_{\varnothing}, x_{1}, x_{2}, x_{12}, x_{3}, \ldots, x_{1 \ldots k}\right]^{\top} \tag{2.2.1}
\end{equation*}
$$

where $x_{i_{1} \ldots i_{p}}$ is used for $x_{\left\{i_{1}, \ldots, i_{p}\right\}}$.
We now define the $J$-characteristics. Let $\mathbf{D}=\left[d_{i j}\right]$ be an array. For $\ell \subseteq[k]$, let

$$
J_{\ell}(\mathbf{D})=\sum_{i=1}^{N} \prod_{j \in \ell} d_{i j} .
$$

(For $\ell=\varnothing, J_{\ell}(\mathbf{D}):=N$.) The $J_{\ell}(\mathbf{D})$ are called the $J$-characteristics of $\mathbf{D}$. Let $J_{i_{1} \ldots i_{r}}(\mathbf{D})$ denote $J_{\left\{i_{1}, \ldots, i_{r}\right\}}(\mathbf{D})$, then the $J$-vector of $\mathbf{D}$ is defined by

$$
\begin{equation*}
\mathbf{J}=\left[J_{\varnothing}(\mathbf{D}), J_{1}(\mathbf{D}), J_{2}(\mathbf{D}), J_{12}(\mathbf{D}), J_{3}(\mathbf{D}), \ldots, J_{1 \ldots k}(\mathbf{D})\right]^{\top} \tag{2.2.2}
\end{equation*}
$$

We now establish the connection between the frequency vector and $J$-vector of an array. A $2^{k}$ full factorial array, with Yates ordering, is expressed by the $2^{k} \times k$ matrix

$$
\mathbf{F}=\left[\mathbf{r}_{\varnothing}^{\top}, \mathbf{r}_{1}^{\top}, \mathbf{r}_{2}^{\top}, \mathbf{r}_{12}^{\top}, \mathbf{r}_{3}^{\top}, \ldots, \mathbf{r}_{1 \ldots k}^{\top}\right]^{\top},
$$

where $\mathbf{r}_{i_{1} \ldots i_{p}}$ is the shorthand notation for $\mathbf{r}_{\left\{i_{1}, \ldots, i_{p}\right\}}$. For $j \in[k]$, let $\mathbf{h}_{j}$ denote the $j$ th column of $\mathbf{F}$. Then

$$
\mathbf{F}=\left[\mathbf{h}_{1}, \ldots, \mathbf{h}_{k}\right]
$$

The Hadamard product of $\mathbf{z}$ and $\mathbf{v}$ is

$$
\mathbf{z} \odot \mathbf{v}=\left[z_{1} v_{1}, \ldots, z_{n} v_{n}\right]^{\top}
$$

for $\mathbf{z}, \mathbf{v} \in\{-1,1\}^{n}$. For $\ell=\left\{i_{1}, \ldots, i_{p}\right\} \subseteq[k]$, let

$$
\mathbf{h}_{\ell}=\mathbf{h}_{i_{1}} \odot \cdots \odot \mathbf{h}_{i_{p}}
$$

Let

$$
\begin{equation*}
\mathbf{H}=\left[\mathbf{h}_{\varnothing}, \mathbf{h}_{1}, \mathbf{h}_{2}, \mathbf{h}_{12}, \mathbf{h}_{3}, \ldots, \mathbf{h}_{1 \ldots k}\right], \tag{2.2.3}
\end{equation*}
$$

where $\mathbf{h}_{i_{1} \ldots i_{p}}$ is used for for $\mathbf{h}_{\left\{i_{1}, \ldots, i_{p}\right\}}$. Then $\mathbf{H}$ is the $2^{k} \times 2^{k}$ Sylvester Hadamard matrix [28].

For $\ell \subseteq[k]$, we have

$$
J_{\ell}(\mathbf{D})=\sum_{i=1}^{N} \prod_{j \in \ell} d_{i j}=\sum_{u \subseteq[k]} \prod_{j \in \ell} r_{u j} x_{u}=\sum_{u \subseteq[k]}\left(\mathbf{h}_{\ell}\right)_{u} x_{u}=\mathbf{h}_{\ell}^{\top} \mathbf{x} .
$$

This implies $\mathbf{J}=\mathbf{H}^{\top} \mathbf{x}$. Since $\mathbf{H} \mathbf{H}^{\top}=2^{k} \mathbf{I}_{2^{k}}$, where $\mathbf{I}_{2^{k}}$ is the $2^{k} \times 2^{k}$ identity matrix, we have the following fundamental result.

Lemma 2.2.1. Let $\mathbf{x}, \mathbf{J}$, and $\mathbf{H}$ be as in equations (2.2.1), (2.2.2), and (2.2.3), then

$$
\mathbf{x}=2^{-k} \mathbf{H J}
$$

By Lemma 2.2.1, the $J$-vector of an array uniquely determines its frequency vector. The following lemma determines all $\mathrm{OA}\left(\lambda 2^{t}, k, 2, t\right)$ in terms of their $J$-characteristics.

Lemma 2.2.2 (Stufken and Tang [26]). An array $\mathbf{D}$ is an $O A\left(\lambda 2^{t}, k, 2, t\right)$ if and only if $J_{\ell}(\mathbf{D})=0$ for all $\ell \subseteq[k]$ such that $|\ell| \in[t]$.

The following result is from Stufken and Tang [26] and its generalization in Bulutoglu and Kaziska [29].

Lemma 2.2.3. Let $\mathbf{D}$ be an $O A\left(\lambda 2^{t}, k, 2, t\right)$ with $k \geqslant t+2$. Then the following hold.
(i) For any $\ell \subseteq[k], J_{\ell}(\mathbf{D})=u_{\ell} 2^{t}$ for some integer $u_{\ell}$.
(ii) For any $\ell \subseteq[k]$ and index $\lambda$, we have $u_{\ell} \equiv \lambda\binom{|\ell|-1}{t}(\bmod 2)$.

For isomorphism operations we have the following lemma from Geyer et al. [27].

Lemma 2.2.4. Let $\ell \subseteq[k]$ be such that $|\ell|>0$. Let $g$ be an isomorphism operation and $g \mathbf{D}$ be the array obtained after $g$ is applied to $\mathbf{D}$. Then

$$
J_{\ell}(g \mathbf{D})= \pm J_{\ell^{\prime}}(\mathbf{D})
$$

where $\left|\ell^{\prime}\right|=|\ell|$.

The operations $R_{i}$ act on the $J$-characteristics as follows, as shown in Geyer et al. [27].

Lemma 2.2.5. Let $\ell \subseteq[k]$ be such that $|\ell|>0$. Let $R_{i}$ be an $O D$-equivalence operation as defined in equation (2.1.1), $i \in[k]$. Then

$$
J_{\ell}\left(R_{i} \mathbf{D}\right)= \begin{cases}J_{\ell}(\mathbf{D}) & \text { if }|\ell| \text { is even and } i \notin \ell, \\ J_{\ell \backslash i\}}(\mathbf{D}) & \text { if }|\ell| \text { is even and } i \in \ell, \\ J_{\ell \cup\{i\}}(\mathbf{D}) & \text { if }|\ell| \text { is odd and } i \notin \ell, \\ J_{\ell}(\mathbf{D}) & \text { if }|\ell| \text { is odd and } i \in \ell .\end{cases}
$$

Unlike isomorphism operations, the $R_{i}$ operations allow $J$-characteristics indexed by $\ell$ to be mapped to $J$-characteristics indexed by $\ell^{\prime}$ with $|\ell| \neq\left|\ell^{\prime}\right|$. The $R_{i}$ operations are key to improving the results of Stufken and Tang [26]. Lemmas 2.2.4 and 2.2.5 from Geyer et al. [27] characterize the action of OD-equivalence operations on the $J$-characteristics.

Lemma 2.2.6. Let $\ell \subseteq[k]$ be such that $|\ell|>0$. Let $g$ be an OD-equivalence operation and $g \mathbf{D}$ be the array obtained after $g$ is applied to $\mathbf{D}$. Then

$$
J_{\ell}(g \mathbf{D})= \pm J_{\ell^{\prime}}(\mathbf{D})
$$

for some $\ell^{\prime} \subseteq[k]$, where

$$
\left|\ell^{\prime}\right|= \begin{cases}|\ell| \text { or }|\ell|+1 & \text { if }|\ell| \text { is odd } \\ |\ell| \text { or }|\ell|-1 & \text { otherwise }\end{cases}
$$

By using Lemma 2.2.6, Bulutoglu and Ryan [22] showed the following.

Theorem 2.2.7. Let $\mathbf{D}_{1}$ be an $O A\left(\lambda 2^{t}, k, 2, t\right)$ with $t \geqslant 1$. Then $\mathbf{D}_{2}$ is $O D$-equivalent to $\mathbf{D}_{1}$ if and only if there exists an OD-equivalence operation $g$ such that $\mathbf{D}_{2}=g \mathbf{D}_{1}$ up to permutation of rows. Moreover, if $\mathbf{D}_{2}$ is OD-equivalent to $\mathbf{D}_{1}$, then $\mathbf{D}_{2}$ is an
$O A\left(\lambda 2^{t}, k, 2,2\lfloor t / 2\rfloor\right)$.

By Theorem 2.2.7, if $\mathbf{D}$ is an $\operatorname{OA}\left(\lambda 2^{t}, k, 2, t\right)$ with even $t$, then any array ODequivalent to $\mathbf{D}$ is an $\operatorname{OA}\left(\lambda 2^{t}, k, 2, t\right)$.

### 2.3 Classification of even strength $\mathrm{OA}\left(\lambda 2^{t}, t+2,2, t\right)$ up to OD-equivalence

Let $\mathbf{D}$ be an $\mathrm{OA}\left(\lambda 2^{t}, t+2,2, t\right)$. Since $k=t+2$, by Lemma 2.2.2, we need to consider only $k+1$ coordinates of the $J$-vector of $\mathbf{D}$. Let $\ell_{j}=[k] \backslash\{k+1-j\}$ for $j \in[k]$ and $\ell_{k+1}=[k]$. The following proposition was used to classify non-isomorphic $\mathrm{OA}\left(\lambda 2^{t}, t+2,2, t\right)$ for even $t$.

Proposition 2.3.1 (Stufken and Tang [26]). When $k=t+2$ is even, every ODequivalence class of $O A\left(\lambda 2^{t}, t+2,2, t\right)$ contains a unique array $\mathbf{D}$ whose $J$-vector satisfies either of the following conditions:

$$
\begin{align*}
& J_{\ell_{1}}(\mathbf{D}) \leqslant \cdots \leqslant J_{\ell_{k}}(\mathbf{D}) \leqslant-\left|J_{\ell_{k+1}}(\mathbf{D})\right|  \tag{2.3.1}\\
& J_{\ell_{1}}(\mathbf{D}) \leqslant \cdots \leqslant J_{\ell_{k-1}}(\mathbf{D}) \leqslant-\left|J_{\ell_{k}}(\mathbf{D})\right|, \quad J_{\ell_{k+1}}(\mathbf{D})<-\left|J_{\ell_{k}}(\mathbf{D})\right| \tag{2.3.2}
\end{align*}
$$

The following is our main lemma.

Lemma 2.3.2. When $k=t+2$ is even, every $O D$-equivalence class of $O A\left(\lambda 2^{t}, t+\right.$ $2,2, t)$ contains a unique array $\mathbf{D}$ whose $J$-vector satisfies

$$
\begin{equation*}
J_{\ell_{1}}(\mathbf{D}) \leqslant \cdots \leqslant J_{\ell_{k}}(\mathbf{D}) \leqslant-\left|J_{\ell_{k+1}}(\mathbf{D})\right| . \tag{2.3.3}
\end{equation*}
$$

Proof. Suppose that D is the array whose $J$-vector satisfies inequalities (2.3.2). We show there exists a unique OD-equivalent array to $\mathbf{D}$ whose $J$-vector satisfies inequalities (2.3.1). Let $R_{1}$ be as defined in equation (2.1.1) and let $\mathbf{D}^{\prime}=R_{1} \mathbf{D}$. By Theorem 2.2.7, $\mathbf{D}^{\prime}$ is an $\mathrm{OA}\left(\lambda 2^{t}, t+2,2, t\right)$ that is OD-equivalent to $\mathbf{D}$. Furthermore,
by Lemma 2.2.5

$$
J_{\ell_{k+1}}\left(\mathbf{D}^{\prime}\right)=J_{\ell_{k}}(\mathbf{D}), J_{\ell_{k}}\left(\mathbf{D}^{\prime}\right)=J_{\ell_{k+1}}(\mathbf{D}), \text { and } J_{\ell_{j}}\left(\mathbf{D}^{\prime}\right)=J_{\ell_{j}}(\mathbf{D})
$$

for $j \in[k-1]$. Then

$$
J_{\ell_{1}}\left(\mathbf{D}^{\prime}\right) \leqslant \cdots \leqslant J_{\ell_{k-1}}\left(\mathbf{D}^{\prime}\right) \leqslant-\left|J_{\ell_{k+1}}\left(\mathbf{D}^{\prime}\right)\right|, \quad J_{\ell_{k}}\left(\mathbf{D}^{\prime}\right)<-\left|J_{\ell_{k+1}}\left(\mathbf{D}^{\prime}\right)\right|
$$

Hence, we obtain an OD-equivalent array whose $J$-vector satisfies inequalities (2.3.1). Then, by Proposition 2.3.1, any $J$-vector of an $\mathrm{OA}\left(\lambda 2^{t}, t+2,2, t\right)$ satisfying inequalities (2.3.3) is unique and therefore the corresponding $\mathrm{OA}\left(\lambda 2^{t}, t+2,2, t\right)$ is unique.

Lemma 2.3.2 allows the classification of non-OD-equivalent $\mathrm{OA}\left(\lambda 2^{t}, k, 2, t\right)$ by finding solutions in only one case, namely under inequalities (2.3.3), whereas the classification of non-isomorphic $\mathrm{OA}\left(\lambda 2^{t}, k, 2, t\right)$ requires finding all solutions in two mutually exclusive cases, namely under either inequalities (2.3.1) or inequalities (2.3.2). This reduction in the number of cases that need to be searched significantly simplifies the $\mathrm{OA}\left(\lambda 2^{t}, t+2,2, t\right)$ classification problem.

Suppose that $\mathbf{D}$ is an $\mathrm{OA}\left(\lambda 2^{t}, k, 2, t\right)$ whose $J$-vector satisfies inequalities (2.3.3). By Lemma 2.2.3, $J_{\ell_{j}}(\mathbf{D})=u_{j} 2^{t}, j \in[k+1]$. Then

$$
\begin{equation*}
u_{1} \leqslant \cdots \leqslant u_{k} \leqslant-\left|u_{k+1}\right| . \tag{2.3.4}
\end{equation*}
$$

Lemma 2.3.3. Suppose that $k=t+2, t$ is even, and $\lambda$ is odd. Let

$$
\begin{equation*}
\lambda+u_{1}+\cdots+u_{k+1}=4 p, \tag{2.3.5}
\end{equation*}
$$

with $p \geqslant 0, u_{j} \in 2 \mathbb{Z}+1$ such that $\left|u_{j}\right| \leqslant \lambda-2$ for $j \in[k+1]$. Then the following hold.
(i) Each solution $\left(u_{1}, \ldots, u_{k+1}, p\right)$ to equation (2.3.5) under inequalities (2.3.4) determines an $O A\left(\lambda 2^{t}, t+2,2, t\right)$ with $J$-vector given by $J_{\ell_{j}}=2^{t} u_{j}$ for $j \in[k+1]$.
(ii) A complete set of non-OD-equivalent $O A\left(\lambda 2^{t}, t+2,2, t\right)$ is given by collecting the arrays obtained in (i) over all solutions to equation (2.3.5).

Proof. The proof follows from Lemma 2.3.2 and Theorem 1 in Stufken and Tang [26], see Section 2.5.

Lemma 2.3.4. Suppose that $k=t+2, t$ is even, and $\lambda=2 \lambda^{*}$ is even. Let

$$
\begin{equation*}
\lambda^{*}+u_{1}+\cdots+u_{k+1}=2 p \tag{2.3.6}
\end{equation*}
$$

with $p \geqslant 0, u_{j} \in \mathbb{Z}$ such that $\left|u_{j}\right| \leqslant \lambda^{*}$ for $j \in[k+1]$. Then the following hold.
(i) Each solution $\left(u_{1}, \ldots, u_{k+1}, p\right)$ to equation (2.3.6) under inequalities (2.3.4) determines an $O A\left(\lambda 2^{t}, t+2,2, t\right)$ with $J$-vector given by $J_{\ell_{j}}=2^{t+1} u_{j}$ for $j \in$ $[k+1]$.
(ii) A complete set of non-OD-equivalent $O A\left(\lambda 2^{t}, t+2,2, t\right)$ is given by collecting the arrays obtained in (i) over all solutions to equation (2.3.6).

Proof. The proof follows from Lemma 2.3.2 and Theorem 2 in Stufken and Tang [26], see Section 2.5.

Let $Z[a, b]$ and $O[a, b]$ denote the set of integers and odd integers $x$ such that $a \leqslant x \leqslant b$, respectively.

Theorem 2.3.5. For even $t$, odd $\lambda$, and $k=t+2$, if $\lambda \leqslant t-1$, then equation (2.3.5) has no $O A\left(\lambda 2^{t}, k, 2, t\right)$ solution under inequalities (2.3.4); if $\lambda \geqslant t+1$, then equation (2.3.5) has at least one $O A\left(\lambda 2^{t}, k, 2, t\right)$ solution under inequalities (2.3.4),
and the complete set $S_{1}$ of non-OD-equivalent $O A\left(\lambda 2^{t}, k, 2, t\right)$ solutions is given by

$$
\begin{aligned}
p & \in Z\left[0, \frac{\lambda-t-1}{4}\right], \\
u_{k+1} & \in O\left[-\frac{\lambda-4 p}{k+1}, \frac{\lambda-4 p}{k-1}\right], \\
u_{k} & \in O\left[-\frac{\lambda-4 p+u_{k+1}}{k},-\left|u_{k+1}\right|\right], \\
u_{j} & \in O\left[-\frac{\lambda-4 p+u_{j+1}+\cdots+u_{k+1}}{j}, u_{j+1}\right], j=k-1, k-2, \ldots, 2, \\
u_{1} & =-\left(\lambda-4 p+u_{2}+\cdots+u_{k+1}\right) .
\end{aligned}
$$

Proof. The proof follows from Lemma 2.3.3 and Lemma 7 in Stufken and Tang [26], see Section 2.5.

Theorem 2.3.6. For even $t$, even $\lambda=2 \lambda^{*}$, and $k=t+2$, the complete set $S_{2}$ of non-OD-equivalent $O A\left(\lambda 2^{t}, k, 2, t\right)$ as solutions to equation (2.3.6) under inequalities (2.3.4) is given by

$$
\begin{aligned}
p & \in Z\left[0, \frac{\lambda^{*}}{2}\right] \\
u_{k+1} & \in Z\left[-\frac{\lambda^{*}-2 p}{k+1}, \frac{\lambda^{*}-2 p}{k-1}\right], \\
u_{k} & \in Z\left[-\frac{\lambda^{*}-2 p+u_{k+1}}{k},-\left|u_{k+1}\right|\right] \\
u_{j} & \in Z\left[-\frac{\lambda^{*}-2 p+u_{j+1}+\cdots+u_{k+1}}{j}, u_{j+1}\right], j=k-1, k-2, \ldots, 2, \\
u_{1} & =-\left(\lambda^{*}-2 p+u_{2}+\cdots+u_{k+1}\right) .
\end{aligned}
$$

Proof. The proof follows from Lemma 2.3.4 and Lemma 9 in Stufken and Tang [26], see Section 2.5.

For even $t$ and $s=2$, OD-equivalence reduces the solution set to $S_{1}$ for odd $\lambda$, and $S_{2}$ for even $\lambda$ non-OD-equivalent $\mathrm{OA}\left(\lambda 2^{t}, t+2,2, t\right)$. The sizes of $S_{1}$ and $S_{2}$ are
smaller than the corresponding sizes obtained for non-isomorphic $\mathrm{OA}\left(\lambda 2^{t}, t+2,2, t\right)$.
Theorems 2.3.5 and 2.3.6 were validated by comparing to the classification results obtained by the methods of Geyer et al. [27] for the following cases of OAs: $\mathrm{OA}(4 \lambda, 4,2,2)$ for $\lambda \in[51], \mathrm{OA}(16 \lambda, 6,2,4)$ for $\lambda \in[30], \mathrm{OA}(64 \lambda, 8,2,6)$ for $\lambda \in[30]$, $\mathrm{OA}(256 \lambda, 10,2,8)$ for $\lambda=1,3,5$, and $\mathrm{OA}(1024 \lambda, 12,2,10)$ for $\lambda=1,3$. The numbers of non-OD-equivalent classes generated by both were in agreement.

### 2.4 Conclusion

In this paper we used OD-equivalence operations, a larger set of operations than isomorphism operations, to analytically classify all non-OD-equivalent $\mathrm{OA}\left(\lambda 2^{t}, t+\right.$ $2,2, t)$ when $t$ is even. Future research will involve classifying $\mathrm{OA}\left(\lambda 2^{t}, t+3,2, t\right)$ up to OD-equivalence for even $t$. We anticipate that classifying $\mathrm{OA}\left(\lambda 2^{t}, t+3,2, t\right)$ up to OD-equivalence for even $t$ is more tangible than classifying up to isomorphism.

### 2.5 Addendum

Let

$$
\begin{equation*}
\lambda+u_{1}+\cdots+u_{k+1}=4 p \tag{2.5.1}
\end{equation*}
$$

where $p$ is a non-negative integer and $u_{j} \in 2 \mathbb{Z}+1$ are such that $\left|u_{j}\right| \leqslant \lambda-2$ for $j=1, \ldots, k+1$. Furthermore, let

$$
\begin{align*}
& u_{1} \leqslant \cdots \leqslant u_{k} \leqslant-\left|u_{k+1}\right|,  \tag{2.5.2}\\
& u_{1} \leqslant \cdots \leqslant u_{k-1} \leqslant-\left|u_{k}\right|, \quad u_{k+1} \leqslant-\left|u_{k}\right|-2 . \tag{2.5.3}
\end{align*}
$$

Theorem 1. Suppose that $t$ is even and $\lambda$ is odd. We then have that: (i) each solution $\left(u_{1}, \ldots, u_{k+1}, p\right)$ to equation (2.5.1) under either (2.5.2) or (2.5.3) determines an $O A\left(\lambda 2^{t}, t+2,2, t\right)$ with $J$-vector given by $J_{\ell_{j}}=2^{t} u_{j}$ for $j=1, \ldots, k+1$; (ii) the
complete set of non-isomorphic $O A\left(\lambda 2^{t}, t+2,2, t\right) s$ is given by collecting the arrays obtained in (i) over all the solutions to equation (2.5.1).

Let $\lambda=2 \lambda^{*}$, where $\lambda^{*}$ is a non-negative integer. Let

$$
\begin{equation*}
\lambda^{*}+u_{1}+\cdots+u_{k+1}=2 p, \tag{2.5.4}
\end{equation*}
$$

where $p$ is a non-negative integer and $u_{j} \in \mathbb{Z}$ are such that $\left|u_{j}\right| \leqslant \lambda^{*}$ for $j=1, \ldots, k+1$. Furthermore, let

$$
\begin{align*}
& u_{1} \leqslant \cdots \leqslant u_{k} \leqslant-\left|u_{k+1}\right|  \tag{2.5.5}\\
& u_{1} \leqslant \cdots \leqslant u_{k-1} \leqslant-\left|u_{k}\right|, \quad u_{k+1} \leqslant-\left|u_{k}\right|-1 . \tag{2.5.6}
\end{align*}
$$

Theorem 2. Suppose that $t$ is even and $\lambda=2 \lambda^{*}$ is also even. We then have that: (i) each solution $\left(u_{1}, \ldots, u_{k+1}, p\right)$ to equation (2.5.4) under either (2.5.5) or (2.5.6) determines an $O A\left(\lambda 2^{t}, t+2,2, t\right)$ with $J$-vector given by $J_{\ell_{j}}=2^{t+1} u_{j}$ for $j=1, \ldots, k+$ 1; (ii) the complete set of non-isomorphic $O A\left(\lambda 2^{t}, t+2,2, t\right)$ sfor even $t$ and even $\lambda$ is given by collecting the arrays obtained in (i) over all the solutions to equation (2.5.4).

Lemma 7. For even $t$ and odd $\lambda$, if $\lambda \leqslant t-1$, then equation (2.5.1) has no solution under inequalities (2.5.2). If $\lambda \geqslant t+1$, then equation (2.5.1) has at least one solution
under inequalities (2.5.2) and the complete set $S_{1}$ of solutions is given by

$$
\begin{aligned}
& p \in Z\left[0, \frac{\lambda-t-1}{4}\right], \\
u_{k+1} & \in O\left[-\frac{\lambda-4 p}{k+1}, \frac{\lambda-4 p}{k-1}\right], \\
u_{k} & \in O\left[-\frac{\lambda-4 p+u_{k}+1}{k},-\left|u_{k+1}\right|\right], \\
u_{j} & \in O\left[-\frac{\lambda-4 p+u_{j+1}+\cdots+u_{k+1}}{j}, u_{j+1}\right], j=k-1, k-2, \ldots, 2, \\
u_{1} & =-\left(\lambda-4 p+u_{2}+\cdots+u_{k+1}\right) .
\end{aligned}
$$

Lemma 9. For even $t$, even $\lambda=2 \lambda^{*}$, the complete set $S_{2}$ of solutions to (2.5.4) under inequalities (2.5.5) is given by

$$
\begin{aligned}
p & \in Z\left[0, \frac{\lambda^{*}}{2}\right] \\
u_{k+1} & \in Z\left[-\frac{\lambda^{*}-2 p}{k+1}, \frac{\lambda^{*}-2 p}{k-1}\right], \\
u_{k} & \in Z\left[-\frac{\lambda^{*}-2 p+u_{k+1}}{k},-\left|u_{k+1}\right|\right] \\
u_{j} & \in Z\left[-\frac{\lambda^{*}-2 p+u_{j+1}+\cdots+u_{k+1}}{j}, u_{j+1}\right], j=k-1, k-2, \ldots, 2, \\
u_{1} & =-\left(\lambda^{*}-2 p+u_{2}+\cdots+u_{k+1}\right) .
\end{aligned}
$$

## III. The dimension of the convex hull of feasible points for the Legendre pair problem

### 3.1 Introduction

A well-known problem in combinatorics is finding Hadamard matrices. A Hadamard matrix $\mathbf{H}$ is a $n \times n$ matrix of $\pm 1$ 's satisfying $\mathbf{H H}^{\top}=n \mathbf{I}_{n}$, where $\mathbf{I}_{n}$ is the $n \times n$ identity matrix. It is well known that for a Hadamard matrix of order $n$ to exist, $n$ must be divisible by 4 . It has been long conjectured (i.e., the Hadamard conjecture) that, for each $n$ divisible by 4 , there exists a Hadamard matrix of order $n$.

A Hadamard matrix can be constructed by finding a solution to a system of constraints for a pair of vectors. To define this system of constraints, let $\mathbb{Z}_{\ell}=$ $\{0, \ldots, \ell-1\}$ denote the integers $\bmod \ell$. Let $\mathbf{u}, \mathbf{v} \in\{-1,1\}^{\ell}$. Then $(\mathbf{u}, \mathbf{v})$ is a Legendre pair (LP) if $\mathbf{1}^{\top} \mathbf{u}=\mathbf{1}^{\top} \mathbf{v}$ and

$$
\begin{equation*}
P_{\mathbf{u}}(j)+P_{\mathbf{v}}(j)=-2, \quad \forall j \in \mathbb{Z}_{\ell}-\{0\}, \tag{3.1.1}
\end{equation*}
$$

where $P_{\mathbf{u}}(j)=\sum_{i \in \mathbb{Z}_{\ell}} \mathbf{u}(i) \mathbf{u}(i-j)$ is the periodic autocorrelation function of $\mathbf{u}$. The problem of finding solutions to the system of constraints (3.1.1) is known as the $L P$ problem.

Let $\mathbb{Q}^{\mathbb{Z}_{\ell}}$ be the vector space of all functions from $\mathbb{Z}_{\ell}$ to $\mathbb{Q}$. A circulant shift of $\mathbf{u} \in$ $\mathbb{Q}^{\mathbb{Z}_{\ell}}$ by $j \in \mathbb{Z}_{\ell}$, denoted by $c_{j} \mathbf{u}$, is a transformation such that $c_{j} \mathbf{u}(i)=\mathbf{u}(i-j), i \in \mathbb{Z}_{\ell}$. The circulant matrix of $\mathbf{u} \in \mathbb{Q}^{\mathbb{Z}_{\ell}}$, denoted by $\mathbf{C}_{\mathbf{u}}$, is a matrix such that $(j+1)$ th row
of $\mathbf{C}_{\mathbf{u}}$ is $\left(c_{j} \mathbf{u}\right)^{\top}$. If $(\mathbf{u}, \mathbf{v})$ is an LP, then

$$
\mathbf{H}=\left[\begin{array}{rrrr}
-1 & -1 & \mathbf{1}^{\top} & \mathbf{1}^{\top} \\
-1 & 1 & \mathbf{1}^{\top} & -\mathbf{1}^{\top} \\
\mathbf{1} & \mathbf{1} & \mathbf{C}_{\mathbf{v}} & \mathbf{C}_{\mathbf{u}} \\
\mathbf{1} & -\mathbf{1} & \mathbf{C}_{\mathbf{u}}^{\top} & -\mathbf{C}_{\mathbf{v}}^{\top}
\end{array}\right]
$$

is a $(2 \ell+2) \times(2 \ell+2)$ Hadamard matrix, where $\mathbf{1}$ is the vector of all 1 s of length $\ell$ [17]. Hence, to construct a $(2 \ell+2) \times(2 \ell+2)$ Hadamard matrix for some odd $\ell$, it suffices to find an LP of length $\ell$. It is conjectured that an LP of length $\ell$ exists for each odd $\ell$, where this conjecture implies the Hadamard conjecture. It is shown in Arasu et al. [17] that an $\operatorname{LP}(\mathbf{u}, \mathbf{v})$ must satisfy

$$
\mathbf{1}^{\top} \mathbf{u}=\mathbf{1}^{\top} \mathbf{v}= \pm 1
$$

In this paper, we choose an $\operatorname{LP}(\mathbf{u}, \mathbf{v})$ to satisfy

$$
\begin{equation*}
\mathbf{1}^{\top} \mathbf{u}=\mathbf{1}^{\top} \mathbf{v}=-1 \tag{3.1.2}
\end{equation*}
$$

Let $\rtimes$ be the semidirect product as defined in Rotman [30]. Then, the group $\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}$acts on $\mathbf{u} \in \mathbb{Q}^{\mathbb{Z}_{\ell}}$ by $(j, k) \mathbf{u}(i)=\mathbf{u}\left((j, k)^{-1} i\right)$ for each $(j, k) \in \mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}, i \in \mathbb{Z}_{\ell}$. The group $\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times}$acts on any pair $(\mathbf{u}, \mathbf{v}) \in \mathbb{Q}^{\mathbb{Z}_{\ell}} \oplus \mathbb{Q}^{\mathbb{Z}_{\ell}}$ by

$$
((i, j), k))(\mathbf{u}, \mathbf{v})=((i, k) \mathbf{u},(j, k) \mathbf{v})
$$

for each $((i, j), k)) \in\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times}$. Two pairs $(\mathbf{u}, \mathbf{v}),\left(\mathbf{u}^{\prime}, \mathbf{v}^{\prime}\right)$ are equivalent if they are in the same orbit under the action of $\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times}$. If $(\mathbf{u}, \mathbf{v})$ is an LP and $\left(\mathbf{u}^{\prime}, \mathbf{v}^{\prime}\right)$ is equivalent to $(\mathbf{u}, \mathbf{v})$, then $\left(\mathbf{u}^{\prime}, \mathbf{v}^{\prime}\right)$ is also an LP [17].

For the group $\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times}$and the constraints

$$
\begin{equation*}
\boldsymbol{\beta}_{1}^{\top} \mathbf{u}=c_{1}, \quad \boldsymbol{\beta}_{2}^{\top} \mathbf{v}=c_{2} \tag{3.1.3}
\end{equation*}
$$

for some $c_{1}, c_{2} \in \mathbb{R}$ implied by the integrality of the constraints (3.1.1) of the LP problem, the non-trivial constraints

$$
\begin{equation*}
\left((j, k)\left(\boldsymbol{\beta}_{1}\right)-\boldsymbol{\beta}_{1}\right)^{\top} \mathbf{u}=0 \text { and }\left((i, k)\left(\boldsymbol{\beta}_{2}\right)-\boldsymbol{\beta}_{2}\right)^{\top} \mathbf{v}=0 \tag{3.1.4}
\end{equation*}
$$

for $((i, j), k) \in\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times}$are valid for the feasible set of pairs ( $\mathbf{u}, \mathbf{v}$ ) satisfying constraints (3.1.1). The valid equalities (3.1.4) based on $\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times}$put restrictions on the dimension of the convex hull of all feasible solutions to the set of constraints (3.1.1). It is far from clear what these restrictions would be. By using methods of representation theory as developed by Bulutoglu [31], we establish Corollary 3.1.3 which provides such restrictions for the LP problem. We also provide sets of equality constraints of the form in equations (3.1.4) that could be satisfied by the feasible set of non-linear constraints (3.1.1) that define an LP. Finally, by using recent results in number theory, we show that equations (3.1.2) are the only equations of the form as given by equations (3.1.3) that are satisfied by an LP (u,v) for $\ell=p^{n}$ or $\ell=p q$, where $p, q$ are distinct odd primes and $n$ is a positive integer.

Throughout the paper, for a set of vectors $S$ in a vector space over the field of scalars $\mathbb{F}, \operatorname{Span}_{\mathbb{F}}(S)$ is the span, $\operatorname{Aff}_{\mathbb{F}}(S)$ is the affine hull, and $\operatorname{dim}_{\mathbb{F}}(S)$ is the dimension of the affine hull of the vectors in $S$ over $\mathbb{F}$. If $\mathbb{F}$ is not provided, then $\mathbb{F}=\mathbb{R}$. Also, let $\operatorname{Conv}(S)$ be the convex hull of the vectors in $S$.

Let $\left(\mathbf{u}^{0}, \mathbf{v}^{0}\right)$ be an LP, and $\mathcal{F}_{\mathbf{u}^{0}}=\left(\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}\right) \mathbf{u}^{0}$ and $\mathcal{F}_{\mathbf{v}^{0}}=\left(\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}\right) \mathbf{v}^{0}$ be the orbits of $\mathbf{u}^{0}$ and $\mathbf{v}^{0}$ under the action of $\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}$, respectively. Let $\mathcal{F}$ be the feasible set of all pairs ( $\mathbf{u}, \mathbf{v}$ ) satisfying constraints (3.1.1). In this chapter, we de-
termine $\operatorname{dim}(\operatorname{Conv}(\mathcal{F}))$, and investigate all possible values of $\operatorname{dim}\left(\operatorname{Conv}\left(\mathcal{F}_{\mathbf{u}^{0}}\right)\right)$ and $\operatorname{dim}\left(\operatorname{Conv}\left(\mathcal{F}_{\mathbf{v}^{0}}\right)\right)$. For each $n \in \mathbb{Z}_{\geqslant 1}$, let $[n]=\{1, \ldots, n\}$. The following theorems and corollary are our main results.

Theorem 3.1.1. Let $\ell$ be an odd positive integer. Let $\mathcal{F}$ be the feasible set of of all pairs $(\mathbf{u}, \mathbf{v})$ satisfying constraints (3.1.1). If $\mathcal{F} \neq \varnothing$, then

$$
\operatorname{dim}(\operatorname{Conv}(\mathcal{F}))=2 \ell-2
$$

Theorem 3.1.2. Let $\left(\mathbf{u}^{0}, \mathbf{v}^{0}\right)$ be a Legendre pair. Then there exists $U_{1}, U_{2} \subseteq\{d \in$ $[\ell]: d \mid \ell\}$ such that $U_{1} \cap U_{2}=\varnothing$ and

$$
\begin{align*}
& \operatorname{dim}\left(\operatorname{Conv}\left(\mathcal{F}_{\mathbf{u}^{0}}\right)\right)=\ell-1-\left(\sum_{d \in U_{1}} \phi\left(\frac{l}{d}\right)\right),  \tag{3.1.5}\\
& \operatorname{dim}\left(\operatorname{Conv}\left(\mathcal{F}_{\mathbf{v}^{0}}\right)\right)=\ell-1-\left(\sum_{d \in U_{2}} \phi\left(\frac{l}{d}\right)\right) .
\end{align*}
$$

Corollary 3.1.3. Let $p, q$ be distinct odd primes and $n \in \mathbb{Z}_{\geqslant 1}$. If $\ell=p^{n}$ or $\ell=p q$, then $\operatorname{dim}\left(\operatorname{Conv}\left(\mathcal{F}_{\mathbf{u}^{0}}\right)\right)=\operatorname{dim}\left(\operatorname{Conv}\left(\mathcal{F}_{\mathbf{v}^{0}}\right)\right)=\ell-1$.

In Section 3.2, we present necessary background in representation theory, the power spectral density, vanishing sums of roots of unity, and affine geometry. In Section 3.3, we prove our main result. Section 3.4, presents recent advancements. Section 3.5 discusses future work.

### 3.2 Background theory

Let $G$ be a finite group and $V$ be a finite dimensional vector space over a field $\mathbb{F}$. Let $\operatorname{GL}(V)$ be the $\mathbb{F}$-automorphisms of $V$. An $\mathbb{F}$-representation of $G$ is a pair $(\rho, V)$, where $\rho: G \rightarrow \mathrm{GL}(V)$ is a homomorphism. A subspace $W$ of $V$ is a subrepresentation of $V$ if $\rho(g) W \subseteq W$ for all $g \in G$. In this case, we say that $W$ is $G$-stable. A representation $(\rho, V)$ of $G$ is an irreducible representation if the only subrepresentations of $V$
are $\operatorname{Span}_{\mathbb{F}}(\mathbf{0})$ and $V$. The only fields $\mathbb{F}$ that we consider are $\mathbb{Q}, \mathbb{R}$, and $\mathbb{C}$, the rational, real, and complex numbers, respectively. Every representation may be assumed unitary with respect to a complex inner product [32] which will be denoted by $\langle\cdot \mid \cdot\rangle$. We use the convention $\langle\alpha \mathbf{u} \mid \mathbf{v}\rangle=\bar{\alpha}\langle\mathbf{u} \mid \mathbf{v}\rangle$ for $\alpha \in \mathbb{F}$ and $\mathbf{u}, \mathbf{v} \in V$. Throughout the paper, every group $G$ is finite, every vector space $V$ is finite dimensional, and every representation is unitary.

Theorem 3.2.1. [Maschke] Every unitary representation of a finite group may be decomposed as a direct sum into orthogonal irreducible subrepresentations.

The decomposition in Theorem 3.2.1 is said to be multiplicity-free if each irreducible appears only once.

The character of an $\mathbb{F}$-representation $(\rho, V)$ of $G$ is the map $\chi_{\rho}: G \rightarrow \mathbb{F}$ defined by $\chi_{\rho}(g)=\operatorname{Tr}(\rho(g))$, where $\operatorname{Tr}(\rho(g))$ is the trace of $\rho(g)$. We say that the character is an irreducible character if the character corresponds to an irreducible representation. We may simply write the character as $\chi$ if the representation is clear from the context.

The following theorem is from Serre [32].

Theorem 3.2.2. Let $(\rho, V)$ be a $\mathbb{C}$-representation of a group $G$. Let

$$
V=m_{1} V_{1} \oplus \ldots \oplus m_{h} V_{h}
$$

with $m_{i} \in \mathbb{Z}_{\geqslant 1}$ be a decomposition of $V$ into irreducibles $\left(\rho_{i}, V_{i}\right)$ with characters $\chi_{i}$ for each $i \in[h]$, where $\chi_{i}=\chi_{\rho_{i}}$. Then the orthogonal projection $\mathbf{P}_{i}$ of $V$ onto $m_{i} V_{i}=\oplus_{k=1}^{m_{i}} V_{i}$ is given by

$$
\mathbf{P}_{i}=\frac{\operatorname{dim}_{\mathbb{C}}\left(V_{i}\right)}{|G|} \sum_{g \in G} \overline{\chi_{i}(g)} \mathbf{M}_{\rho(g)}
$$

where $\mathbf{M}_{\rho(g)}$ is the matrix of $\rho(g)$ in some orthonormal basis for $V$.

The exponent $m$ of a group $G$ is the smallest nonnegative integer such that $g^{m}=e$ for all $g \in G$. Let $(\rho, V)$ be a $\mathbb{C}$-representation of a group $G$ with exponent $m$. Then $\rho(g)^{m}=i d$ for each $g \in G$, where $i d$ is the identity mapping on $V$. Therefore, the eigenvalues of $\rho(g)$ are $m$ th roots of unity. Throughout the paper, let $\zeta_{m}$ be a primitive $m$ th root of unity, where primitive means $\zeta_{m}$ has order $m$. Since $\chi(g)$ is the trace of $\rho(g), \chi(g) \in \mathbb{Q}\left(\zeta_{m}\right)$, where $\mathbb{Q}\left(\zeta_{m}\right)$ is the field extension of $\mathbb{Q}$ obtained by adjoining $\zeta_{m}$. It is well known that the automorphism group $\operatorname{Aut}\left(\mathbb{Q}\left(\zeta_{m}\right)\right)$ of $\mathbb{Q}\left(\zeta_{m}\right)$ is isomorphic to $\mathbb{Z}_{\ell}^{\times}=\left\{k \in \mathbb{Z}_{\ell} \mid(k, m)=1\right\}$, where $(k, m)$ is the greatest common divisor of $k$ and $m$. Since $\chi(g) \in \mathbb{Q}\left(\zeta_{m}\right)$, there is a natural action on the characters of the representations. The following theorem is from Bulutoglu [31].

Theorem 3.2.3. Let $(\rho, V)$ be $a \mathbb{Q}$-representation of a group $G$ with exponent $m$. Let

$$
V=W_{1} \oplus \cdots \oplus W_{b}
$$

be a decomposition of $V$ into irreducible $\mathbb{Q}$-subrepresentations. Let $V_{\mathbb{C}}, W_{i \mathbb{C}}$ be the $\mathbb{C}$-representations obtained from $V, W_{i}$ by extending the field of scalars of $V, W_{i}$ to $\mathbb{C}$. Let

$$
V_{\mathbb{C}}=W_{(1,1)} \oplus \cdots \oplus W_{\left(1, r_{1}\right)} \oplus \cdots \oplus W_{(b, 1)} \oplus \cdots \oplus W_{\left(b, r_{b}\right)}
$$

be a decomposition of $V_{\mathbb{C}}$ into $\left(\rho_{(i, j)}, W_{(i, j)}\right)$ irreducible $\mathbb{C}$-subrepresentations with characters $\chi_{\rho_{(i, j)}}$, where

$$
W_{i \mathbb{C}}=W_{(i, 1)} \oplus \cdots \oplus W_{\left(i, r_{i}\right)} \text { for } i \in[b]
$$

For each $i \in[b]$, let $\mathcal{O}_{\rho_{(i, 1)}}$ be the $\operatorname{Aut}\left(\mathbb{Q}\left(\zeta_{m}\right)\right)$-orbit of $\chi_{\rho_{(i, 1)}}$. Let $\mathbf{M}_{\rho(g)}$ be the matrix of $\rho(g)$ for each $g \in G$, with respect to the standard basis. If $V_{\mathbb{C}}$ is multiplicity-free,
then

$$
\mathbf{P}_{W_{i}}=\frac{\operatorname{dim}_{\mathbb{C}}\left(W_{(i, 1)}\right)}{|G|} \sum_{g \in G}\left(\sum_{\chi \in \mathcal{O}_{\rho_{(i, 1)}}} \overline{\chi(g)} \mathbf{M}_{\rho(g)}\right)
$$

is the orthogonal projection matrix into the ith irreducible $\mathbb{Q}$-subrepresentation subspace $\mathrm{Col}_{\mathbb{Q}}\left(\mathbf{P}_{W_{i}}\right)$ for each $i \in[b]$.

Theorem 3.2.4. For each $k \in \mathbb{Z}_{\ell}$, let $\chi_{k}$ be the irreducible character of the $\mathbb{C}$ representation of $\mathbb{Z}_{\ell}$. For each divisor $d$ of $\ell$, let $\mathcal{O}_{d}=\left\{\chi_{k} \mid(k, \ell)=d\right.$ and $\left.k \in \mathbb{Z}_{\ell}\right\}$. Then
(i) $\left|\mathcal{O}_{d}\right|=\phi(\ell / d)$, where $\phi$ is Euler's totient function.
(ii) $\mathcal{O}_{d}=\operatorname{Aut}\left(\mathbb{Q}\left(\zeta_{\ell / d}\right)\right) \chi_{d}$.

Proof. Let $d$ be a divisor of $\ell$. (i) follows immediately from the definition of Euler's totient function. To prove (ii), note that $(d, \ell)=d$ implies $\chi_{d} \in \mathcal{O}_{d}$. Also, since $o\left(\chi_{d}(1)\right)=o\left(\zeta_{\ell}^{d}\right)=\ell /(d, \ell)=\ell / d, \chi_{d}(1)$ is a primitive $(\ell / d)$ th root of unity, where $o\left(\zeta_{\ell}^{d}\right)$ is the order of $\zeta_{\ell}^{d}$ in the group of all $\ell$ roots of unity. Therefore the cyclic group generated by $\chi_{d}(1)$ contains all $(\ell / d)$ th roots of unity. Then a $(\ell / d)$ th root of unity has the form $\left(\chi_{d}(1)\right)^{r}$ for some integer $r$ and is primitive if and only if $r \in \mathbb{Z}_{\ell / d}^{\times}$because $o\left(\left(\chi_{d}(1)\right)^{r}\right)=(\ell / d) /((r, \ell / d))=\ell / d$.

Let $\chi_{s} \in \mathcal{O}_{d}$. Since $\chi_{s}(1)$ is a primitive $(\ell / d)$ th root of unity, there exists $r \in \mathbb{Z}_{\ell / d}^{\times}$ such that $\chi_{s}(1)=\left(\chi_{d}(1)\right)^{r}$. Since $\operatorname{Aut}\left(\mathbb{Q}\left(\zeta_{\ell / d}\right)\right) \cong \mathbb{Z}_{\ell / d}^{\times}$, there exists $\sigma_{r} \in \operatorname{Aut}\left(\mathbb{Q}\left(\zeta_{\ell / d}\right)\right)$ such that $\chi_{s}(1)=\sigma_{r}\left(\chi_{d}(1)\right)$. Since the $\chi_{i}$ 's are uniquely determined by their value on 1 , we have $\chi_{s}=\sigma_{r} \chi_{d}$. Therefore, $\chi_{s} \in \operatorname{Aut}\left(\mathbb{Q}\left(\zeta_{\ell / d}\right)\right) \chi_{d}$. Hence, $\mathcal{O}_{d} \subseteq \operatorname{Aut}\left(\mathbb{Q}\left(\zeta_{\ell / d}\right)\right) \chi_{d}$. Conversely, let $\chi_{s} \in \operatorname{Aut}\left(\mathbb{Q}\left(\zeta_{\ell / d}\right)\right) \chi_{d}$. Then there exists $\sigma_{r} \in \operatorname{Aut}\left(\mathbb{Q}\left(\zeta_{\ell / d}\right)\right)$ such that $\chi_{s}=\sigma_{r} \chi_{d}$. We will show that $(s, \ell)=d$. Suppose that $(s, \ell)=c$. We have

$$
\zeta_{\ell}^{s}=\chi_{s}(1)=\sigma_{r}\left(\chi_{d}(1)\right)=\zeta_{\ell}^{r d} .
$$

Then

$$
\begin{equation*}
s \equiv r d \quad(\bmod \ell) \tag{3.2.1}
\end{equation*}
$$

Since $d \mid \ell$ and $d \mid r d$, we have $d \mid s$. Therefore, $d \mid c$. Equation (3.2.1) and $c=(s, \ell)$ implies that $c$. Since $(r, \ell / d)=1$, there exists $m, n \in \mathbb{Z}$ such that $m r+n \ell / d=1$. Also, since $m r d+n \ell=d$, we have that $c$. Hence, $c=d$. It follows that $\chi_{s} \in \mathcal{O}_{d}$. Thus, $\mathcal{O}_{d}=\operatorname{Aut}\left(\mathbb{Q}\left(\zeta_{\ell / d}\right)\right) \chi_{d}$.

The standard basis

$$
\mathbf{e}_{i}(j)= \begin{cases}1 & \text { if } j=i \\ 0 & \text { otherwise }\end{cases}
$$

spans $\mathbb{Q}^{\mathbb{Z}_{\ell}}$. Note that $\mathbb{Q}^{\mathbb{Z}_{\ell}}$ is isomorphic to $\mathbb{Q}^{\ell}$. We further equip $\mathbb{Q}^{\mathbb{Z}_{\ell}}$ with an inner product $\langle\cdot \mid \cdot\rangle$ such that $\left\{\mathbf{e}_{i}\right\}_{i \in \mathbb{Z}_{\ell}}$ is an orthonormal basis.

The regular representation of a group $G$ is the linear space generated by the basis $\left\{\mathbf{e}_{g}\right\}_{g \in G}$ and $G$ acts on the basis by $h \mathbf{e}_{g}=\mathbf{e}_{h g}$ for each $h, g \in G$.

The following theorem is well known.

Theorem 3.2.5. Let $\left(R, \mathbb{Q}^{\mathbb{Z}_{\ell}}\right)$ be the regular $\mathbb{Q}$-representation of $\mathbb{Z}_{\ell}$. Let $\left(\mathbb{Q}^{\mathbb{Z}_{\ell}}\right)_{\mathbb{C}}$ be the $\mathbb{C}$-representation obtained by extending the field of scalars to $\mathbb{C}$. Then

$$
\left(\mathbb{Q}^{\mathbb{Z}_{\ell}}\right)_{\mathbb{C}}=\bigoplus_{i \in \mathbb{Z}_{\ell}} V_{i}
$$

is the decomposition of $\left(\mathbb{Q}^{\mathbb{Z}_{\ell}}\right)_{\mathbb{C}}$ into the one-dimensional irreducible $\mathbb{C}$-representations of $\mathbb{Z}_{\ell}$, where the $\mathbb{C}$-representations $\left(\rho_{k}, V_{k}\right), k \in \mathbb{Z}_{\ell}$ are given by $\rho_{k}(1): V_{k} \rightarrow V_{k}$, $\mathbf{v} \mapsto \zeta_{\ell}^{k} \mathbf{v}$. Moreover, $\chi_{k}(i)=\operatorname{Tr}\left(\rho_{k}(i)\right)=\zeta_{\ell}^{k i}$ for each $k, i \in \mathbb{Z}_{\ell}$.

Theorem 3.2.6. Let $\left(R, \mathbb{Q}^{\mathbb{Z}_{\ell}}\right)$ be the regular $\mathbb{Q}$-representation of $\mathbb{Z}_{\ell}$. Let

$$
\mathbf{P}_{d}=\frac{1}{\ell} \sum_{i \in \mathbb{Z}_{\ell}} \sum_{\chi \in \mathcal{O}_{d}} \overline{\chi(i)} \mathbf{M}_{R(i)}
$$

for each divisor d of $\ell$, where $\mathbf{M}_{R(i)}$ is the matrix of $R(i)$ with respect to the standard basis $\left\{\mathbf{e}_{i}\right\}_{i \in \mathbb{Z}_{\ell}}$, and $\mathcal{O}_{d}$ is defined in Theorem 3.2.4. Then

$$
\mathbb{Q}^{\mathbb{Z}_{\ell}}=\bigoplus_{d \mid \ell} \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)
$$

is the decomposition of $\mathbb{Q}^{\mathbb{Z}_{\ell}}$ into irreducible $\mathbb{Q}$-subrepresentations.

Proof. Let $d$ be a divisor of $\ell$. By Theorem 3.2.4, the inner sum of $\mathbf{P}_{d}$ corresponds to the orbit of $\chi_{d}$ under the action of $\operatorname{Aut}\left(\mathbb{Q}\left(\zeta_{e / d}\right)\right)$. Further, by Theorem 3.2.5 $\left(\mathbb{Q}^{\mathbb{Z}_{\ell}}\right)_{\mathbb{C}}$ is multiplicity-free. Then by Theorem $3.2 .3, \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)$ is an irreducible $\mathbb{Q}$ subrepresentation of $\mathbb{Q}^{\mathbb{Z}_{\ell}}$. Now, by the identity $\ell=\sum_{d \mid \ell} \phi(\ell / d)$, it suffices to show that $\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)\right)=\phi(\ell / d)$. Since $R$ is the regular representation of $\mathbb{Z}_{\ell}$, only $R(0)$ will contribute to the trace of $\mathbf{P}_{d}$. Then

$$
\begin{aligned}
\operatorname{Tr}\left(\mathbf{P}_{d}\right) & =\operatorname{Tr}\left(\frac{1}{\ell} \sum_{i \in \mathbb{Z}_{\ell}} \sum_{\chi \in \mathcal{O}_{d}} \overline{\chi(i)} \mathbf{M}_{R(i)}\right) \\
& =\frac{1}{\ell} \sum_{i \in \mathbb{Z}_{\ell}} \sum_{\chi \in \mathcal{O}_{d}} \overline{\chi(i)} \operatorname{Tr}\left(\mathbf{M}_{R(i)}\right) \\
& =\frac{1}{\ell} \sum_{\chi \in \mathcal{O}_{d}} \operatorname{Tr}\left(\mathbf{M}_{R(0)}\right) \\
& =\frac{1}{\ell} \sum_{\chi \in \mathcal{O}_{d}} \ell \\
& =\sum_{\chi \in \mathcal{O}_{d}} 1 \\
& =\left|\mathcal{O}_{d}\right| \\
& =\phi\left(\frac{l}{d}\right) .
\end{aligned}
$$

The group $\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}$acts on $\mathbb{Z}_{\ell}$ by $(a, b) i=b i+a$ for each $i \in \mathbb{Z}_{\ell}$ and $(a, b) \in$ $\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}$. Then a representation $\left(T, \mathbb{Q}^{\mathbb{Z}_{\ell}}\right)$ of $\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}$is given by the action on the basis $T(a, b) \mathbf{e}_{i}=\mathbf{e}_{b i+a}$. We find that $\mathbb{Q}^{\mathbb{Z}_{\ell}}$ has the same decomposition as in Theorem 3.2.6.

Theorem 3.2.7. The decomposition $\mathbb{Q}^{\mathbb{Z}_{\ell}}=\bigoplus_{d \mid \ell} \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)$ is a decomposition of $\mathbb{Q}^{\mathbb{Z}_{\ell}}$ into irreducible $\mathbb{Q}$-subrepresentations of $\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}$.

Proof. Let $d$ be a divisor of $\ell$. We have $\operatorname{Col}_{\mathbb{C}}\left(\mathbf{P}_{d}\right)=\bigoplus_{(k, \ell)=d} V_{k}$, where the $V_{k}$ are spanned by $\mathbf{v}_{k}=\sum_{i \in \mathbb{Z}_{\ell}} \bar{\zeta}_{\ell}^{k i} \mathbf{e}_{i}$. Let $(a, b) \in \mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}$. Observe

$$
T(a, b)^{-1} \mathbf{v}_{k}=\sum_{i \in \mathbb{Z}_{\ell}} \bar{\zeta}_{\ell}^{k(a, b) i} \mathbf{e}_{i}=\bar{\zeta}_{\ell}^{k a} \sum_{i \in \mathbb{Z}_{\ell}} \bar{\zeta}_{\ell}^{k b i} \mathbf{e}_{i}=\bar{\zeta}_{\ell}^{k a} \mathbf{v}_{b k} .
$$

Since $(b, \ell)=1,(b k, \ell)=d$ if and only if $(k, \ell)=d$. Therefore, $\operatorname{Col}_{\mathbb{C}}\left(\mathbf{P}_{d}\right)$ is a $\mathbb{C}$ subrepresentation of $\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}$. Since $\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)$ is an irreducible $\mathbb{Q}$-subrepresentation of $\mathbb{Z}_{\ell}$ and $\mathbb{Z}_{\ell}$ is a subgroup of $\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}, \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)$ is an irreducible $\mathbb{Q}$-subrepresentation of $\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}$.

Observe that $\mathbb{Q}^{\mathbb{Z}_{\ell}} \oplus \mathbb{Q}^{\mathbb{Z}_{\ell}}$ is spanned by $\left\{\left(\mathbf{e}_{i}, \mathbf{0}\right),\left(\mathbf{0}, \mathbf{e}_{i}\right)\right\}_{i, j \in \mathbb{Z}_{\ell}}$. Let $\left(L, \mathbb{Q}^{\mathbb{Z}_{\ell}} \oplus \mathbb{Q}^{\mathbb{Z}_{\ell}}\right)$ be the $\mathbb{Q}$-representation of $\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times}$defined by $\left.L((a, b), n)\right)\left(\mathbf{e}_{i}, \mathbf{0}\right)=\left(\mathbf{e}_{n i+a}, \mathbf{0}\right)$ and $L((a, b), n))\left(\mathbf{0}, \mathbf{e}_{i}\right)=\left(\mathbf{0}, \mathbf{e}_{n i+b}\right)$ for each $((a, b), n) \in\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times}$and $i \in \mathbb{Z}_{\ell}$.

Lemma 3.2.8. The maps defined by

$$
\begin{aligned}
\pi_{i}:\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times} & \rightarrow \mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times} \\
\left(\left(a_{1}, a_{2}\right), n\right) & \mapsto\left(a_{i}, n\right)
\end{aligned}
$$

$i=1,2$, are homomorphisms.

Proof. We show that $\pi_{1}:\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times} \rightarrow \mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}$is a homomorphism. The other map is shown to be a homomorphism similarly. Let $((a, b), n),\left(\left(a^{\prime}, b^{\prime}\right), n^{\prime}\right) \in\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times}$.

Then

$$
\begin{aligned}
\pi_{1}\left(((a, b), n)\left(\left(a^{\prime}, b^{\prime}\right), n^{\prime}\right)\right) & =\pi_{1}\left(\left((a, b)+n\left(a^{\prime}, b^{\prime}\right), n n^{\prime}\right)\right) \\
& =\pi_{1}\left(\left(\left(a+n a^{\prime}, b+n b^{\prime}\right), n n^{\prime}\right)\right) \\
& =\left(a+n a^{\prime}, n n^{\prime}\right) \\
& =(a, n)\left(a^{\prime}, n^{\prime}\right) \\
& =\pi_{1}(((a, b), n)) \pi_{1}\left(\left(\left(a^{\prime}, b^{\prime}\right), n^{\prime}\right)\right) .
\end{aligned}
$$

Theorem 3.2.9. Let $\left(L, \mathbb{Q}^{\mathbb{Z}_{\ell}} \oplus \mathbb{Q}^{\mathbb{Z}_{\ell}}\right)$ be the $\mathbb{Q}$-representation of $\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times}$defined above. Then

$$
\begin{equation*}
\mathbb{Q}^{\mathbb{Z}_{\ell}} \oplus \mathbb{Q}^{\mathbb{Z}_{\ell}}=\bigoplus_{d \mid \ell} \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right) \oplus \bigoplus_{d^{\prime} \mid \ell} \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d^{\prime}}\right) \tag{3.2.2}
\end{equation*}
$$

is the decomposition into irreducible $\mathbb{Q}$-subrepresentations of $\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times}$.
Proof. Let $\pi_{i}:\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times} \rightarrow \mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}$for $i=1,2$ be the homomorphisms defined in Lemma 3.2.8. Let $\left(T, \mathbb{Q}^{\mathbb{Z}_{\ell}}\right)$ be the $\mathbb{Q}$-representation of $\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}$. Then the maps $T \circ \pi_{i}:\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times} \rightarrow \operatorname{GL}\left(\mathbb{Q}^{\mathbb{Z}_{\ell}}\right), i=1,2$ are homomorphisms. Let $((a, b), n) \in$ $\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times}$. Observe
$\left.\left(T \circ \pi_{1} \oplus T \circ \pi_{2}\right)((a, b), n)\left(\mathbf{e}_{i}, \mathbf{0}\right)=T(a, n) \oplus T(b, n)\right)\left(\mathbf{e}_{i}, \mathbf{0}\right)=\left(T(a, n) \mathbf{e}_{i}, \mathbf{0}\right)=\left(\mathbf{e}_{n i+a}, \mathbf{0}\right)$
and similarly $\left(T \circ \pi_{1} \oplus T \circ \pi_{2}\right)((a, b), n)\left(\mathbf{0}, \mathbf{e}_{i}\right)=\left(\mathbf{0}, \mathbf{e}_{n i+b}\right)$. Therefore, $L=T \circ \pi_{1} \oplus T \circ \pi_{2}$. Then, $L:\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times} \rightarrow \mathrm{GL}\left(\mathbb{Q}^{\mathbb{Z}_{\ell}}\right) \oplus \mathrm{GL}\left(\mathbb{Q}^{\mathbb{Z}_{\ell}}\right)$. By Theorem 3.2.7, the representation $\left(T, \mathbb{Q}^{\mathbb{Z}_{\ell}}\right)$ of $\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}$has the decomposition $\mathbb{Q}^{\mathbb{Z}_{\ell}}=\bigoplus_{d \mid \ell} \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)$. Thus, $\mathbb{Q}^{\mathbb{Z}_{\ell}} \oplus \mathbb{Q}^{\mathbb{Z}_{\ell}}$ has the decomposition (3.2.2) into irreducible $\mathbb{Q}$-subrepresentations of $\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right) \rtimes \mathbb{Z}_{\ell}^{\times}$.

For $k \in \mathbb{Z}_{\ell}$, let $\mathbf{v}_{k}=\sum_{i \in \mathbb{Z}_{\ell}} \bar{\zeta}_{\ell}^{k i} \mathbf{e}_{i}$ be the basis vector for the one-dimensional $\mathbb{C}$ representation $V_{k}$ of $\mathbb{Z}_{\ell}$. The vectors $\mathbf{v}_{0}, \ldots, \mathbf{v}_{\ell-1}$ will be called the discrete Fourier basis. The discrete Fourier transform (DFT) of $\mathbf{u} \in \mathbb{Q}^{\mathbb{Z}_{\ell}}$ is $\mu_{k}(\mathbf{u})=\left\langle\mathbf{v}_{k} \mid \mathbf{u}\right\rangle, k \in \mathbb{Z}_{\ell}$.

The power spectral density (PSD) of $\mathbf{u} \in \mathbb{Q}^{\mathbb{Z}_{\ell}}$ is $\left|\mu_{k}(\mathbf{u})\right|^{2}, k \in \mathbb{Z}_{\ell}$. The following theorem states an equivalent condition that an LP must satisfy in terms of the PSD.

Theorem 3.2.10 (Fletcher et al. [18]). Let $\mathbf{u}, \mathbf{v} \in\{-1,1\}^{\ell}$. Then ( $\mathbf{u}, \mathbf{v}$ ) is an LP if and only if

$$
\left|\mu_{k}(\mathbf{u})\right|^{2}+\left|\mu_{k}(\mathbf{v})\right|^{2}=2(\ell+1), \quad \text { for } k \in \mathbb{Z}_{\ell}-\{0\} .
$$

We say that there is a vanishing sum of $m \ell$ th roots of unity if there exists $m \ell$ th roots of unity $x_{1}, \ldots, x_{m}$ (not necessarily distinct) satisfying $x_{1}+\cdots+x_{m}=0$. We have the following result.

Theorem 3.2.11 (Lam and Leung [33]). Suppose that $\ell=p_{1}^{n_{1}} \ldots p_{s}^{n_{s}}$ for distinct primes $p_{1}, \ldots, p_{s}$ and $n_{1}, \ldots, n_{s} \in \mathbb{Z}_{\geqslant 1}$. Then there exists a vanishing sum of $m \ell$ th roots of unity if and only if $m=a_{1} p_{1}+\cdots+a_{s} p_{s}$ for some $a_{1}, \ldots, a_{s} \in \mathbb{Z}_{\geqslant 0}$.

Let $0 \leqslant m \leqslant \ell$. We say $\ell$ is $m$-balanced if there is a vanishing sum of $m$ distinct $\ell$ th roots of unity. Since $\sum_{j=0}^{\ell-1} \zeta_{\ell}^{j}=0, \ell$ is $m$-balanced if and only if $\ell$ is $(\ell-m)$-balanced.

Theorem 3.2.12 (Sivek [34]). Suppose that $\ell=p_{1}^{n_{1}} \ldots p_{s}^{n_{s}}$ for distinct primes $p_{1}, \ldots, p_{s}$ and $n_{1}, \ldots, n_{s} \in \mathbb{Z}_{\geqslant 1}$. Then $\ell$ is $m$-balanced if and only if $m=a_{1} p_{1}+\cdots+a_{s} p_{s}$ and $\ell-m=b_{1} p_{1}+\cdots+b_{s} p_{s}$ for some $a_{1}, \ldots, a_{s}, b_{1}, \ldots, b_{s} \in \mathbb{Z}_{\geqslant 0}$.

Let $\mathbf{u} \in\{-1,1\}^{\ell}$ satisfy $\langle\mathbf{1} \mid \mathbf{u}\rangle=-1$. Let $J=\left\{j \in \mathbb{Z}_{\ell} \mid \mathbf{u}(j)=-1\right\}$. Then $\mu_{k}(\mathbf{u})$, for $k \neq 0$, has two forms

$$
\begin{equation*}
\mu_{k}(\mathbf{u})=-2 \sum_{j \in J} \zeta_{\ell}^{k j}=2 \sum_{j \notin J} \zeta_{\ell}^{k j} . \tag{3.2.3}
\end{equation*}
$$

Note that $|J|=(\ell+1) / 2$.

Lemma 3.2.13. Let $\ell=p^{n}, p$ an odd prime, and $n \in \mathbb{Z}_{\geqslant 1}$. Let $\mathbf{u} \in\{-1,1\}^{\ell}$ satisfy $\langle\mathbf{1} \mid \mathbf{u}\rangle=-1$. Then $\mu_{k}(\mathbf{u}) \neq 0$ for each $k \in \mathbb{Z}_{\ell}$.

Proof. Since $\mu_{0}(\mathbf{u})=-1$ we need to only verify for $k \in[\ell-1]$. Suppose for a contradiction that $\mu_{k}(\mathbf{u})=0$ for some $k \in[\ell-1]$. By equation (3.2.3), $\sum_{j \in J} \zeta_{\ell}^{k j}=0$. By Theorem 3.2.11,

$$
\frac{\ell+1}{2}=a p
$$

for some $a \in \mathbb{Z}_{\geqslant 0}$. This means that $p \mid((\ell+1) / 2)$, a contradiction. Therefore, $\mu_{k}(\mathbf{u}) \neq 0$ for each $k \in \mathbb{Z}_{\ell}$.

Lemma 3.2.14. Let $\ell=p q, p, q$ distinct odd primes. Let $\mathbf{u} \in\{-1,1\}^{\ell}$ satisfy $\langle\mathbf{1} \mid \mathbf{u}\rangle=$ -1 . Then $\mu_{k}(\mathbf{u}) \neq 0$ for each $k \in \mathbb{Z}_{\ell}$.

Proof. Since $\mu_{0}(\mathbf{u})=-1$ we need to only verify for $k \in[\ell-1]$. Suppose for a contradiction that $\mu_{k}(\mathbf{u})=0$ for some $k \in[\ell-1]$. By equation (3.2.3),

$$
\begin{equation*}
\sum_{j \in J} \zeta_{\ell}^{k j}=\sum_{j \notin J} \zeta_{\ell}^{k j}=0 \tag{3.2.4}
\end{equation*}
$$

We proceed by considering the cases $(k, \ell)=1, p, q$. We need not consider the case $(k, \ell)=\ell$ as $k \leqslant \ell-1$. Suppose that $(k, \ell)=1$. Then $\zeta_{\ell}^{k}$ is a primitive $\ell$ th root of unity. Therefore, the summands in equations (3.2.4) are of distinct roots of unity. This means $\ell$ is $(\ell+1) / 2$-balanced. By Theorem 3.2.12,

$$
\frac{\ell+1}{2}=a p+b q \text { and } \frac{\ell-1}{2}=c p+d q
$$

for some $a, b, c, d \in \mathbb{Z}_{\geqslant 0}$. This means

$$
\ell=\frac{\ell+1}{2}+\frac{\ell-1}{2}=(a+c) p+(b+d) q .
$$

If $a+c \neq 0$ and $b+d \neq 0$, then $p \mid(b+d)$ and $q \mid(a+c)$. Consequently,

$$
\ell=(a+c) p+(b+d) q \geqslant p q+p q=2 \ell
$$

a contradiction. Suppose that $a+c=0$. Then $a=c=0$ subsequently $q \mid((\ell+1) / 2)$, a contradiction. A similar contradiction occurs if $b+d=0$. Therefore, $\mu_{k}(\mathbf{u}) \neq 0$.

Suppose that $(k, \ell)=p$. Since $o\left(\zeta_{\ell}^{k}\right)=\ell /(k, \ell)=(p q) / p=q, \zeta_{\ell}^{k}$ is a primitive $q$ th root of unity. This means $\sum_{j \in J} \zeta_{\ell}^{k j}=0$ is a vanishing sum of $q$ th roots of unity. By Theorem 3.2.11,

$$
\frac{\ell+1}{2}=a q
$$

for some $a \in \mathbb{Z}_{\geqslant 0}$ subsequently $q \mid((\ell+1) / 2)$, a contradiction. A similar contradiction is reach in the case of $(k, \ell)=q$. Therefore, $\mu_{k}(\mathbf{u}) \neq 0$ for each $k \in \mathbb{Z}_{\ell}$.

Lemma 3.2.15. Let $V$ be a vector space over $\mathbb{F}$. Let $S \subseteq V$. Then $\operatorname{Aff}(S)-x$ is a linear space for any $x \in \operatorname{Aff}(S)$.

Proof. Let $x \in \operatorname{Aff}(S)$ and let $W=\operatorname{Aff}(S)-x$. $W$ is non-empty as $0=x-x \in W$. Let $w, w^{\prime} \in W$ and $\alpha \in \mathbb{F}$. Then $w=\sum_{i} \lambda_{i} s_{i}-x, w^{\prime}=\sum_{j} \mu_{j} s_{j}-x$, where $\lambda_{j}, \mu_{j} \in \mathbb{F}$ and $\sum_{i} \lambda_{i}=\sum_{j} \mu_{j}=1$. Observe

$$
\alpha w+w^{\prime}=\alpha\left(\sum_{i} \lambda_{i} s_{i}-x\right)+\sum_{j} \mu_{j} s_{j}-x=\sum_{i} \alpha \lambda_{i} s_{i}+\sum_{j} \mu_{j} s_{j}-\alpha x-x
$$

and

$$
\sum_{i} \alpha \lambda_{i}+\sum_{j} \mu_{j}-\alpha=\alpha+1-\alpha=1 .
$$

Therefore, $\alpha w+w^{\prime} \in W$ which means $W$ is a linear space.
Lemma 3.2.16. Let $V$ be a vector space over $\mathbb{F}$. Let $S \subseteq V$. Then $\operatorname{Aff}_{\mathbb{F}}(S)=$ $\operatorname{Span}_{\mathbb{F}}(S)$ if and only if $\mathbf{0} \in \operatorname{Aff}_{\mathbb{F}}(S)$.

Proof. If $\operatorname{Aff}(S)=\operatorname{Span}(S)$, then $\operatorname{Aff}(S)$ is a linear space which means $\mathbf{0} \in \operatorname{Aff}(S)$. Suppose now that $\mathbf{0} \in \operatorname{Aff}(S)$. By Lemma 3.2.15, $\operatorname{Aff}(S)=\operatorname{Aff}(S)-\mathbf{0}$ is a linear space. Then since $S \subseteq \operatorname{Aff}(S), \operatorname{Span}(S) \subseteq \operatorname{Aff}(S)$. Furthermore, since affine combinations are linear combinations, $\operatorname{Aff}(S) \subseteq \operatorname{Span}(S)$. Therefore, $\operatorname{Aff}(S)=\operatorname{Span}(S)$.

Let $(\rho, V)$ be a unitary representation of a group $G$. Let $S \subseteq V$ be nonempty. Then the barycenter of $S$ is $\beta(S)=(1 /|S|) \sum_{\mathbf{v} \in S} \mathbf{v}$. The fixed space of $V$ is $V^{G}=$ $\{\mathbf{v} \in V \mid \rho(g) \mathbf{v}=\mathbf{v} \forall g \in G\}$. It is easy to show that $V^{G}$ is a subrepresentation of $V$. By Theorem 3.2.1, there exists a subrepresentation orthogonal to $V^{G}$. Let $\mathbf{P}$ be the orthogonal projection matrix onto $V^{G}$.

Lemma 3.2.17. Let $(\rho, V)$ be a unitary representation of a group $G$. Let $\mathbf{x} \in V$. Then $\mathbf{P x}=\beta(G \mathbf{x})$.

Proof. Let $\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}$ be an orthonormal basis for $V^{G}$. Then

$$
\mathbf{P y}=\sum_{i \in[k]}\left\langle\mathbf{u}_{i} \mid \mathbf{y}\right\rangle \mathbf{u}_{i} .
$$

for any $\mathbf{y} \in V$. Let $S=G \mathbf{x}$. Then, for each $i \in[k]$ and $\mathbf{v}=r \mathbf{x} \in S$ for some $r \in G$, we have

$$
\left\langle\mathbf{u}_{i} \mid r \mathbf{x}\right\rangle=\left\langle r \mathbf{u}_{i} \mid r \mathbf{x}\right\rangle=\left\langle\mathbf{u}_{i} \mid \mathbf{x}\right\rangle .
$$

Then

$$
\left\langle\mathbf{u}_{i} \mid \beta(G \mathbf{x})\right\rangle=\frac{1}{|S|} \sum_{r \mathbf{x} \in S}\left\langle\mathbf{u}_{i} \mid r \mathbf{x}\right\rangle=\frac{1}{|S|} \sum_{r \mathbf{x} \in S}\left\langle\mathbf{u}_{i} \mid \mathbf{x}\right\rangle=\left\langle\mathbf{u}_{i} \mid \mathbf{x}\right\rangle .
$$

Since $\beta(G \mathbf{x}) \in V^{G}$,

$$
\beta(G \mathbf{x})=\sum_{i \in[k]}\left\langle\mathbf{u}_{i} \mid \beta(G \mathbf{x})\right\rangle \mathbf{u}_{i}=\sum_{i \in[k]}\left\langle\mathbf{u}_{i} \mid \mathbf{x}\right\rangle \mathbf{u}_{i}=\mathbf{P} \mathbf{x}
$$

Lemma 3.2.18. Let $\left(R, \mathbb{Q}^{\mathbb{Z}_{\ell}}\right)$ be the regular $\mathbb{Q}$-representation of $\mathbb{Z}_{\ell}$. Then the projection matrix $\mathbf{P}_{0}$ onto the fixed space of $\mathbb{Q}^{\mathbb{Z}_{\ell}}$ is $(1 / \ell) \mathbf{J}$, where $\mathbf{J}$ is the $\ell \times \ell$ matrix of all one's.

Proof. Notice that the fixed space of $V$ is a direct sum of copies of the trivial repre-
sentation of $\mathbb{Z}_{\ell}$. By Theorem 3.2.2,

$$
\mathbf{P}_{0}=\frac{1}{\ell} \sum_{j \in \mathbb{Z}_{\ell}} \overline{\chi_{0}(j)} \mathbf{M}_{R(j)}=\frac{1}{\ell} \sum_{j \in \mathbb{Z}_{\ell}} \mathbf{M}_{R(j)}=\frac{1}{\ell} \mathbf{J} .
$$

### 3.3 Main results

We start with the proof of the first of our main results.

## Proof of Theorem 3.1.1.

Proof. Let $\mathcal{F}_{1}=\left\{\mathbf{u} \in\{-1,1\}^{\ell} \mid \exists \mathbf{v} \ni(\mathbf{u}, \mathbf{v})\right.$ is an $\left.\operatorname{LP}\right\}$ and $\mathcal{F}_{2}=\left\{\mathbf{v} \in\{-1,1\}^{\ell} \mid \exists \mathbf{u} \ni\right.$ $(\mathbf{u}, \mathbf{v})$ is an LP $\}$. By symmetry, $\mathcal{F}_{1}=\mathcal{F}_{2}$. Since $\mathcal{F} \neq \varnothing$, there exists $\left(\mathbf{u}^{\top}, \mathbf{v}^{\top}\right)^{\top} \in \mathcal{F}$. Then $\mathbf{u} \in \mathcal{F}_{1}$ and $\mathbf{v} \in \mathcal{F}_{2}$. Let $\mathbf{p}=\beta\left(\mathbb{Z}_{\ell} \mathbf{u}\right)=-1 / \ell \mathbf{1}$. Then $\mathbf{p} \in \operatorname{Conv}\left(\mathcal{F}_{1}\right) \subseteq \operatorname{Aff}\left(\mathcal{F}_{1}\right)$. To reach the desired conclusion observe the following facts:
(i) Since $\mathcal{F}_{1}=\mathcal{F}_{2}, \operatorname{Span}_{\mathbb{C}}\left(\mathcal{F}_{1}-\mathbf{p}\right)=\operatorname{Span}_{\mathbb{C}}\left(\mathcal{F}_{2}-\mathbf{p}\right)$.
(ii) Since both $\operatorname{Span}_{\mathbb{C}}\left(\mathcal{F}_{1}-\mathbf{p}\right)$ and $\operatorname{Span}_{\mathbb{C}}\left(\mathcal{F}_{2}-\mathbf{p}\right)$ are $\mathbb{Z}_{\ell^{-}}$-stable subrepresentations of $\left(\mathbb{Q}^{\mathbb{Z}_{\ell}}\right)_{\mathbb{C}}$ orthogonal to $\mathbf{1}$, both $\operatorname{Span}_{\mathbb{C}}\left(\mathcal{F}_{1}-\mathbf{p}\right)$ and $\operatorname{Span}_{\mathbb{C}}\left(\mathcal{F}_{2}-\mathbf{p}\right)$ must be an orthogonal direct sum of the irreducible $\mathbb{C}$-representations $V_{1}, \ldots, V_{\ell-1}$ of $\left(\mathbb{Q}^{\mathbb{Z}_{\ell}}\right)_{\mathbb{C}}$.
(ii) Both $\operatorname{Span}_{\mathbb{C}}\left(\mathcal{F}_{1}-\mathbf{p}\right)$ and $\operatorname{Span}_{\mathbb{C}}\left(\mathcal{F}_{2}-\mathbf{p}\right)$ cannot be orthogonal to an irreducible $V_{k}$ for some $k=1, \ldots, \ell-1$. For this would imply that the DFT of $\mathbf{u}$ and $\mathbf{v}$ must satisfy

$$
\mu_{k}(\mathbf{u})=\left\langle\mathbf{u} \mid \mathbf{v}_{k}\right\rangle=\left\langle\mathbf{u}-\mathbf{p} \mid \mathbf{v}_{k}\right\rangle=0,
$$

similarly, $\mu_{k}(\mathbf{v})=0$, contradicting Theorem 3.2.10.

By (i),(ii), and (iii),

$$
\operatorname{Span}_{\mathbb{C}}\left(\mathcal{F}_{1}-\mathbf{p}\right)=V_{1} \oplus \cdots \oplus V_{\ell-1} \text { and } \operatorname{Span}_{\mathbb{C}}\left(\mathcal{F}_{2}-\mathbf{p}\right)=V_{1} \oplus \cdots \oplus V_{\ell-1}
$$

Let $\mathbf{f}=\beta\left(\left(\mathbb{Z}_{\ell} \times \mathbb{Z}_{\ell}\right)\left(\mathbf{u}^{\top}, \mathbf{v}^{\top}\right)^{\top}\right)=-1 / \ell\left(\mathbf{1}^{\top}, \mathbf{1}^{\top}\right)^{\top}$. Then $\mathbf{f} \in \operatorname{Conv}(\mathcal{F}) \subseteq \operatorname{Aff}(\mathcal{F})$. It is evident that

$$
\operatorname{Span}_{\mathbb{C}}(\mathcal{F}-\mathbf{f})=\operatorname{Span}_{\mathbb{C}}\left(\mathcal{F}_{1}-\mathbf{p}\right) \oplus \operatorname{Span}_{\mathbb{C}}\left(\mathcal{F}_{2}-\mathbf{p}\right)
$$

Then by Theorem 3.2.6, $\operatorname{Span}_{\mathbb{Q}}\left(\mathcal{F}_{i}-\mathbf{p}\right)=\bigoplus_{\substack{d \mid \ell \\ d \neq \ell}} \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)$ for $i=1,2$, and by fact (i),

$$
\operatorname{Span}_{\mathbb{Q}}(\mathcal{F}-\mathbf{f})=\left(\bigoplus_{\substack{d \mid \ell \\ d \neq \ell}} \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)\right) \oplus\left(\underset{\substack{d \mid \ell \\ d \neq \ell}}{\left.\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)\right) .}\right.
$$

Hence,
$\operatorname{dim}\left(\operatorname{Conv}(\mathcal{F})=\operatorname{dim}(\operatorname{Span}(\mathcal{F}-\mathbf{f}))=\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Span}_{\mathbb{Q}}(\mathcal{F}-\mathbf{f})\right)=(\ell-1)+(\ell-1)=2 \ell-2\right.$.

The complexification of a vector space $U_{\mathbb{C}}$ of $U$ over $\mathbb{Q}$ is defined as $U_{\mathbb{C}}=\mathbb{C} \otimes_{\mathbb{Q}} U$. Suppose that $\langle\cdot \mid \cdot\rangle$ is the inner product of $V$. It is plain to show that an inner product on $V_{\mathbb{C}}$ may be defined as $\left\langle z \otimes \mathbf{v} \mid z^{\prime} \otimes \mathbf{v}^{\prime}\right\rangle=z \overline{z^{\prime}}\left\langle\mathbf{v} \mid \mathbf{v}^{\prime}\right\rangle$. Then the following lemma follows immediately.

Lemma 3.3.1. Let $V$ be an inner product space over $\mathbb{Q}$ and $U, W$ subspaces of $V$. Then $U$ is orthogonal to $W$ if and only if $U_{\mathbb{C}}$ is orthogonal to $W_{\mathbb{C}}$.

Lemma 3.3.2. Let $p, q$ be distinct odd primes and $n \in \mathbb{Z}_{\geqslant 1}$. Suppose that $\ell=p^{n}$ or $\ell=p q$. Let $\mathbf{u} \in\{-1,1\}^{\ell}$ satisfy $\langle\mathbf{1} \mid \mathbf{u}\rangle=-1$ and let $\mathbf{y}=\mathbf{u}+(1 / \ell) \mathbf{1}$. Then

$$
\operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)=\bigoplus_{\substack{d \mid \ell \\ d \neq \ell}} \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)
$$

where $\mathbf{P}_{d}$ is defined in Theorem 3.2.6.
Proof. Since $\operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)$ is $\mathbb{Z}_{\ell^{-}}$-stable, it is a $\mathbb{Q}$-subrepresentation of $\mathbb{Q}^{\mathbb{Z}_{\ell}}$. Then, by Theorem 3.2.1, $\operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)$ is an orthogonal direct sum of irreducible $\mathbb{Q}$-subrepresentations
of $\mathbb{Q}^{\mathbb{Z}_{\ell}}$. By Theorem 3.2.6, the irreducible $\mathbb{Q}$-subrepresentations of $\mathbb{Q}^{\mathbb{Z}_{\ell}}$ are $\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)$ for each divisor $d$ of $\ell$. We first show that $\operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)$ is orthogonal only to $\mathrm{Col}_{\mathbb{Q}}\left(\mathbf{P}_{0}\right)$. Since $\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{0}\right)=\operatorname{Span}_{\mathbb{Q}}(\mathbf{1}),\langle\mathbf{y} \mid \mathbf{1}\rangle=0$, and the representation is unitary, we have $\operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)$ is orthogonal to $\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{0}\right)$.

Consider now $d \neq \ell$. Since $\left(\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)\right)_{\mathbb{C}}=\operatorname{Col}_{\mathbb{C}}\left(\mathbf{P}_{d}\right)$ is spanned by $\mathbf{v}_{k}=\sum_{i \in \mathbb{Z}_{\ell}} \bar{\zeta}_{\ell}^{k i} \mathbf{e}_{i}$ for $k \in \mathbb{Z}_{\ell}$ such that $(k, \ell)=d$,

$$
\left\langle\mathbf{v}_{k} \mid \mathbf{y}\right\rangle=\left\langle\mathbf{v}_{k} \left\lvert\, \mathbf{u}+\frac{1}{\ell} \mathbf{1}\right.\right\rangle=\left\langle\mathbf{v}_{k} \mid \mathbf{u}\right\rangle=\mu_{k}(\mathbf{u}) .
$$

By Lemmas 3.2.13 and 3.2.14, $\left\langle\mathbf{y} \mid \mathbf{v}_{k}\right\rangle \neq 0$. Since this holds for each $k$, by Lemma 3.3.1, $\operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)$ is not orthogonal to $\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)$. As this holds for each divisor $d \neq \ell$ of $\ell$, we must have

$$
\operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)=\bigoplus_{\substack{d \mid \ell \\ d \neq \ell}} \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)
$$

Corollary 3.3.3. Let $\ell$ and $\mathbf{y}$ be as in Lemma 3.3.2. Then $\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)\right)=\ell-1$.
Proof. By Lemma 3.3.2, $\operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)=\bigoplus_{\substack{d \mid \ell \\ d \neq \ell}} \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)$. Since $\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{0}\right)\right)=1$, we have

$$
\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)\right)=\operatorname{dim}_{\mathbb{Q}}\left(\mathbb{Q}^{\mathbb{Z}_{\ell}}\right)-\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{0}\right)\right)=\ell-1
$$

Corollary 3.3.4. Let $\mathbf{1}^{\perp}$ denote the orthogonal complement of $\operatorname{Span}_{\mathbb{Q}}(\mathbf{1})$ in $\mathbb{Q}^{\mathbb{Z}_{\ell}}$. Then

$$
\mathbf{1}^{\perp}=\bigoplus_{\substack{d \mid \ell \\ d \neq \ell}} \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)
$$

is the decomposition of $\mathbf{1}^{\perp}$ into irreducible subrepresentations of $\mathbb{Q}^{\mathbb{Z}_{\ell}}$.

Proof. Since $\mathbb{Q}^{\mathbb{Z}_{\ell}}=\operatorname{Span}_{\mathbb{Q}}(\mathbf{1}) \oplus \mathbf{1}^{\perp}$, we have $\mathbf{I}_{\mathbb{Q}^{\mathbb{Z}_{\ell}}}=\mathbf{P}_{0}+\mathbf{P}_{\mathbf{1}^{\perp}}$, where $\mathbf{I}_{\mathbb{Q}^{\mathbb{Z}_{\ell}}}$ is the
identity matrix on $\mathbb{Q}^{\mathbb{Z}_{\ell}}$. Since $\mathbf{I}_{\mathbb{Q}^{\mathbb{Z}_{\ell}}}=\sum_{d \mid \ell} \mathbf{P}_{d}$, we have

$$
\mathbf{P}_{1^{\perp}}=\mathbf{I}_{\mathbb{Q}^{\mathbb{Z}_{\ell}}}-\mathbf{P}_{0}=\sum_{\substack{d \mid \ell \\ d \neq \ell}} \mathbf{P}_{d} .
$$

Therefore,

$$
\mathbf{1}^{\perp}=\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{\mathbf{1}^{\perp}}\right)=\operatorname{Col}_{\mathbb{Q}}\left(\sum_{\substack{d \mid \ell \\ d \neq \ell}} \mathbf{P}_{d}\right)=\bigoplus_{\substack{d \mid \ell \\ d \neq \ell}} \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)
$$

Here we used the fact that the $\mathbf{P}_{d}$ 's are orthogonal projection matrices that necessarily satisfy $\mathbf{P}_{d} \mathbf{P}_{d^{\prime}}=\delta_{d d^{\prime}} \mathbf{P}_{d}$, where $\delta_{d d^{\prime}}$ is the Kronecker delta function.

Corollary 3.3.5. Let $\mathbf{1}^{\perp}$ be as defined in Corollary 3.3.4. Then

$$
\operatorname{dim}_{\mathbb{Q}}\left(\mathbf{1}^{\perp}\right)=\ell-1
$$

Proof. Since $\mathbb{Q}^{\mathbb{Z}_{\ell}}=\operatorname{Span}_{\mathbb{Q}}(\mathbf{1}) \oplus \mathbf{1}^{\perp}$, the result follows immediately.
Lemma 3.3.6. Let $p, q$ be distinct odd primes and $n \in \mathbb{Z}_{\geqslant 1}$. Suppose that $\ell=p^{n}$ or $\ell=p q$. Let $\mathbf{u} \in\{-1,1\}^{\ell}$ satisfy $\langle\mathbf{1} \mid \mathbf{u}\rangle=-1$. Then $\operatorname{dim}\left(\operatorname{Aff}\left(\mathbb{Z}_{\ell} \mathbf{u}\right)\right)=\ell-1$.

Proof. Let $\mathbf{y}=\mathbf{u}-\mathbf{P}_{0} \mathbf{u}$, where $\mathbf{P}_{0}$ is the projection onto the fixed space of $\mathbb{Q}^{\mathbb{Z}_{\ell}}$. By Lemma 3.2.18, $\mathbf{y}=\mathbf{u}+(1 / \ell)$ 1. Since $\mathbf{P}_{0} \mathbf{y}=\mathbf{P}_{0} \mathbf{u}-\mathbf{P}_{0}^{2} \mathbf{u}=\mathbf{0}$ and $\beta\left(\mathbb{Z}_{\ell} \mathbf{y}\right)=\mathbf{P}_{0} \mathbf{y}$ by Lemma 3.2.17, $\mathbf{0}=\beta\left(\mathbb{Z}_{\ell} \mathbf{y}\right) \in \operatorname{Conv}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)$ as $\beta\left(\mathbb{Z}_{\ell} \mathbf{y}\right)$ is a convex combination of points of $\mathbb{Z}_{\ell} \mathbf{y}$. Then by Lemma 3.2.16, we have $\operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)=\mathrm{Aff}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)$. Observe that

$$
\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Aff}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{u}\right)\right)=\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Aff}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{u}\right)+(1 / \ell) \mathbf{1}\right)=\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Aff}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)\right)=\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)\right)
$$

Then by Corollary 3.3.3,

$$
\operatorname{dim}\left(\operatorname{Aff}\left(\mathbb{Z}_{\ell} \mathbf{u}\right)\right)=\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Aff}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{u}\right)\right)=\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)\right)=\ell-1
$$

We now prove the main results.

## Proof of Theorem 3.1.2.

Let $\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Aff}_{\mathbb{Q}}\left(\mathcal{F}_{\mathbf{u}^{0}}\right)\right)=r_{1}$ and $\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Aff}_{\mathbb{Q}}\left(\mathcal{F}_{\mathbf{v}^{0}}\right)\right)=r_{2}$. Let $X_{1}=\left(\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}\right) \mathbf{u}^{0}$, $X_{2}=\left(\mathbb{Z}_{\ell} \rtimes \mathbb{Z}_{\ell}^{\times}\right) \mathbf{v}^{0}$. Since $\beta\left(X_{i}\right)=-(1 / \ell) \mathbf{1}$ for $i=1,2,-(1 / \ell) \mathbf{1}$ is a convex combination of points of $X_{i}$. Then, $-(1 / \ell) \mathbf{1} \in \operatorname{Aff}_{\mathbb{Q}}\left(\mathcal{F}_{\mathbf{u}^{0}}\right)$ and $-(1 / \ell) \mathbf{1} \in \operatorname{Aff}\left(\mathbb{Q}\left(\mathcal{F}_{\mathbf{v}^{0}}\right)\right.$ as $X_{1}=\mathcal{F}_{\mathbf{u}^{0}}$ and $X_{2}=\mathcal{F}_{\mathbf{v}^{0}}$. Hence,

$$
\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Span}_{\mathbb{Q}}\left(X_{i}+(1 / \ell) \mathbf{1}\right)\right)=r_{i} .
$$

Since $X_{i}$ and $\{\mathbf{1}\}$ are $\mathbb{Z}_{\ell^{\prime}}$-stable sets, $\operatorname{Span}_{\mathbb{Q}}\left(X_{i}+(1 / \ell) \mathbf{1}\right)$ is $\mathbb{Z}_{\ell^{-}}$-stable for $i=1,2$. Moreover, $\operatorname{Span}_{\mathbb{Q}}\left(X_{i}+(1 / \ell) \mathbf{1}\right) \subseteq \mathbf{1}^{\perp}$ as each vector in $X_{i}+(1 / \ell) \mathbf{1}$ is in $\mathbf{1}^{\perp}$. Now, by Theorem 3.2.7, there exists $U_{i} \subseteq\{d \in[\ell]: d \mid \ell\}$ such that

$$
\mathbf{1}^{\perp}=\operatorname{Span}_{\mathbb{Q}}\left(X_{i}+\frac{1}{\ell} \mathbf{1}\right) \oplus\left(\Theta_{d \in U_{i}} \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right)\right)
$$

Since $\operatorname{dim}_{\mathbb{Q}}\left(\mathbf{1}^{\perp}\right)=\ell-1$,

$$
\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Span}_{\mathbb{Q}}\left(X_{i}+\frac{1}{\ell} \mathbf{1}\right)\right)=\ell-1-\left(\sum_{d \in U_{i}} \phi\left(\frac{l}{d}\right)\right)=\sum_{d \mid \ell, d \neq \ell, d \notin U_{i}} \phi\left(\frac{l}{d}\right)
$$

for $i=1,2$.
Now, we prove that $U_{1} \cap U_{2}=\varnothing$. For the sake of contradiction let $d^{\prime} \in U_{1} \cap U_{2}$ be such that $d^{\prime} \neq \ell$. This implies that for each $i=1,2, \operatorname{Span}_{\mathbb{C}}\left(X_{i}+(1 / \ell) \mathbf{1}\right)$ is orthogonal to $\operatorname{Col}_{\mathbb{C}}\left(\mathbf{P}_{d^{\prime}}\right)$. Also, $\operatorname{Col}_{\mathbb{C}}\left(\mathbf{P}_{d^{\prime}}\right) \subset\left(\mathbb{Q}^{\mathbb{Z}_{\ell}}\right)_{\mathbb{C}}$ and $\operatorname{Col}_{\mathbb{C}}\left(\mathbf{P}_{d^{\prime}}\right)$ is invariant under the action of $\mathbb{Z}_{\ell}$. Then by Theorems 3.2 .1 and 3.2.5, there exists $U^{\prime} \subset \mathbb{Z}_{\ell}-\{0\}$ such that $\operatorname{Col}_{\mathbb{C}}\left(\mathbf{P}_{d^{\prime}}\right)=\bigoplus_{i \in U^{\prime}} V_{i}$. This implies that for each $i=1,2, \operatorname{Span}_{\mathbb{C}}\left(X_{i}+(1 / \ell) \mathbf{1}\right)$ is
orthogonal to an irreducible $V_{k}$ for some $k \in[\ell-1]$. Then

$$
\mu_{k}\left(\mathbf{u}^{0}\right)=\mu_{k}\left(\mathbf{u}^{0}+\frac{1}{\ell} \mathbf{1}\right)=0,
$$

similarly, $\mu_{k}\left(\mathbf{v}^{0}\right)=0$, contradicting Theorem 3.2.10.
Now, equations (3.1.5) for $\mathcal{F}_{\mathbf{u}^{0}}$ and $\mathcal{F}_{\mathbf{v}^{0}}$ follow because

$$
\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Aff}_{\mathbb{Q}}\left(\mathcal{F}_{\mathbf{u}^{0}}\right)\right)=\operatorname{dim}\left(\operatorname{Aff}\left(\mathcal{F}_{\mathbf{u}^{0}}\right)\right) \text { and } \operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Aff}_{\mathbb{Q}}\left(\mathcal{F}_{\mathbf{v}^{0}}\right)\right)=\operatorname{dim}\left(\operatorname{Aff}\left(\mathcal{F}_{\mathbf{v}^{0}}\right)\right) .
$$

Proof of Corollary 3.1.3. Since $\mathbb{Z}_{\ell} \mathbf{u}^{0} \subseteq \mathcal{F}_{\mathbf{u}^{0}}, \operatorname{Conv}\left(\mathbb{Z}_{\ell} \mathbf{u}^{0}\right) \subseteq \operatorname{Conv}\left(\mathcal{F}_{\mathbf{u}^{0}}\right)$. Then, by Lemma 3.3.6,
$\ell-1=\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Aff}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{u}^{0}\right)\right)=\operatorname{dim}\left(\operatorname{Aff}\left(\mathbb{Z}_{\ell} \mathbf{u}^{0}\right)\right)=\operatorname{dim}\left(\operatorname{Conv}\left(\mathbb{Z}_{\ell} \mathbf{u}^{0}\right)\right) \leqslant \operatorname{dim}\left(\operatorname{Conv}\left(\mathcal{F}_{\mathbf{u}^{0}}\right)\right)$.

The result now follows from Theorem 3.1.2 as $U=\varnothing$ is the only possibility.

Corollary 3.3.7. Let $p, q$ be distinct odd primes and $n \in \mathbb{Z}_{\geqslant 1}$. Let $\ell=p^{n}$ or $\ell=p q$. Let $\left(\mathbf{u}^{0}, \mathbf{v}^{0}\right)$ be an LP of length $\ell$. Then the only linear constraints implied by the integrality of the constraints (3.1.1) are of the form

$$
\begin{equation*}
\mathbf{1}^{\top} \mathbf{u}^{0}=-1 \text { and } \mathbf{1}^{\top} \mathbf{v}^{0}=-1 \tag{3.3.1}
\end{equation*}
$$

Proof. Any other linear constraint different from constraints (3.3.1) would necessarily imply that $\operatorname{dim}\left(\operatorname{Conv}\left(\mathcal{F}_{\mathbf{u}^{0}}\right)\right)<\ell-1$ and $\operatorname{dim}\left(\operatorname{Conv}\left(\mathcal{F}_{\mathbf{v}^{0}}\right)\right)<\ell-1$, contradicting Corollary 3.1.3.

### 3.4 Recent advancements

The work presented in this section are results that have been established recently that will be used in continuing work for the LP problem.

Lemma 3.4.1 (Sylvester). Let $a, b, n \in \mathbb{Z}_{\geqslant 0}$. If $(a, b)=1$ and $n \geqslant(a-1)(b-1)$, then there exists integers $x, y \geqslant 0$ such that $n=x a+y b$.

Suppose that $\ell=p q m$ where $p, q$ are odd primes, $3 \leqslant p<q$ and $m$ is an odd integer such that $m>2$. Since $\ell>2(p-1)(q-1)$, we have $\ell-1 \geqslant 2(p-1)(q-1)$, which implies $(\ell-1) / 2 \geqslant(p-1)(q-1)$. By Lemma 3.4.1, $(\ell+1) / 2=a p+b q$ and $(\ell-1) / 2=c p+d q$ for some $a, b, c, d \in \mathbb{Z}_{\geqslant 0}$. Hence, by Theorem 3.2.12 there exists a $J \subset \mathbb{Z}_{\ell}$ such that $|J|=(\ell+1) / 2$ and the corresponding $\mu_{k}(\mathbf{u})$ is 0 whenever $k$ satisfies $(k, \ell)=1$. This means that $\operatorname{dim}\left(\operatorname{Conv}\left(\mathcal{F}_{\mathbf{u}^{0}}\right)\right) \leqslant \ell-1-\phi(\ell)<\ell-1$. The results below allow us to exclude a given vector $\mathbf{u}$ to form an LP with another vector $\mathbf{v}$.

Lemma 3.4.2. Let $m, n \in \mathbb{Z}$. If $m-2 \geqslant 2, n-2 \geqslant 1$ or $m-2 \geqslant 1, n-2 \geqslant 2$, then $n-2 \geqslant 2(n-1) / m$.

Proof. If $m-2 \geqslant 2, n-2 \geqslant 1$ or $m-2 \geqslant 1, n-2 \geqslant 2$, then $(m-2)(n-2) \geqslant 2$. Adding $2(n-2)$ to $(m-2)(n-2) \geqslant 2$ yields $m(n-2) \geqslant 2(n-1)$, and so $n-2 \geqslant 2(n-1) / m$.

Lemma 3.4.3. Let $p, q$ be distinct odd primes. Then the quotient of $2(q-1)(p-1)$ by division of $p$ is at least $q$.

Proof. Since for any integer $k, 2(q-1)(p-1)=(2(q-1)-k) p+(k p-2(q-1))$ we may choose the smallest such $k$ such that $k p-2(q-1) \geqslant 0$. Then $k=\lceil 2(q-1) / p\rceil$, where $\lceil n\rceil$ is the ceiling of $n$. Write $2(q-1)(p-1)=s p+r$, where $s=(2(q-1)-k)$ and $r=(k p-2(q-1))$. Now, as $p, q$ are distinct odd primes, WLOG suppose that $p \geqslant 3$, then $q \geqslant 5 \geqslant 4$. Since $p-2 \geqslant 1$ and $q-2 \geqslant 2$, by the above remark, $q-2 \geqslant 2(q-1) / p$. Therefore, $q-2 \geqslant k$. Then $s-q=2(q-1)-k-q=q-2-k \geqslant k-k=0$.

Note that since $k-1<2(q-1) / p$, then $r=p k-2(q-1)<p$. Therefore, $s$ and $r$ are the quotient and remainder of $2(q-1)(p-1)$ upon division by $p$.

Lemma 3.4.4. Let $\ell=p^{\alpha} q^{\beta}$, where $p, q$ are distinct odd primes and $\alpha, \beta \in \mathbb{Z}_{\geqslant 1}$. Then $\phi(\ell)>(\ell-1) / 2$.

Proof. By Lemma 3.4.3, $2(q-1)(p-1)=s p+r$ where $s \geqslant q$. Then

$$
\begin{aligned}
2 \phi(\ell) & =2(q-1)(p-1) p^{\alpha-1} q^{\beta-1} \\
& =(s p+r) p^{\alpha-1} q^{\beta-1} \\
& \geqslant p^{\alpha} q^{\beta}+r p^{\alpha-1} q^{\beta-1} \\
& >p^{\alpha} q^{\beta}-1 \\
& =\ell-1
\end{aligned}
$$

and the result follows.

Theorem 3.4.5. Let $\ell=p q m, p, q$ odd primes, $3 \leqslant p<q$ and $m$ an odd integer such that $m \geqslant 3$. Then no vector $\mathbf{u} \in\{-1,1\}^{\ell}$ satisfying $\mu_{k}(\mathbf{u})=0, k \in \mathbb{Z}_{\ell}^{\times}$belongs to an $L P$.

Proof. Suppose for contradiction that $(\mathbf{u}, \mathbf{v})$ is an LP. Then $\mu_{k}(\mathbf{u})=0$ implies $\mu_{k}(\mathbf{u})=$ 0 for $k \in \mathbb{Z}_{\ell}^{\times}$. By Theorem 3.2.10,

$$
\left|\mu_{k}(\mathbf{v})\right|^{2}=2(\ell+1), k \in \mathbb{Z}_{\ell}^{\times} .
$$

Then, by Corollary 3.4.8 and Lemma 3.4.4,

$$
\sum_{k=1}^{\ell-1}\left|\mu_{k}(\mathbf{v})\right|^{2}=(\ell+1)(\ell-1)<2 \phi(\ell)(\ell+1) \leqslant \sum_{k=1}^{\ell-1}\left|\mu_{k}(\mathbf{v})\right|^{2}
$$

a contradiction.

The Fourier translation of the LP problem gave us equalities and inequalities that allowed us to exclude a vector from being an LP. The strength of Fourier analysis to the LP problem will be a continuing study.

Lemma 3.4.6. Let $\mathbf{u} \in \mathbb{Q}^{\ell}$. Then $\sum_{s \in \mathbb{Z}_{\ell}} P_{\mathbf{u}}(s)=\left(\mathbf{1}^{\top} \mathbf{u}\right)^{2}$.
Proof. Let $\mathbf{C}_{\mathbf{u}}$ be the circulant matrix of $\mathbf{u}$. Then

$$
\sum_{s \in \mathbb{Z}_{\ell}} P_{\mathbf{u}}(s)=\frac{1}{\ell}\left(\mathbf{1}^{\top} \mathbf{C}_{\mathbf{u}}^{\top} \mathbf{C}_{\mathbf{u}} \mathbf{1}\right)=\mathbf{1}^{\top} \mathbf{u} \mathbf{1}^{\top} \mathbf{u}=\left(\mathbf{1}^{\top} \mathbf{u}\right)^{2}
$$

Lemma 3.4.7. Let $\mathbf{u} \in \mathbb{Q}^{\ell}$. Then

$$
\|\boldsymbol{\mu}(\mathbf{u})\|^{2}=\ell\|\mathbf{u}\|^{2} .
$$

Proof. Since $\boldsymbol{\mu}=\mathbf{U}^{\top} \mathbf{u}$, where $\mathbf{U}$ is the matrix whose columns are the discrete Fourier basis $\mathbf{v}_{0}, \ldots, \mathbf{v}_{\ell-1}$,

$$
\|\boldsymbol{\mu}(\mathbf{u})\|^{2}=\sum_{k \in \mathbb{Z}_{\ell}}\left|\mu_{k}(\mathbf{u})\right|^{2}=\boldsymbol{\mu}^{*} \boldsymbol{\mu}=\mathbf{u}^{\top} \mathbf{U}^{*} \mathbf{U} \mathbf{u}=\mathbf{u}^{\top} \ell \mathbf{I}_{\ell} \mathbf{u}=\ell\|\mathbf{u}\|^{2}
$$

where we used the fact that $\mathbf{U}^{*} \mathbf{U}=\ell \mathbf{I}_{\ell}, \mathbf{I}_{\ell}$ the $\ell \times \ell$ identity matrix.
Corollary 3.4.8. Let $\mathbf{u} \in \mathbb{Q}^{\mathbb{Z}_{\ell}}$ satisfying $\|\mathbf{u}\|^{2}=\ell$ and $\langle\mathbf{1} \mid \mathbf{u}\rangle=-1$. Then

$$
\sum_{k=1}^{\ell-1}\left|\mu_{k}(\mathbf{u})\right|^{2}=(\ell+1)(\ell-1)
$$

Proof. By Lemma 3.4.7,

$$
\sum_{k=1}^{\ell-1}\left|\mu_{k}(\mathbf{u})\right|^{2}=\|\boldsymbol{\mu}(\mathbf{u})\|^{2}-\left|\mu_{0}(\mathbf{u})\right|^{2}=\ell^{2}-1=(\ell+1)(\ell-1)
$$

The Ramanujan's sum [35] is defined by $c_{\ell}(n)=\sum_{\substack{0<k<\ell \\(k, \ell)=1}} e^{2 \pi i k n / \ell}$. It is well known
that for each $\ell, n \in \mathbb{N}$

$$
c_{\ell}(n)=\mu\left(\frac{\ell}{(\ell, n)}\right) \frac{\phi(\ell)}{\phi\left(\frac{\ell}{(\ell, n)}\right)}
$$

where

$$
\mu(n)=\left\{\begin{array}{cl}
1 & \text { if } n=1 \\
(-1)^{r} & \text { if } n=p_{1} \ldots p_{r} \text { for distinct primes } p_{1}, \ldots, p_{r} \\
0 & \text { if } n \text { is divisible by some prime square }
\end{array}\right.
$$

is the Möbius function.

Theorem 3.4.9. Let $\ell>1$ and $\mathbf{u} \in \mathbb{Q}^{\ell}$. If $d$ is a divisor of $\ell$, then

$$
\sum_{\substack{0<k<\ell \\(k, \ell)=d}}\left|\mu_{k}(\mathbf{u})\right|^{2}=\sum_{s \in \mathbb{Z}_{\ell}} c_{\frac{\ell}{d}}(s) P_{\mathbf{u}}(s)
$$

Proof. First note that

$$
\sum_{\substack{0<k<\ell \\(k, \ell)=d}} \zeta^{k(j-h)}=\sum_{\substack{0<k<\ell \\(k, \ell)=d}} e^{\frac{2 \pi i k(j-h)}{\ell}}=\sum_{\substack{0<r<\frac{\ell}{d} \\\left(r, \frac{\ell}{d}\right)=1}} e^{\frac{2 \pi i r(j-h)}{\frac{\ell}{d}}}=c_{\frac{\ell}{d}}(j-h)
$$

Let $\mathbf{1}, \mathbf{v}_{1}, \ldots, \mathbf{v}_{\ell-1}$ be the discrete Fourier basis. Note that $\mathbf{v}_{k} \mathbf{v}_{k}^{*}=\left[a_{h j}\right]$, where $a_{h j}=\zeta^{k(j-h)}$. Then

$$
\sum_{\substack{0<k<\ell \\ k, \ell)=d}} \mathbf{v}_{k} \mathbf{v}_{k}^{*}=\left[b_{h j}^{d}\right]
$$

where $b_{h j}^{d}=c_{\ell / d}(j-h)$. Since $\mu_{k}(\mathbf{u})=\mathbf{u}^{\top} \mathbf{v}_{k}$,

$$
\left|\mu_{k}(\mathbf{u})\right|^{2}=\mu_{k}(\mathbf{u}) \overline{\mu_{k}(\mathbf{u})}=\left(\mathbf{u}^{\top} \mathbf{v}_{k}\right)\left(\mathbf{v}_{k}^{*} \mathbf{u}\right)=\mathbf{u}^{\top}\left(\mathbf{v}_{k} \mathbf{v}_{k}^{*}\right) \mathbf{u} .
$$

Then

$$
\begin{aligned}
\sum_{\substack{0<k<\ell \\
(k, \ell)=d}}\left|\mu_{k}(\mathbf{u})\right|^{2} & =\mathbf{u}^{\top}\left(\sum_{\substack{0<k<\ell \\
(k, \ell)=d}} \mathbf{v}_{k} \mathbf{v}_{k}^{*}\right) \mathbf{u} \\
& =\sum_{h, j \in \mathbb{Z}_{\ell}} b_{h j}^{d} u_{h} u_{j} \\
& =\sum_{h, j \in \mathbb{Z}_{\ell}} c_{\frac{\ell}{d}}(j-h) u_{h} u_{j} \\
& =\sum_{s, h \in \mathbb{Z}_{\ell}} c_{\frac{\ell}{d}}(s) u_{h} u_{h+s} \\
& =\sum_{s \in \mathbb{Z}_{\ell}} c_{\frac{\ell}{d}}(s) \sum_{h \in \mathbb{Z}_{\ell}} u_{h} u_{h+s} \\
& =\sum_{s \in \mathbb{Z}_{\ell}} c_{\frac{\ell}{d}}(s) P_{\mathbf{u}}(s) .
\end{aligned}
$$

We now present results that examine lower bounds on the dimension of the convex hull of feasible points to the LP problem to and utilize the results and ideas of Ingleton [36].

Theorem 3.4.10. Let $\ell=p_{1}^{n_{1}} \ldots p_{s}^{n_{s}}$ where $p_{1}, \ldots, p_{s}$ are distinct odd primes and $n_{1}, \ldots, n_{s} \in \mathbb{Z}_{\geqslant 1}$. Then

$$
\operatorname{dim}\left(\operatorname{Conv}\left(\mathcal{F}_{\mathbf{u}^{0}}\right) \geqslant \sum_{j \in[s]} \sum_{i \in\left[n_{j}\right]} \phi\left(p_{j}^{i}\right) .\right.
$$

Proof. Let $\mathbf{u} \in \mathcal{F}_{\mathbf{u}^{0}}$ and $\mathbf{y}=\mathbf{u}+(1 / \ell)$. To see that $\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right) \subseteq \operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)$ for each $d_{j, i}=p_{1}^{n_{1}} \ldots p_{j}^{i} \ldots p_{s}^{n_{s}}, j=1, \ldots, s, i=0, \ldots, n_{j}-1$, of the form

$$
p_{1} p_{2}^{n_{2}} \ldots p_{s}^{n_{s}}, p_{1}^{2} p_{2}^{n_{2}} \ldots p_{s}^{n_{s}}, p_{1}^{n_{1}-1} p_{2}^{n_{2}} \ldots p_{s}^{n_{s}}, \ldots, p_{1}^{n_{1}} p_{2}^{n_{2}} \ldots p_{s}, p_{1}^{n_{1}} p_{2}^{n_{2}} \ldots p_{s}^{2}, \ldots, p_{1}^{n_{1}} p_{2}^{n_{2}} \ldots p_{s}^{n_{s}-1}
$$

Assume otherwise and let $\left\langle\mathbf{y} \mid \mathbf{v}_{k}\right\rangle=0$ for some $k$ such that $(k, \ell)=d_{j, i}$, where $\mathbf{v}_{k}=\sum_{i \in \mathbb{Z}_{\ell}} \zeta_{\ell}^{k i} \mathbf{e}_{i}$. Then by Theorem 3.2.11, $p_{j} \mid(\ell+1) / 2$, a contradiction. Therefore,
$\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{d}\right) \subseteq \operatorname{Span}_{\mathbb{Q}}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)$. Hence,

$$
\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Span}_{Q}\left(\mathbb{Z}_{\ell} \mathbf{y}\right)\right) \geqslant \sum_{j \in[s]} \sum_{i \in\left[n_{j}\right]} \phi\left(p_{j}^{i}\right) .
$$

Let $\mathbf{C}=\mathbf{C}_{\mathbf{u}}$ be the circulant matrix of $\mathbf{u} \in \mathbb{Q}^{\ell}$. Then $\mathbf{C}$ is non-recurrent if $\ell$ is the only divisor $d$ of $\ell$ such that $u_{i}=u_{j}$ whenever $i \equiv j(\bmod d)$. If $\ell=p^{\alpha} p_{1}^{\alpha_{1}} \ldots p_{m_{1}}^{\alpha_{m-1}}$ where $p, p_{1}, \ldots, p_{m-1}$ are distinct primes and $\alpha, \alpha_{1}, \ldots, \alpha_{m-1} \in \mathbb{Z}_{\geqslant 1}$, let

$$
\tau(\ell, p)=1+\epsilon(m) \epsilon(\alpha) \phi(p)+\phi\left(p^{\alpha}\right)+\sum_{i \in[m-1]} \phi\left(p p_{i}^{\alpha_{i}}\right),
$$

where $\epsilon(1)=0$ and $\epsilon(k)=1$ for $k \in \mathbb{Z}_{>1}$

Lemma 3.4.11. (Ingleton [36]) Let $\ell=p q^{\beta}$, where $p, q$ are distinct primes and $\beta \in \mathbb{Z}_{\geqslant 1}$. Let $\mathbf{C}$ be a $\ell \times \ell$ non-recurrent circulant matrix with entries from $\{-1,1\}$. Then $\operatorname{rank}(\mathbf{C}) \geqslant \min \{\tau(\ell, p), \tau(\ell, q)\}$.

Note that if $\mathbf{u} \in\{-1,1\}^{\ell}$ and $\langle\mathbf{1} \mid \mathbf{u}\rangle=-1$, then $\mathbf{C}$ is non-recurrent. This is because there is one more -1 than 1's, so that there can be no two identical rows of C. Therefore, if $(\mathbf{u}, \mathbf{v})$ is an LP, then necessarily the circulant matrices associated with $\mathbf{u}, \mathbf{v}$ are non-recurrent.

If $\beta \geqslant 2$, then the following lemma implies that the rank is at least $\tau(\ell, q)$.

Lemma 3.4.12. Let $\ell=p q^{\beta}$ be a positive integer for distinct odd primes $p, q$ and $\beta \geqslant 2$. Then $\tau(\ell, q)<\tau(\ell, p)$.

Proof. Note that $m n \geqslant m+n$ if and only if $(m-1)(n-1) \geqslant 1$. Now

$$
\tau(n, q)=1+\epsilon(2) \epsilon(\beta) \phi(q)+\phi\left(q^{\beta}\right)+\phi(q p)=1+\phi(q)+\phi\left(q^{\beta}\right)+\phi(q p)
$$

and

$$
\tau(n, p)=1+\phi(p)+\phi\left(p q^{\beta}\right)
$$

Then

$$
\begin{aligned}
\tau(\ell, p)-\tau(\ell, q) & =\phi(q)\left(q^{\beta-1}(\phi(p)-1)-(\phi(p)+1)\right)+\phi(p) \\
& =\phi(q)\left(q^{\beta-1}(p-2)-p\right)+\phi(p) .
\end{aligned}
$$

We consider two cases where $p=3$ and $p \geqslant 5$. If $p=3$, then

$$
\tau(\ell, p)-\tau(\ell, q)=\phi(q)\left(q^{\beta-1}-3\right)+\phi(3) \geqslant \phi(q)\left(5^{\beta-1}-3\right)+\phi(3) \geqslant 0
$$

If $p \geqslant 5$, then since $p-2 \geqslant 1$,

$$
q^{\beta-1}(p-2)-p \geqslant q^{\beta-1}+p-2-p=q^{\beta-1}-2 \geqslant 3^{\beta-1}-2>0
$$

implying

$$
\left.\tau(\ell, p)-\tau(\ell, q)=\phi(q)\left(q^{\beta-1}(p-2)-p\right)\right)+\phi(p)>0
$$

Now the following corollary follows from Lemma 3.4.12 and Theorem 3.4.10

Corollary 3.4.13. Let $\ell=p q^{\beta}, \beta \geqslant 2$. Then the rank of $a \ell \times \ell$ circulant matrix is at least $\tau(\ell, q)=\phi(p q)+\phi(q)+\phi\left(q^{\beta}\right)$.

The ILP

$$
\begin{array}{ll}
\text { minimize } \quad \phi(p)+\sum_{i \in[\beta]} \phi\left(q^{i}\right)+\sum_{i \in[\beta]} x_{i} \phi\left(p q^{i}\right) & \\
\text { subject to } \phi(p)+\sum_{i \in[\beta]} \phi\left(q^{i}\right)+\sum_{i \in[\beta]} x_{i} \phi\left(p q^{i}\right) \geqslant \phi(p q)+\phi(q)+\phi\left(q^{\beta}\right)  \tag{3.4.1}\\
\quad x_{i} \in\{0,1\}, i \in[\beta]
\end{array}
$$

aims to improve the lower bound $\tau(\ell, q)$.

### 3.5 Discussion

In this chapter we determined the dimension of the convex hull of feasible points to the Legendre pair problem when $\ell=p^{n}$ and $\ell=p q$ for $p, q$ distinct odd primes and $n \in \mathbb{Z}_{\geqslant 1}$. Future research will be the generalization of finding the possible values this dimension for general odd $\ell$. We will explore this generalization with techniques from Section 3.4.

## IV. Concluding Remarks

In this research we studied the classification of OAs and the dimension of the convex hull of feasible points to the LP problem. The contribution associated with the classification of orthogonal arrays refines the work of Stufken and Tang [26] by analytically classifying of all non-OD-equivalent $\mathrm{OA}\left(\lambda 2^{t}, t+2,2, t\right)$ when $t$ is even. The classification results obtained are significantly simpler than by classification up to isomorphism as in Stufken and Tang [26]. The contribution associated with the existence of LPs determines the dimension of the convex hull of feasible points to the Legendre pair problem when $\ell=p^{n}$ and $\ell=p q$ for $p, q$ distinct odd primes and $n \in \mathbb{Z}_{\geqslant 1}$ providing a better understanding of the convex hull of feasible points.

### 4.1 Future work

OD-equivalence operations allows for simpler classification of $\mathrm{OA}\left(\lambda 2^{t}, t+2,2, t\right)$ when $t$ is even compared to the classification carried out by isomorphism operations alone. Future research will involve classifying $\mathrm{OA}\left(\lambda 2^{t}, t+3,2, t\right)$ up to OD-equivalence for even $t$. OD-equivalence operations contain isomorphism operations because of this we expect classifying $\operatorname{OA}\left(\lambda 2^{t}, t+3,2, t\right)$ up to OD-equivalence for even $t$ to be possible.

The determination of the dimension of the convex hull of feasible points to the LP problem when $\ell=p^{n}$ and $\ell=p q$ has been exhausted. The natural problem is the generalization to any odd $\ell$. Possible modes of generalization are employing techniques of Ingleton [36] and bounding the dimension from below with the intent of obtaining equality. Another avenue is utilizing the discrete Fourier transform as in Fletcher et al. [18] and examining other inequalities or equalities that must hold in the new coordinate system if two vectors are to be Legendre pairs.

## Appendix A. Chapter II Matlab Code

For any even-strength $d$, the following Matlab scripts: S1Script, S2Script, S3Script, and S4Script generate the complete set of solutions $\mathrm{S} 1, \mathrm{~S} 2, \mathrm{~S} 3$, and S 4 , respectively, corresponding to Lemmas 8, 9, 10, and 11, respectively, of Stufken and Tang [26]. The variables $y_{1}, y_{2}, y_{3}, y_{4}, \ldots, y_{m+2}$ correspond to the variables $k, u_{m+1}, u_{m}, u_{m-1}, \ldots, u_{1}$. Note that S1 and S2 in this dissertation differ from that as in Stufken and Tang [26]. The code is written in Matlab R2021a. To generate the complete solution sets as given in Theorems 2.3.5 and 2.3.6, implement scripts S1Script and S3Script.

The scripts operate as follows:

1. Specify a strength $d$ at line 1 .
2. The output of the script is a function with argument the index $\lambda$.
3. The function, with specified argument, will generate the complete set of solutions $\left(u_{1}, \ldots, u_{m+1}, k\right)$.

## A. 1 S1Script

```
d=2;
m=d+2;
str="[";
for j=m+2:-1:2
    str=str+"y"+num2str(j)+",";
end
strVec=str+"y"+num2str(1)+"]";
strY=["Y1 = []"];
for j=2:m+2
    str="Y" + num2str(j) +"={}";
strY=[strY str];
end
strY;
strYC=["Y1", "Y2{j1}"];
for j=3:m+2
```

```
    str="Y" + num2str(j)+"{j1,j2";
for i=3:j-1
    str=str+",j"+num2str(i);
end
str=str+"}";
strYC=[strYC str];
end
strYC;
strLoop=[];
for j=1:(m+2)
    str="for j"+num2str(j)+"=1:size("+strYC(j)+", 2)";
    strLoop=[strLoop, str];
end
strLoop;
strVar=[];
for j=1:m+2
    str="y"+num2str(j) +"="+strYC(j) +"(j"+num2str(j) +")";
    strVar=[strVar, str];
end
strVar;
ub=["(lambda-d-1)/4", "(lambda-4*y1)/(m-1)", "-abs(y2)"];
for j=4:m+1
    str="y"+num2str(j-1);
    ub=[ub, str];
end
ub;
lb=["0", "-(lambda-4*y1)/(m+1)", "-(lambda-4*y1+y2)/m"];
for j=4:m+1
    str="-(lambda - 4*y1+y2";
    for i=3:(j-1)
    str=str+"+y"+num2str(i);
    end
    str=str+")/("+ (m+3-j)+")";
    lb=[lb,str];
end
for j=4:m+2
    str="-(lambda-4*y1+y2";
    for i=3:m+1
            str=str+"+y"+num2str(i);
        end
        str=str+")";
end
lb=[lb,str];
%fileName="lambda"+num2str(lambda)+"k"+num2str(m)+"t"+num2str(
    d)+"S1.m";
fileName="k"+num2str(m)+"t"+num2str(d)+"S1.m";
fileID=fopen(fileName,'w');
```

```
fprintf(fileID,"function S=k"+num2str(m)+"t"+num2str(d)+"S1(
    lambda)\n");
fprintf(fileID, "if mod(lambda, 2)==0\nerror('lambda must be
    odd')\nend\n");
fprintf(fileID,"d="+d+";\n m=d+2;\n");
    fprintf(fileID, strY(1)+ ";\n" );
    fprintf(fileID," lb="+lb(1)+";\n"+" ub="+ub(1)+";\n");
    fprintf(fileID, strYC(1)+"=[];\nn=ceil(lb);\n while n<=ub\n
        "+strYC(1)+"=["+strYC(1)+",n];\nn=n+1;\nend\n");
    fprintf(fileID,"clearvars n lb ub;\n");
for j=2:m+1
    fprintf(fileID, strY(j)+ ";\n" );
    for i=1:j-1
        fprintf(fileID,strLoop(i) +"\n");
    end
    for i=1:j-1
    fprintf(fileID," "+strVar(i)+";\n");
    end
    fprintf(fileID," lb="+lb(j)+";\n"+" ub="+ub(j)+";\n");
    fprintf(fileID,strYC(j) +"=[];\n n=ceil(lb);\nwhile n<=ub\
        nif mod(n, 2)==1\n"+strYC(j)+"=["+strYC(j)+",n];\nn=n
        +1;\nelse\nn=n+1;\nend\nend\n");
    for i=1:j-1
    fprintf(fileID,"end\n");
    end
    fprintf(fileID,"clearvars n lb ub;\n");
end
fprintf(fileID,strY(m+2) +";\n");
for j=1:m+1
    fprintf(fileID,strLoop(j)+"\n");
end
for j=1:m+1
    fprintf(fileID,strVar(j)+";\n");
end
fprintf(fileID,strYC(m+2) +"="+lb(m+2) +";\n");
for j=1:m+1
    fprintf(fileID,"end\n");
end
fprintf(fileID,"S=[];\n");
```

```
for j=1:m+2
    fprintf(fileID,strLoop(j)+"\n");
end
for j=1:m+2
    fprintf(fileID,strVar(j)+";\n");
end
fprintf(fileID,"S=[S;"+strVec+"];\n");
for j=1:m+2
    fprintf(fileID," end\n");
end
fprintf(fileID,"end");
fclose(fileID);
```


## A. 2 S2Script

```
d=2;
m=d+2;
str="[";
for j=m+2:-1:2
    str=str+"y"+num2str (j) +",";
end
strVec=str+"y"+num2str(1) +"]";
per =[[lllll
strY=["Y1 = [] "];
for j=2:m+2
    str="Y" + num2str(j) +"={}";
strY=[strY str];
end
strY=strY(per)
strYC=["Y1", "Y3{j1}", "Y2{j1,j2}"];
for j=4:m+2
    str="Y" + num2str(j)+"{j1,j2,j3";
for i=4:j-1
    str=str+",j"+num2str(i);
end
str=str+"}";
strYC=[strYC str];
end
strYC
strVar=["y1=Y1(j1)", "y3=Y3{j1}(j2)", "y2=Y2{j1,j2}(j3)"];
for j=4:m+2
    str="y"+num2str(j) +"="+strYC(j) +"(j"+num2str (j) +")";
    strVar=[strVar, str];
```

```
end
strVar
strLoop=[];
for j=1:(m+2)
    str="for j"+num2str(j) +"=1:size("+strYC(j)+", 2)";
    strLoop=[strLoop, str];
end
strLoop
ub=["(lambda-d-3)/4", "(lambda-4*y1-2)/(m-1)", "-abs(y3)-2",
    "-abs(y3)"];
for j=5:m+1
    str="y"+num2str(j-1);
        ub=[ub, str];
end
ub
lb=["0", "-(lambda-4*y1-2)/(m+1)", "(m-1)*abs(y3)-y3-(lambda
    -4*y1)", "-(lambda-4*y1+y2+y3)/(m-1)"];
for j=5:m+1
        str="-(lambda - 4*y1+y2+y3";
        for i=4:(j-1)
        str=str+"+y"+num2str(i);
        end
        str=str+")/("+ (m+3-j) +")";
        lb=[lb,str];
end
for j=5:m+2
        str=" - (lambda - 4*y1+y2+y3";
        for i=4:m+1
            str=str+"+y"+num2str(i);
        end
        str=str+")";
end
lb=[lb,str]
fileName="k"+num2str(m)+"t"+num2str(d)+"S2.m";
fileID=fopen(fileName,'w');
fprintf(fileID,"function S=k"+num2str(m)+"t"+num2str(d)+"S2(
        lambda)\n");
fprintf(fileID, "if mod(lambda,2)==0\nerror('lambda must be
        odd')\nend\n");
fprintf(fileID,"d="+d+";\n m=d+2;\n");
        fprintf(fileID, strY(1)+ ";\n" );
        fprintf(fileID," lb="+lb(1)+";\n"+" ub="+ub(1)+";\n");
```

```
    fprintf(fileID, strYC(1)+"=[];\nn=ceil(lb);\n while n<=ub\n
    "+strYC(1)+"=["+strYC(1)+",n];\nn=n+1;\nend\nclearvars
        n lb ub;\n");
for j=2:m+1
    fprintf(fileID, strY(j)+ ";\n" );
    for i=1:j-1
    fprintf(fileID,strLoop(i) +"\n");
    end
    for i=1:j-1
    fprintf(fileID," "+strVar(i)+";\n");
    end
    fprintf(fileID," lb="+lb(j)+";\n"+" ub="+ub(j)+";\n");
    fprintf(fileID, strYC(j) +"=[];\n n=ceil(lb);\nwhile n<=ub\
        nif mod(n, 2)==1\n"+strYC(j) +"=["+strYC(j) +",n];\nn=n
        +1;\nelse\nn=n+1;\nend\nend\n");
    for i=1:j-1
    fprintf(fileID,"end\n");
    end
    fprintf(fileID,"clearvars n lb ub;\n");
end
fprintf(fileID,strY(m+2) +";\n");
for j=1:m+1
    fprintf(fileID,strLoop(j)+"\n");
end
for j=1:m+1
    fprintf(fileID,strVar(j)+";\n");
end
fprintf(fileID,strYC(m+2) +"="+lb(m+2)+";\n");
for j=1:m+1
    fprintf(fileID,"end\n");
end
fprintf(fileID,"S=[];\n");
for j=1:m+2
    fprintf(fileID,strLoop(j) +"\n");
end
for j=1:m+2
    fprintf(fileID,strVar(j)+";\n");
end
fprintf(fileID,"S=[S;"+strVec+"];\n");
for j=1:m+2
    fprintf(fileID,"end\n");
```
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## A. 3 S3Script

```
d=2;
```

$\mathrm{m}=\mathrm{d}+2$;
str="[";
for $j=m+2:-1: 2$
str=str+"y"+num2str(j)+",";
end
strVec=str+"y"+num2str(1)+"]";
strY=["Y1 = []"];
for $j=2: m+2$
str="Y" + num2str (j) +"=\{\}";
strY=[strY str];
end
strY
stryC=["Y1", "Y2\{j1\}"];
for $j=3: m+2$
str="Y" + num2str(j) +"\{j1,j2";
for $i=3: j-1$
str=str+", j"+num2str (i) ;
end
str=str+"\}";
strYC=[strYC str];
end
strYC
strLoop=[];
for $j=1:(m+2)$
str="for $\mathrm{j}^{\prime \prime+n u m 2 s t r}(\mathrm{j})+$ "=1: size ("+strYC(j)+", 2)";
strLoop=[strLoop, str];
end
strLoop
strVar=[];
for $j=1: m+2$
str="y"+num2str $(j)+"="+\operatorname{strYC}(j)+"(j "+n u m 2 s t r(j)+") " ;$
strVar=[strVar, str];
end
strVar
ub=["lambdaE/2", "(lambdaE-2*y1)/(m-1)", "-abs(y2)"];

```
for j=4:m+1
    str="y"+num2str(j-1);
    ub=[ub, str];
end
ub;
lb=["0", "-(lambdaE-2*y1)/(m+1)", "-(lambdaE-2*y1+y2)/m"];
for j=4:m+1
    str="-(lambdaE-2*y1+y2";
    for i=3:(j-1)
    str=str+"+y"+num2str(i);
    end
    str=str+")/("+ (m+3-j)+")";
    lb=[lb,str];
end
for j=4:m+2
    str="-(lambdaE-2*y1+y2";
    for i=3:m+1
        str=str+"+y"+num2str(i);
    end
    str=str+")";
end
lb=[lb,str];
fileName="k"+num2str(m)+"t"+num2str(d)+"S3.m";
fileID=fopen(fileName,'w');
fprintf(fileID,"function S=k"+num2str(m)+"t"+num2str(d)+"S3(
    lambda)\n");
fprintf(fileID, "if mod(lambda,2)==1\nerror('lambda must be
    even')\nend\n");
fprintf(fileID,"lambdaE=lambda/2;\nd="+d+";\n m=d+2;\n");
for j=1:m+1
    fprintf(fileID, strY(j)+ ";\n" );
    for i=1:j-1
        fprintf(fileID,strLoop(i)+"\n");
    end
    for i=1:j-1
    fprintf(fileID," "+strVar(i)+";\n");
    end
    fprintf(fileID," lb="+lb(j)+";\n"+" ub="+ub(j) +";\n");
    fprintf(fileID,strYC(j)+"=[];\n n=ceil(lb);\n while n<=ub\
        n"+strYC(j)+"=["+strYC(j)+",n];\nn=n+1;\nend\n");
    for i=1:j-1
        fprintf(fileID,"end\n");
    end
    fprintf(fileID,"clearvars n lb ub;\n");
end
fprintf(fileID,strY(m+2)+";\n");
for j=1:m+1
    fprintf(fileID,strLoop(j)+"\n");
```

```
104 end
105
106
107
108
109
110
111
1 1 2
113
114
115
116
1 1 7
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
```

```
d=2;
m=d+2;
str="[";
for j=m+2:-1:2
    str=str+"y"+num2str(j) +",";
end
strVec=str+"y"+num2str (1) +"]";
per =[[lllll
strY=["Y1 = [] "];
for j=2:m+2
    str="Y" + num2str(j) +"={}";
strY=[strY str];
end
strY=strY(per);
strYC=["Y1", "Y3{j1}", "Y2{j1,j2}"];
for j=4:m+2
```

```
    str="Y" + num2str(j)+"{j1,j2,j3";
for i=4:j-1
    str=str+",j"+num2str(i);
end
str=str+"}";
strYC=[strYC str];
end
strYC;
strVar=["y1=Y1(j1)", "y3=Y3{j1}(j2)", "y2=Y2{j1,j2}(j3)"];
for j=4:m+2
    str="y"+num2str (j) +"="+strYC(j) +"(j"+num2str (j) +")";
    strVar=[strVar, str];
end
strVar;
strLoop=[];
for j=1:(m+2)
    str="for j"+num2str(j) +"=1:size("+strYC(j)+", 2)";
    strLoop=[strLoop, str];
end
strLoop;
ub=["(lambdaE-1)/2", "(lambdaE-2*y1-1)/(m-1)", "-abs(y3)-1",
    "-abs(y3)"];
for j=5:m+1
    str="y"+num2str(j-1);
    ub=[ub, str];
end
ub;
lb=["0", "-(lambdaE-2*y1-1)/(m+1)", "(m-1)*abs(y3)-y3-(lambdaE
    -2*y1)", "-(lambdaE-2*y1+y2+y3)/(m-1)"];
for j=5:m+1
    str="-(lambdaE - 2*y1+y2+y3";
    for i=4:(j-1)
    str=str+"+y"+num2str(i);
    end
    str=str+")/("+(m+3-j)+")";
    lb=[lb,str];
end
for j=5:m+2
    str=" - (lambdaE - 2*y1+y2+y3";
    for i=4:m+1
            str=str+"+y"+num2str(i);
    end
    str=str+")";
end
lb=[lb,str];
fileName="k"+num2str(m)+"t"+num2str(d)+"S4.m";
```

```
fileID=fopen(fileName,'w');
fprintf(fileID,"function S=k"+num2str(m)+"t"+num2str(d)+"S4(
    lambda)\n");
fprintf(fileID, "if mod(lambda,2)==1\nerror('lambda must be
    even')\nend\n");
fprintf(fileID,"lambdaE=lambda/2;\nd="+d+";\n m=d+2;\n");
fprintf(fileID, strY(1)+ ";\n" );
fprintf(fileID," lb="+lb(1)+";\n"+" ub="+ub(1)+";\n");
fprintf(fileID,strYC(1)+"=[];\nn=ceil(lb);\n while n<=ub\n"+
        strYC(1) +"=["+strYC(1)+",n];\nn=n+1;\nend\nclearvars n lb
        ub;\n");
for j=2:m+1
    fprintf(fileID, strY(j)+ ";\n" );
    for i=1:j-1
            fprintf(fileID,strLoop(i) +"\n");
        end
        for i=1:j-1
            fprintf(fileID," "+strVar(i)+";\n");
        end
        fprintf(fileID," lb="+lb(j)+";\n"+" ub="+ub(j)+";\n");
        fprintf(fileID, strYC(j)+"=[];\n n=ceil(lb);\nwhile n<=ub\n
                "+strYC(j) +"=["+strYC(j) +",n];\nn=n+1;\nend\n");
    for i=1:j-1
            fprintf(fileID,"end\n");
    end
    fprintf(fileID,"clearvars n lb ub;\n");
end
fprintf(fileID,strY(m+2)+";\n");
for j=1:m+1
    fprintf(fileID,strLoop(j)+"\n");
end
for j=1:m+1
    fprintf(fileID,strVar(j)+";\n");
end
fprintf(fileID,strYC(m+2) +"="+lb(m+2) +";\n");
for j=1:m+1
    fprintf(fileID," end\n");
end
fprintf(fileID,"S=[];\n");
for j=1:m+2
```

```
134 fprintf(fileID,strLoop(j)+"\n");
135 end
for j=1:m+2
    fprintf(fileID,strVar(j)+";\n");
end
fprintf(fileID,"S=[S;"+strVec+"];\n");
for j=1:m+2
    fprintf(fileID,"end\n");
end
fprintf(fileID,"end");
fclose(fileID);
```


## A. 5 OA generation and verification

```
%Specify number of factors k
k=4
%Initialize solution u=(u_1,u_2,u_3,u_4,u_5)
%Just an example of using S3Script to generate solutions
%(u_1,u_2,u_3,u_4,u_5,p)
lambda=4;
X=k4t2EvenLambdaS3(lambda)
%Here we choose the solution for Example 4 in Appendix B.
u=X (1,1:end-1);
%Create full factorial 2^k x k
F=ff2n(k);
%Write in Yates ordering
I=k:-1:1;
Yates=F(:, I);
Yates=-2*Yates+1
%Construct J-vector
L=ones(k,k)-eye(k);
x=k-1:-1:0;
y=2. `x;
li=L*y'+1;
li=[li; 2^k];
%Construct the J-vector
J=zeros (1, 2^k);
J (1) =2^t*lambda;
```

```
4 0
4 1
4 2
4 3
4 4
4 5
4 6
4 7
48
4 9
50
5 1
52
53
54
55
56
5 7
58
59
6 0
6 1
6 2
6 3
6 4
6 5
6 6
6 7
6 8
6 9
7 0
7 1
72
73
74
75
76
7 7
78
79
80
81
82
83
84
```

```
%If lambda is odd
```

%If lambda is odd
%J(li)=2^t*u;
%J(li)=2^t*u;
%If lambda is even
%If lambda is even
J(li)=2^(t+1)*u;
J(li)=2^(t+1)*u;
H=hadamard(2^k);
H=hadamard(2^k);
%Construct the frequency vector
%Construct the frequency vector
x=2^(-k)*H*J,
x=2^(-k)*H*J,
I=find(x)
I=find(x)
size(I,1);
size(I,1);
%Construct the orthogonal array
%Construct the orthogonal array
OA=[];
OA=[];
for i=1:size(I,1)
for i=1:size(I,1)
s=I(i);
s=I(i);
for j=1:x(s)
for j=1:x(s)
OA=[OA; Yates(s,:)];
OA=[OA; Yates(s,:)];
end
end
end
end
OA
OA
%Verify OA is an orthogonal array of strength t
%Verify OA is an orthogonal array of strength t
columns=1:k;
columns=1:k;
for j=0:2^k
for j=0:2^k
C=nchoosek(columns,j);
C=nchoosek(columns,j);
for i=1:size(C,1)
for i=1:size(C,1)
l=C(i,:);
l=C(i,:);
A=OA(:, l);
A=OA(:, l);
d=prod (A,2) ;
d=prod (A,2) ;
sum (d);
sum (d);
if sum(d) ~}=
if sum(d) ~}=
l
l
sum(d)
sum(d)
end
end
end
end
end

```
end
```


## Appendix B. Chapter II Examples

Example 1. Consider the $4 \times 2$ arrays $\boldsymbol{X}, \boldsymbol{Y}$ and $\boldsymbol{Z}$

Since $\boldsymbol{X}, \boldsymbol{Y}$, and $\boldsymbol{Z}$ are full factorials, they are $\mathrm{OA}(4,2,2,2)$ s. Observe that $\boldsymbol{Y}$ is obtained by permuting levels in both columns of $\boldsymbol{X}$, while $\boldsymbol{Z}$ is obtained by permuting both columns of $\boldsymbol{X}$ and permuting levels within the the first column of $\boldsymbol{X}$.

Since

$$
\{\text { rows of } \boldsymbol{X}\}=\{\text { rows of } \boldsymbol{Y}\}=\{\text { rows of } \boldsymbol{Z}\}
$$

$\boldsymbol{X}, \boldsymbol{Y}$, and $\boldsymbol{Z}$ are isomorphic.

Example 2. Consider the following $\mathrm{OA}(4,2,2,2) \mathrm{s} \boldsymbol{X}$ and $\boldsymbol{Y}$

$$
\begin{array}{cc}
{\left[\begin{array}{rr}
1 & 1 \\
-1 & 1 \\
1 & -1 \\
-1 & -1
\end{array}\right]} & {\left[\begin{array}{rr}
1 & 1 \\
-1 & -1 \\
1 & -1 \\
-1 & 1
\end{array}\right]} \\
\boldsymbol{Y} .
\end{array}
$$

Note that $\boldsymbol{Y}=R_{1}(\boldsymbol{X})$. Since $\{$ rows of $\boldsymbol{X}\}=\{$ rows of $\boldsymbol{Y}\}, \boldsymbol{X}$ and $\boldsymbol{Y}$ are ODequivalent.

Example 3. Consider the $\operatorname{OA}(4,2,2,2) \boldsymbol{X}$

$$
\begin{gathered}
{\left[\begin{array}{rr}
1 & 1 \\
-1 & 1 \\
1 & -1 \\
-1 & -1
\end{array}\right]} \\
\boldsymbol{X} .
\end{gathered}
$$

Observe that $\forall \ell \subseteq[2] \ni 1 \leqslant|\ell| \leqslant 2, J_{\ell}=0$,

$$
\begin{aligned}
J_{\{1\}} & =1+(-1)+1+(-1)=0 \\
J_{\{2\}} & =1+1+(-1)+(-1)=0 \\
J_{\{1,2\}} & =(1)(1)+(-1)(1)+(1)(-1)+(-1)(-1)=0 .
\end{aligned}
$$

Let us verify this by the equation $\mathbf{J}=\mathbf{H}^{\top} \mathbf{x}$. Since $\boldsymbol{X}$ is a full factorial, $\mathbf{x}=\mathbf{1}$. Then

$$
\mathbf{J}=\mathbf{H}^{\top} \mathbf{x}=\left[\begin{array}{rrrr}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right]\left[\begin{array}{l}
1 \\
1 \\
1 \\
1
\end{array}\right]=\left[\begin{array}{l}
4 \\
0 \\
0 \\
0
\end{array}\right]
$$

in agreement with above.
The next example will construct an OA from the solution set as given in Theorem 2.3.6.

Example 4. Consider $\operatorname{OA}(4 \lambda, 4,2,2)$ when $\lambda=4$. The three non-OD-equivalent solutions are $\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}, p\right)=(-1,-1,0,0,0,0),(-2,0,0,0,0,0)$, and $(0,0,0,0,0,1)$.

Let us construct the OA to the particular solution $\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}, p\right)=(-1,-1,0,0,0,0)$. Since $\lambda$ is even, the $J$-characteristics are $J_{\ell_{j}}=2^{t+1} u_{j}=8 u_{j}, j=1, \ldots, 5$. Then, the $J$-vector is

$$
\mathbf{J}=\left[J_{\ell_{1}}, J_{\ell_{2}}, J_{\ell_{3}}, J_{\ell_{4}}, J_{\ell_{5}}\right]=[-8,-8,0,0,0]
$$

To determine the frequency vector $\mathbf{x}$, we need need the full $J$-vector of all 16 coordinates. As we are using Yates ordering, the full $J$-vector is

$$
\mathbf{J}=\left[J_{\varnothing}, J_{1}, J_{2}, J_{12}, J_{3}, J_{13}, J_{23}, J_{123}, J_{4}, J_{14}, J_{24}, J_{124}, J_{34}, J_{134}, J_{234}, J_{1234}\right]^{\top}
$$

where $J_{12}$ means $J_{\{1,2\}}$, similarly for the other coordinates. Since $\ell_{1}=\{1,2,3\}, \ell_{2}=$ $\{1,2,4\}, \ell_{3}=\{1,3,4\}, \ell_{4}=\{2,3,4\}$ and $\ell_{5}=\{1,2,3,4\}$,

$$
\mathbf{J}=[16,0,0,0,0,0,0,-8,0,0,0,-8,0,0,0,0]^{\top}
$$

By Lemma 2.2.1, $\mathbf{x}=2^{-k} \mathbf{H J}=2^{-4} \mathbf{H J}$, where

$$
\mathbf{H}=\left[\begin{array}{l}
++++++++++++++++ \\
+-+-+-+-+-+-+-+- \\
++--++--++--++-- \\
+--++--++--++--+ \\
++++----++++---- \\
+-+--+-++-+--+-+ \\
++---++++----++ \\
+--+-++---+-++- \\
++++++++-------- \\
+-+-+-+--+-+-+-+ \\
++--++----++--++ \\
+--++--+-++--++- \\
++++--------++++ \\
+-+--+-+-+-++-+- \\
++----++--++++-- \\
+--+-++--++-+--+
\end{array}\right]
$$

and,+- mean $1,-1$, respectively. Then

$$
\mathbf{x}=[0,2,2,0,1,1,1,1,1,1,1,1,2,0,0,2]^{\top}
$$

The $2^{4} \times 4$ full factorial array, with Yates ordering, $\mathbf{F}$, as given on page 7 , is

$$
\left[\begin{array}{l}
++++ \\
-+++ \\
+-++ \\
--++ \\
++-+ \\
-+-+ \\
+--+ \\
---+ \\
+++- \\
-++- \\
+-+- \\
--+- \\
++-- \\
-+-- \\
+--- \\
----
\end{array}\right] .
$$

Therefore, up to a row permutation, the OA given by $\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}, p\right)=$ $(-1,-1,0,0,0,0)$ is

$$
\left[\begin{array}{l}
-+++ \\
-+++ \\
+-++ \\
+-++ \\
++-+ \\
-+-+ \\
+--+ \\
---+ \\
+++- \\
-++- \\
+-+- \\
--+- \\
++-- \\
++-- \\
---- \\
----
\end{array}\right] .
$$

## Appendix C. Chapter III Examples

Example 1. The regular $\mathbb{C}$-representation of $\mathbb{Z}_{3}$ is $V=\operatorname{Span}_{\mathbb{C}}\left\{\mathbf{e}_{i}\right\}_{i \in \mathbb{Z}_{\ell}}$ with the homomorphism

$$
R: \mathbb{Z}_{3} \rightarrow \mathrm{GL}(V)
$$

acting on the basis as $R(j) \mathbf{e}_{i} \mapsto \mathbf{e}_{i+j}, i, j \in \mathbb{Z}_{3}$.
There are three irreducible $\mathbb{C}$-subrepresentations $\left(R_{k}, V_{k}\right), k \in \mathbb{Z}_{3}$ of V . For a fixed $k$, the homomorphism acts as follows

$$
\begin{aligned}
& R_{k}(j): V_{k} \\
& \rightarrow V_{k} \\
& \mathbf{v} \mapsto \zeta^{j k} \mathbf{v}
\end{aligned}
$$

where $\zeta=e^{2 \pi i / 3}$. Each $V_{k}=\operatorname{Span}_{\mathbb{C}}\left\{\mathbf{v}_{k}\right\}$, where $\mathbf{v}_{k}=\sum_{j \in \mathbb{Z}_{3}} \bar{\zeta}^{j k} \mathbf{e}_{j}, k \in \mathbb{Z}_{3}$.
Example 2. Continuing Example 1, the group $\mathbb{Z}_{3}$ has three characters, $\chi_{0}, \chi_{1}$ and $\chi_{2}$. By definition, $\chi_{k}(i)=\operatorname{Tr}\left(R_{k}(j)\right)=\operatorname{Tr}\left(\left[\zeta^{j k}\right]\right)=\zeta^{j k}, j, k \in \mathbb{Z}_{3}$. For a fixed $i \in \mathbb{Z}_{3}$, consider the sum $S_{i}=\chi_{1}(i)+\chi_{2}(i)=\zeta^{i}+\zeta^{2 i}$. If $i=0$, then $S_{0}=2$. For $i \neq 0$, since $1+\zeta+\zeta^{2}=0, S_{1}=S_{2}=-1$. Note that the sum $S_{i}$ is always rational for $i \in \mathbb{Z}_{3}$.

Example 3. Let $\ell=3$. Since the only divisors of 3 are 1 and 3, by Theorem 3.2.6, the regular $\mathbb{Q}$-representation of $\mathbb{Z}_{3}$ is

$$
\mathbb{Q}^{\mathbb{Z}_{3}}=\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{1}\right) \oplus \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{3}\right) .
$$

We calculate $\mathbf{P}_{1}$. By definition, $\mathbf{P}_{1}=\frac{1}{3} \sum_{i \in \mathbb{Z}_{3}} \sum_{\chi \in \mathcal{O}_{1}} \overline{\chi(i)} \mathbf{M}_{R(i)}$. Since $(1,3)=$ $(2,3)=1, \mathcal{O}_{1}=\left\{\chi_{1}, \chi_{2}\right\}$. Also, the matrix $\mathbf{M}_{R(i)}$ in the standard basis $\mathbf{e}_{0}, \mathbf{e}_{1}, \mathbf{e}_{2}$ is

$$
\mathbf{M}_{R(0)}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], \mathbf{M}_{R(1)}=\left[\begin{array}{lll}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right], \mathbf{M}_{R(2)}=\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right] .
$$

Therefore,

$$
\begin{aligned}
\mathbf{P}_{1} & =\frac{1}{3} \sum_{i \in \mathbb{Z}_{3}} \sum_{\chi \in \mathcal{O}_{1}} \overline{\chi(i)} \mathbf{M}_{R(i)} \\
& =\frac{1}{3} \sum_{i \in \mathbb{Z}_{3}}\left(\overline{\chi_{1}(i)}+\overline{\chi_{2}(i)}\right) \mathbf{M}_{R(i)} \\
& =\frac{1}{3}\left(\left(\overline{\chi_{1}(0)}+\overline{\chi_{2}(0)}\right) \mathbf{M}_{R(0)}+\left(\overline{\chi_{1}(1)}+\overline{\chi_{2}(1)}\right) \mathbf{M}_{R(1)}+\left(\overline{\chi_{1}(2)}+\overline{\chi_{2}(2)}\right) \mathbf{M}_{R(2)}\right) \\
& =\frac{1}{3}\left(2 \mathbf{M}_{R(0)}-\mathbf{M}_{R(1)}-\mathbf{M}_{R(2)}\right) \\
& =\frac{1}{3}\left[\begin{array}{rrr}
2 & -1 & -1 \\
-1 & 2 & -1 \\
-1 & -1 & 2
\end{array}\right] .
\end{aligned}
$$

A similar calculation gives

$$
\mathbf{P}_{3}=\frac{1}{3}\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right]
$$

Since $\operatorname{dim}_{\mathbb{Q}}\left(\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{1}\right)\right)=\operatorname{Tr}\left(\mathbf{P}_{1}\right)=2, \operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{1}\right)$ is a two-dimensional irreducible $\mathbb{Q}$-subrepresentation of $\mathbb{Q}^{\mathbb{Z}_{3}}$, similarly $\operatorname{Col}_{\mathbb{Q}}\left(\mathbf{P}_{3}\right)$ is a one-dimensional irreducible $\mathbb{Q}$ subrepresentation of $\mathbb{Q}^{\mathbb{Z}_{3}}$.
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