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Abstract

Scan data have provided a suitable data source for estimating

consumer demand relationships at the retail level. These data capture

actual quantity and price information which can be combined with

additional explanatory variables, such as advertising, promotion and

seasonality, to estimate the retail demand function for specxfic products.

Despite the availability of scan data, relatively little research has

focused on forecasting at the retail level.

The competitive nature of the supermarket industry, both the

encroachment of warehouse food retailers and generic private label

products, have lead to an increased interest in consumer demand analysis

at the retail level. The increased competition from nontraditional retail

outlets has eroded the traditional supermarket's market share. The

nontraditional grocery outlets are perceived to be less expensive than

their traditional grocery outlets. Thus, traditional grocery outlet

managers have become increasingly interested in reducing operating costs.

One method of reducing operating costs is to reduce inventory levels via

implementation of an efficient consumer response (ECR) strategy, a version

of just-in-time delivery. The ECR strategy has the potential to reduce

inventory levels which can directly lower inventory costs. The rise of ECR

has created a need for accurate product demand forecasts at the

supermarket level to maintain adequate inventory levels. The ability to

forecast weekly demand in response to changes in seasonality, holidays,

and promotional and advertising campaigns is very important to retail
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managers for implementation of an ECR strategy.

The objectives of this study are to 1) develop alternative

forecasting methods that are suitable for scan data, 2) estimate and

compare the alternatives with respect to food groups and individual

products in terms of their forecast accuracies using a scan data base, and

3) estimate and compare the alternatives with respect to food groups and

individual products in terms of two week trial forecasts.

The theoretical forecasting model was developed utilizing economic

theory and previous consumer demand research. The model descrrbed weekly

product item movement as being a function of own- and cross-prices, own-

and cross-advertising (television, radio, and newspaper), holidays, and

seasonality. The theoretical model for the brand product also included

point of purchase and the start of the Knox County, Tennessee, school

year.

The second forecasting model specification was developed using the

Box-Jenkins methodology. This technique does not incorporate structural

explanatory variables, but rather, identifies and replicates underlying

patterns in the data series utilizing past item movement and disturbances

in the series.

The third forecasting method combines the structural variables

contained in the theoretical model with the pattern identification and

replication ability of the Box-Jenkins model to produce a composite model

known as a transfer function.

This study utilized weekly scan and advertising data (television,

newspaper, radio, and point of purchase) which was supplied by a multi-
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regional supermarket chain. The data consisted of weekly UPC-level prices,

item movement, and chain-initiated television, radio, and newspaper

advertising. The data were pooled across five stores that catered to

average to above average income food shoppers.

The data were divided into two subgroups. The first subgroup of data

was used to estimate the alternative forecasting models and generate

product backcasts for technique evaluation and comparison. The second

subgroup of data, the last 26 weeks for each product, was used to generate

a two week trial forecast. Again, the models and their forecasting

abilities were evaluated and compared across alternative methods.

The three alternative forecasting models were estimated using the

historic subgroup data. The alternative forecasting models were evaluated

individually by the evaluation criteria to choose the "best model" to

represent each technique. These model estimates were then used to generate

backcasts of the data series for each of the three food products, brand b,

group g, and steak. The alternative techniques were then evaluated and

compared.

The results of the backcast forecast evaluation and comparison

suggested that the transfer function forecast was superior to the Box-

Jenkins and theoretical forecast in predicting weekly item movement for

brand b and steak. Group g's weekly item movement was best forecast

utilizing the Box-Jenkins methodology.

The results of the two week trial forecast evaluation suggested that

the transfer function technique was superior to the theoretical and Box-

Jenkins techniques in accurately forecasting weekly item movement for each



of the three products, a highly process brand, its associated group, and

steak a variable weight perishable product. This study has found that the

transfer function is the best of the three techniques for use in

forecasting weekly retail item movement for both brand and category peanut

butter and the steak category. However, the results also indicate that

each of the forecasting models was relatively accurate in forecasting

actual item movement but performed poorly in predicting directional

change.
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Chapter I

Data, Problem statement, and Objectives

A. Introduction

The competitive nature of the retail grocery industry has lead to an

increased interest in consumer demand analysis at the retail level. Store

managers need to understand the fundamentals of consumer demand in order

to respond appropriately to changes in prices, seasonality, holiday

periods, and promotional campaigns. In addition to understanding the

consumer demand relationships, the supermarket manager needs access to

reliable information on future demand levels to use in making inventory

level decisions.

B. Scan Data

Government agencies are responsible for generating and providing the

vast majority of public data about the agricultural sector and food supply

and demand in particular. The public time-series data are based on

aggregate annual, quarterly, or monthly consumer purchase data. Because

the data represent aggregate consumer purchases, information on consumer

purchases of individual products and their prices are not available.

Consumer panel and survey data contain specific product and socioeconomic

information at various points in time. These data sources do not include

prices. Instead they have to be imputed from reported quantity and

expenditure information (Capps 1989). The cross-section data do not

permit dynamic analyses of food demand for specific foods. Private,



proprietary, time-series and cross-sectional data are available for

selected foods, but these data are very expensive and usually lack the

rigorous sampling and/or measurement designs implemented by federal

government agencies. In general, the private and public data are not

designed for retail food demand analysis for individual foods.

Scan data are a relatively new alternative source of data that began

to emerge after the introduction of scanners in the 1970's. Scanner

systems read a product's UPC bar code. A UPC code consists of a machine

readable bar code (a series of bars and spaces) and a corresponding human

readable UPC number (the numbers directly beneath the bar code). A

product's UPC bar code is assigned by the Uniform Code Council. The

scanner system uses lasers to read a product's UPC bar code which is then

matched with a master file to identify the product and it's price. The

price, quantity, and a brief product description are recorded for each

product scanned, interpreted by computers, and used to generate customer

bills. Because the information is automatically entered, it can be

captured and incorporated into a data bank. Scan data provide supermarket

management with an efficient method of monitoring actual product sales as

opposed to using warehouse product movement or secondary data.

Scan data comprise an alternative data source to obtain new

estimates of food demand relationships (Capps, 1987 Micro-Data Base). A

scan database may contain records that track individual products across

time, and if pooled with data from different stores and/or customers, may

have characteristics of pooled time—series and cross—sectional data.

Product specific information allows one to estimate relationships between

substitute and complimentary products as well as consumer demand responses



to changes in price, seasonality, holiday periods, and/or promotional

campaigns. These relationships provide useful information regarding the

trade offs consumers make when purchasing grocery products.

Scan data are primary data that reflect actual item movement over

time and provide supermarket managers with a tool for tracking consumer

purchases. Monitoring scan data allow supermarket managers to track actual

product movement over time and observe what is going out the "front door"

as opposed to monitoring what is coming in the "backdoor." Comparing

actual product sales to warehouse product item movement provides

supermarket managers with a tool for estimating product shrinkage.

Part of the supermarket manager's profit maximizing goal is to

increase total grocery sales. Product tracking provides a tool for

estimating a product's actual sales performance. The sales performance can

provide managers with information to be used in a variety of applications

such as discontinuing a product, allocation of shelf space, and

reordering. A product that is performing poorly may be discontinued or

allotted less shelf space and/or a less desirable shelf location. This

frees shelf space for the addition of new products or to expand the shelf

space for existing higher performance products.

Supermarket management has become more concerned with reducing costs

as retail competition intensifies. Nontraditional retail outlets (e.g.,

SAMS, KMART) have started to offer grocery products and have captured

market share from supermarkets (Supermarket Business 1993). Wholesale

grocery outlets have also entered the retail industry and are perceived as

being less expensive relative to supermarkets. The loss of market share

has increased supermarkets' concern with cost reduction and improved



management.

Direct product profit (DPP) accounting methods were introduced in

the 1980'B in response to supermarket managers' interest in cost

reduction. DPP is a method of assigning direct costs to a product. It

involves the allocation of the total cost of a product from it's

transportation cost through the display cost. Calculating a product's DPP

allows managers to compare the profitability of brands and food groups.

Aside from the theoretical and empirical problems associated with the cost

allocation, the unit price obviously has an impact on profit. The effect

of price changes depends on the price elasticities, which can be estimated

with scan data.

Efficient consumer response (ECR) is a new strategy being

implemented by supermarket managers to reduce costs. ECR is an inventory

management technique that emulates just-in-time delivery. The approach

requires the supplier to restock the distributer continuously and the

supplier and distributer to restock the store continuously . This type of

inventory management can reduce inventory levels which can lower inventory

costs.

But full implementation requires accurate forecasts of sales in

order to avoid stockouts or excess inventories. The desire to reduce

operating costs through efficient inventory management necessitates the

need for accurate forecasts of consumer demand in response to changes in

price, seasonality, holidays, and promotional campaigns. If the inventory

level is too low in relation to consumer demand, the supermarket will

experience a stockout. If inventory levels are too high, additional costs

are incurred in maintaining the excess inventory. Thus, there is a real



need for accurate sales forecasts because of the small margin for error,

and an incorrect forecast could result in substantial costs to the

supermarket.

Another concern of supermarket management is increasing category

sales as a method of increasing total sales revenue. Raju suggests that

increased brand sales do not necessarily result in increased category

sales. For example, a sales increase for one particular product in a

category might lower the sales of competing products as consumers switch

brands. The substitution between the promoted product and competing

products may result in no significant change in total category sales.

Product category sales are also important to supermarket managers because

of the lack of brand specific products in certain departments (e.g.

produce, fresh meats). These products are generally perishable which

increase the need for accurate sales predictions to avoid losses from

spoiled products.

Consumers, both domestically and globally, have changed their

attitudes regarding brand and private lable products. The consumer is more

conscious of price rather than brand. (Schiller). For exsunple, in Britain

32 percent of consumer expenditure are on private label products. This

trend also is expected to continue in the United States (Oster, Savery,

and Templeman). In the United States this has led to increased sales of

store brands which are cheaper than their competing national brands. This

situation provides another motivation for using scan data to evaluate food

demand at the product specific level.



C. Problea Statement and Objectives

The current literature focusing on forecasting applications includes

a wide diversity of forecasting technigues and evaluation criteria. There

has been considerable interest in forecasting commodity and livestock

prices, bond and interest rates, economic indicators, and demand for

natural resources. Published studies involving forecasts of retail grocery

sales have been very limited. However, the private sector has vendors who

have developed forecasting algorithms. Concerns with these methodologies

include the lack of information about the techniques employed and the

accuracy of the forecasts. The recent emergence of scan data, the ability

to track the sales of individual foods, and supermarket manager's need for

accurate sales predictions necessitates the need for additional applied

research in retail sales forecasting.

The main objective of this research is to explore the application of

alternative forecasting methods in the context of supermarket scan data.

Specific objectives are to 1) develop alternative forecasting methods that

are suitable for scan data, 2) estimate and compare the alternatives with

respect to food groups and individual products in terms of their forecast

accuracies using a scan data base, and 3) estimate and compare the

alternatives with respect to food groups and individual products in terms

of two week trial forecasts. Interest encompasses food groups as well as

individual brands within a commodity group. Demand is considered to be

represented by quantity sold per thousand customers per week.



Chapter II

Types of Forecasts and Evaluation Criteria

A. Forecasting Techniques

A forecast is an estimate of the future value of a variable.

Quantitative models using historical and current information are used to

predict, or forecast, future events. There is an extensive literature

associated with forecasting research. For example, extrapolation,

econometric, time—aeries, and composite forecasting techniques are

frequent topics. The different forecasting techniques can be grouped into

three broad categories: theoretical, statistical, and composite. A

theoretical forecast combines economic theory and logic to identify a set

of determinants that describes the variation present in a dependent

variable. The estimated relationship is then used to generate a forecast

of the data series. Statistical forecasting techniques are not concerned

with the causal relationships that produce a data series, as are the

econometric techniques, but instead, they are used to identify patterns

without considering any causal relationship. Composite forecasting

techniques combine the theoretical and statistical techniques. The

estimated model is then used to generate a forecast.

Various types of forecasts can be generated regardless of the

technique employed (conditional, unconditional, ex post, ex ante, point,

or interval). Thus, a researcher must decide on the most appropriate

forecasting technique as well as the type of forecast he is going to

generate. Once a forecasting technique and type of forecast have been

chosen, the researcher must decide on what evaluation criteria he is going



to employ. The following section reviews the many different types of

forecasts, forecasting techniques, and evaluation criteria available to

researchers.

Forecasts can be classified into two broad categories: unconditional

and conditional. An unconditional forecast is generated using independent

variables for which the values are known with certainty or which can be

estimated accurately. The independent variables included in the forecast

may be current values of independent variables or lagged values of

independent and dependent variables. The conditional forecast is

generated using independent variables for which the values are not known

with certainty. The independent variable values must be estimated and then

included in the conditional forecasting model.

An ex post forecast is considered to be unconditional because both

the exogenous and endogenous variables are known with certainty. The

observed data set is divided into two periods. The first subperiod is used

to estimate the relationships. The estimated model is then used to

forecast the remaining subperiod values which can be compared to the

actual data to obtain a measure of forecast accuracy.

An ex ante forecast may either be conditional or unconditional. A

forecast using data which are known with certainty represents an

unconditional ex ante forecast. The estimated relationship is used to

generate a forecast of the dependent variable beyond the estimation

period. The predicted values are then compared to the observed data as

they become available.

An interval or single value forecast can be generated depending on

the needs of the forecaster. A point forecast is used to predict a single
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value. An interval forecast generates a confidence interval at a

specified level of significance. The significance represents the

probability that the actual value of a variable lies within the interval.

Because a forecast is an estimate, it may not be identical to the

actual value. Different situations may lead to the introduction of error

into the forecasting process. First, errors may be generated because the

independent variables may have been estimated and could, therefore, be

different from their actual values as in a conditional forecast. On

average, forecasted values of the independent variables are assumed to

equal the actual values, but if the estimated and actual independent

variable values are not identical, the model generates a forecast using

the incorrect data resulting in forecast error. Second, error may be

introduced by having to estimate the causal relationship. Even if the

estimated parameters are unbiased, differences between the parameters and

estimated values can cause forecasts to differ from actual values.

Specification error can attribute to forecast error. Omitting important

variables from a function may lead to biased estimators. Implementing the

incorrect functional form may also introduce error into the process. The

error results from the functional form not accurately capturing the true

process, thereby generating errors in the system.

1. Theoretical Forecasting Techniques

The simplest forecasting model is the naive or no change model. This

forecast approach assumes that there is no change in the future value or

direction of the dependent variable. It is commonly used as a measure of

forecast accuracy by which more complex forecasting models are compared.



 

The forecast: accuracy of a complex model should be equal to or greater

than the naive forecast.

Econometric and statistical models are represented by a variety of

notations which can lead to reader and researcher confusion. This section

contains a large number of modeling techniques and evaluation criteria

which necessitates the inclusion of a common variable list and

definitions. The following is a list of commonly used variables and their

definitions.

Common variable definitions;

= the random population disturbance term in time period t.

Yt = dependent variable in time period t.

Xt = vector of k independent variables in period t.

b = vector of k+1 population coefficients, including the

intercept.

t = time period t.

Regression models can be used to generate forecasts. Before a

forecast can be made, an explicit functional form must be specified. This

consists of identifying the determinants of the dependent variable and the

way they relate to the dependent variable. Economic theory and knowledge

of the industry are used to derive the determinants and specify the form

of the model. For exeunple, economic theory implies that the demand for a

good is a function of income and own- and cross-prices. The model might

include a trend variable if the dependent variable exhibits an upward or

downward tendency over time. After the model has been specified, it is

10



estimated. A forecast of the dependent variable is obtained by plugging

values of the independent variables into the estimated regression

equation. Evaluation involves using the goodness of fit criterion

associated with regression analysis (described in a later section).

A method of extrapolating a series using a simple regression is by

using a dummy or binary variable (e.g. equation 1). This procedure

accounts for the seasonal fluctuations present in the series by

representing each of the different seasons. If a particular season is

present its dummy variable will equal one while the remaining seasonal

variables are set equal to zero. The parameter estimates for each of the

dummy variables provide an estimate of the relationship between a given

season(s) and the dependent variable. The inclusion of the dummy variable

allows each of the particular seasons to impact the intercept of the

forecast differently.

Dummy variable extrapolation

(1) Zt = +

S,- = seasonal dummy variable, where is assigned

either a one or zero depending on the season in time t.

A simultaneous equation system is a more complex econometric

forecasting problem. The procedure uses a set of multiple equations to

describe the economic relationships and linkages among the variables. The

simultaneous ec[uation system generates forecast values of more than one

endogenous variable. For example, it may represent a simple supply and

demand relationship (e.g. equations 2 and 3).
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Simultaneous ecmation system

(2) Supply: C>t = Jt>i+jb2-Pt+esf

(3) Demand:

Pt=price in period t.

yt=income in period t.

Qt=quantity in period t.

635,= supply equation random disturbance in period t.

Cflj. = demand equation random disturbance in period t.

Single equation estimation techniques cannot be used because of the

correlation between the error terms and the endogenous variables present

on the right hand side (in the above case Pt). The equation system can be

manipulated so that each endogenous variable is expressed as a function of

predetermined variables and is referred to as a reduced form equation

(e.g. equations 4 and 5). The reduced form equations for the above supply

and demand model are:

Reduced form equations

(4) Qt =

(5) Pt = ̂ 122^ + ̂26-

a,b,
"^12 = I Y^.
" >^2-^2 '

" " "2-^2 
, _

'^2-i>2

" a2--b2

Each reduce form equation can be estimated separately yielding consistent

and unbiased estimates assuming no mutual correlation between the

12



 

equations. Predicted values of the independent variables are plugged into

the equation system to generate a forecast using the simultaneous equation

system.

A recursive model (e.g. equations 6 and 7) resembles the

simultaneous equation system in that it utilizes a set of equations to

explain the relationships and linkages between variables.

Recursive model

(6) Supply: Qj. =

(7) Demand: = b^+b^Qt+b^Yt^tDt-

There is unidirectional dependency among the endogenous variables. For

example in equation (6) the endogenous variable is a function of exogenous

variables and can be estimated independently. In equation (7) the

endogenous variable is a function of the preceding equation's endogenous

variable plus an exogenous variable. Or, in general each of the endogenous

dependent variables can be estimated sequentially, given the preceding

equations' estimated endogenous variables.

The vector autoregressive model (VAR) assumes that each variable in

the ec[uation system is endogenous and can be written as a linear function

of its own lagged values and the lagged values of all the other variables

contained within the system (e.g. equation 33). In principle, the VAR is

a set of reduced form equations derived from the system of structural

equations. Each of the equations is estimated separately. The VAR

modeling technique can be viewed in terms of the restrictions imposed on

the structural equations. The VAR technique is able to display the

13



relationships that the structural model is trying to estimate. The VAR

has a problem of overparmeterizing a model. A restriction can be placed on

the model which is designed to restrict the number of parameters and

choose the lag length by minimizing a prespecified goodness of fit

criteria, for each series (Park). The restricted VAR is represented as

RVAR.

The Bayesian vector autoregressive (BVAR) forecasting technicpae is

a variant of the VAR model. The VAR model can overparameterize a model

which leads to a very good in-sample fit and a poor out-of-sample fit.

The BVAR allows the researcher to employ his prior beliefs about

coefficients and whether or not to include them in a model. The

researcher has two choices regarding coefficient beliefs. The first is

that they are not zero and should be included in the model. The second is

the estimated coefficient should be zero and therefore excluded from the

model. The Bayesian approach instead of assuming that a large number of

the coefficients is equal to zero, assumes that a large number of

coefficients is close to zero. The more recent values have greater effects

on the dependent variable and are weighted more heavily than earlier

values. Thus, the BVAR can incorporate the original information by

including large lags and at the same time specify that the more distant

the lag the more likely its coefficient is to be equal to zero

(Litterman).

A modeling technique known as the state space model is a

generalization of the linear regression model where the state of a system

is estimated using noisy measurements. For example, estimating the state

of a satellite given knowledge of the various parameters which change over
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time. The dependent variable is expressed as a linear function of

observed independent variable values, a time varying parameter, and an

error term. The unique feature of the time varying parameter is a vector

or the state variable. The procedure estimates the state of the dependent

variable given the state of the time varying parameter and the independent

variable values.

Once the model has been estimated, a procedure is available to

enhance the parameter estimation. The procedure is referred to as the

Kalman Filter. The Kalman filter is a recursive estimation process used

to calculate optimal parameter estimate given the information at time t

for a state space model. A state space model is a method of modeling a

process in which all of the pertinent information at time t about the

dependent variable is contained in an alpha matrix. The state space

function's alpha matrix contains all the relevant information on the

system at time t while using the least number of elements as possible. For

example, it contains the previously estimated parameter coefficients and

the mean and variance of the dependent variable. The Kalman filter

minimizes the mean squared errors and provides a mean squared error

forecast estimate. The process updates the state of the model as new

observations become available. The procedure assumes a normal

distribution of the original model's error term. Given the assumption of

normality, the likelihood function can be represented by the one-step-

ahead prediction errors which are provided by the Kalman filter. Using the

likelihood function, it is possible to estimate unknown parameters in the

model as well as supplying a foundation for statistical testing and

specification of the model.
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The Kalman filter can smooth a series and generate predictions about a

variable at a specific point in time. The procedure generates the optimal

estimates for each of the elements in the alpha matrix one time period at

a time, starting in period n. The filter then uses the t—n estimates and

the information contained in t-n+1 to generate new optimal estimates of

the elements contained in the alpha matrix. This iterative process is

continued until all of the observations have been processed.

Discriminant analysis can be used as a forecasting technique when a

dependent variable is classified into mutually exclusive increasing or

decreasing categories. The model can be used to predict the direction of

change. The dependent variable is expressed as a linear function or index

(e.g. equation 8).

Discriminant analvsis model

(8) Zt =

Zt = discriminant score.

The estimated coefficients represent the discriminant weighting

coefficients for each of the independent variables. The estimation

procedure provides an estimate of Z^, which is referred to as the

discriminant score and can be compared to a critical discriminant score,

Zgy, to determine the predicted change in the dependent variable's

movement. If ^^e model predicts the dependent variable will move

upward, and if the Z^ <Zcv the model predicts the dependent variable will

move downward. (Menkhaus and Adams)
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2. Statistical Models

Statistical models are deterministic, meaning there is no attempt to

consider the underlying determinants responsible for creating the series.

These techniques try to identify patterns in a data series. Observed

values of a variable over time are assumed to be the result of a random

process. A time-series is assumed to contain all of the relevant

information needed to make predictions about the future values. (Beilock

and Dunn) The time-series used to produce a forecast is assumed to have

been created by a stochastic process. This means that the observed values

of the dependent variable have been generated by a probability

distribution function that assigns a probability with each possible

dependent variable value. (Pindyck and Rubinfeld)

The random walk is one of the simplest forecasting techniques and

uses a probability distribution with a zero mean ( e.g. equation 9).

Random Walk

(9) yt=yt-i+et.

This forecasting technique describes the dependent variable as a function

of last period's actual value and the current period's error term. The

forecast of the dependent variable is a random selection from the joint

probability distribution. A trend variable can be added to the random walk

forecast.

Extrapolation is a simple statistical modeling approach that does

not try to explain the variation in the dependent variable but tries to

reproduce the series over time. There is a variety of simple
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extrapolation techniques available. They differ with respect to the

functional form. If the process is linear, a linear trend model can be

used which describes the dependent variable as being a function of time

(e.g. equation 10).

Simple extrapolation model

(10) y,=bo+jbit(t)+et.

The trend (bit) defined as the directional movement of the dependent

variable over time. The simple regression model, containing a trend

variable, generates a forecast using historical data and regression

analysis to fit a linear line to the data. The forecast is obtained by

projecting the trend of the dependent variable into the future.

If the process exhibits exponential growth, an exponential

extrapolation procedure may be employed (e.g. equation 11). This procedure

assumes that the dependent variable changes by a constant percent (b) over

time instead of changing by a constant absolute eunount.

Exponential growth function

(11) Yt=jbe'"'et..

A third extrapolation procedure is the autoregressive trend model which

describes the dependent variable as being a function of its past values

(e.g. equation 12).
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Autoreoressive trend model

(12)

By setting equal to zero, the b2 parameter represents the rate of change

in the dependent variable. If bj equals one and the intercept is not equal

to zero, the model extrapolates the series by the same absolute amount

each time period. The logarithmic autoregressive trend model expresses

the autoregressive model in log form.

The quadratic trend model is a simple extension of the linear trend

model in that it incorporates a squared trend variable (e.g. equation 13).

This model describes an increasing or decreasing process depending on the

values of the bi and b2.

Quadratic trend model

(13) Y^=b^*b^t*b^t^*z^.

If the process is characterized by an S-shaped curve, a series that

exhibits a lower and upper bound, the nonlinear logistic model can be used

(e.g. equation 14).

Logistic extrapolation model

(jbo+bjX^)

These extrapolation models are not able to predict turning points in

a data series accurately due to the limited information they contain. A

common feature is they generally describe a dependent variable as a
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function of its past values plus some type of trend variable. Thus, the

extrapolation model tends to predict the variable as moving in the same

direction as it was in period t-1.

A slightly more complex extrapolation model is the moving average

model which predicts future values of the dependent by simply using the

average of its past values (e.g. equation 15). The estimated dependent

variable, Y, can be estimated sequentially as data become available.

Moving average extrapolation model

(15)

In ec[uation (15) all previous values, begining with period t-T, are

weighted equally. However, the most recent data may be more important in

determining the future value of the dependent variable and could receive

a greater weight. This would place an emphasis on the more recent data in

predicting future values of the dependent variable. The exponentially

weighted average extrapolation model (EWMA) is a procedure that allows

recent values to be weighted more heavily than more distant values (e.g.

equation 16).

Exponentiallv Weighted moving average model

i) = the weighting mechanism.

The power to which the weighing mechanism is raised is crucial in

determining the slope of the extrapolated function. The larger the power
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of the weighing mechanism, the smaller the impact of distant observations

on the predicted dependent variable. To use the EWMA model, a data series

must be detrended. If the trend is not removed and the series contains an

upward or downward movement, this method will generally over or

underestimate the future dependent variable value. A series that has been

detrended can be used to generate an EWMA forecast, and the trend can then

be added back to achieve the final forecast.(Pindyck and Rubinfeld).

If a particular variable exhibits seasonal variation, a seasonal

variation trend variable can be added to the extrapolation function. The

seasonal variation trend variable is obtained by dividing the observed

dependent variable value by its estimated value for each season. These

ratios are computed for each time period in each season and then averaged

to become a seasonal factor. The seasonal factor is then multiplied by the

appropriate seasonal trend variable.

Smoothing a time-series may be required if short-run fluctuations

are present. A forecast using smoothed data is somewhat arbitrary in that

the parameter values derived from the smoothing process are not identical

to the actual values. The simple extrapolation model, equation (10), could

be used to smooth the data by weighting all of the historical observations

of the dependent variable equally. Another method of smoothing data is

the exponential smoothing technique (e.g. equation 16). This procedure

involves using the EWMA which assigns the most recent values of the

dependent variable a greater weight than more distant values in smoothing

the data series.

The double exponential smoothing technique (e.g. equation 17),

places little emphasis on past data points and is capable of more heavily
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smoothing a series than the exponential smoothing technique.

Double exponential smoothing technicnie

(17) 9t^byt*{l-b)yt.-L'

y = singly smoothed series.

9 = doubly smoothed series.

This method assigns greater weights, depending on the size of the

weighting mechanism, to the current values of the dependent variable. It

involves exponentially smoothing a series and then performing the

exponential smoothing procedure to the series again. A centered moving

averages process uses predicted and past values of the dependent variable

to smooth the series, whereas the other techniques use only historical and

present dependent variable values. (Pindyck and Rubinfeld)

A seasonal adjustment may be needed before the model can be

estimated. This procedure involves generating a seasonal index to

approximate the seasonal variation in a series. Each value in the series

is divided by its corresponding seasonal index value to obtain a

deseasonalized series. This procedure diminishes and, hopefully, removes

all the seasonal and irregular components from the series. It has the

capability to remove more than the seasonality, so it should be

implemented only when needed.

The SAS Xll procedure is a method of adjusting seasonal additive,

monthly, or quarterly time-series data. The Xll procedure requires data

that are chronologically ordered and at least three years in length. The

procedure removes seasonal fluctuations while leaving the trend, cyclical,
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trading day, and irregular fluctuations present in the series. The

remaining variation is attributed to the long-term trend, business cycles,

and cyclical factors. The trading day variable accounts for the variation

involved with the passage of time over the year. The irregular component

represents the variation present in the residuals. The Xll procedure

requires monthly or quarterly observations, so it cannot be used with

weekly data.

More complex modeling techniques are the autoregressive and moving

average models. These methodologies are based on stochastic and

stationary time series. A stochastic time-series is one that has been

randomly generated by present and past errors. That is, they are

generated by a white noise process which means that the error terms are

randomly distributed, independent though time, and contain no recognizable

pattern (Nazem). The second important assumption about the data series is

stationarity. A data series is defined as being stationary if it has a

constant mean, variance, and covariance over time. Plotting the series

against time can provide insight into whether or not a series is

stationary. Inspection of the estimated autocorrelation function (ACF),

(e.g.equation 18), provides a measure of the level of correlation present

between neighboring data points in a time-series.

Autocorrelation function

(18) ACF= = -^

^ — _
5- (yt-y) (yt+jc-y)

^ (yc-y) ̂
t-i

gjf=the autocorrelation coefficient with k leads.
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y= the sample mean.

k= the number of lead periods.

An ACF that does not die out quickly indicates that the data series is

nonstationary. Nonstationarity occurs when the mean and variance are not

constant, there is a seasonal pattern, increasing or decreasing

variability is present, or structural change may have occurred.

Determining cyclical components or explaining the variance in a time

series can be accomplished by using spectral analysis. Spectral analysis

estimates how much of the variance in a series can be attributed to a

cycle. The cyclical variance and corresponding frequency is referred to as

the spectral density function. Observation of the density spectrum

function provides insight into whether a process is considered a white

noise process or not. If the density function is flat, the process is

assumed to be a white noise process, whereas an increasing or decreasing

function indicates seasonal variation.

A homogenous series is a nonstationary series which can be made

stationary through differencing. The order of the homogeneity is

determined by the number of times a nonstationary series must be

differenced in order to make it stationary (Cleary). Stationarity is

important because a statistical model can be built to describe a

stationary series and used to generate a forecast.

The most commonly used time-series forecasting procedure was

developed by Box-Jenkins. The Box-Jenkins methodology is a procedure that

systematically allows the identification, estimation, and diagnostic

checking of time series models like the autoregressive, AR(p), and moving
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average, MA(q), models (eg. equations 19 and 20).

Moving Average model

(19) MA{q) -^026^.2+. . .

q = the order of the process.

6 = the parameter estimate.

|ic= the mean of the process.

Autoregressive model

(20) AJ?(p) =yt=<t>iyt-i+*2 . .+<|)pye-p+5+c,.

<|> = parameter estimate.

6 = a constant term representing the series trend,

p = the number of lagged periods.

The first step in specifying a time-series model is the identification of

the series. Identification of the series involves determining the order,

the number of lagged disturbances, and/or the number of autoregressive

terms to be included in the model. The ACF and PACF are used to determine

at which point the correlation between the dependent variable and past

disturbance and/or autoregressive terms truncates. The partial

autocorrelation function measures the indirect relationship between two

variables regardless of the direct relationship found between them. For

example, if there are three variables: A, B, and C, assume that there is

a direct and significant relationship between A and C and a direct and

significant relationship between A and B. No direct relationship between

B and C exists, but there is a relationship between B and C due to the
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relationships found between A and C and A and B. The PACF measures this

indirect relationship (e.g. equation 21).

Partial autocorrelation function

^ *

(21) PACF-^^=^

gjt = matrix of autocorrelation coefficients, obtained

from the matrix of Yule-Walker etjuations

with diagonal elements as unity.

g*;^= matrix of autocorrelation coefficients, obtained

from the Yule-Walker equations, except that the

last row contains a column vector of all the

autocorrelation coefficients.

The PACF is derived from the ACF function and is used to determine the

order of the autoregressive process. The variable p represents the order

of the autoregressive process, while the variable q represents the order

of the moving average process. The researcher must first decide which

modeling technique, AR(p) or MA(q), most accurately describes the series

under consideration. Identification of a series, or determining the (p,q)

values, is accomplished by inspection of the ACF and PACF functions.

The Box-Jenkins methodology assumes the data series to be used in

generating a forecast is stationary or homogenous nonstationary. The

series is then visually inspected to determine if trends and/or

seasonality are present. If trends or seasonality are present, they must
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be removed before the Box-Jenkins procedure can be used. Once the model

has been identified, it is estimated using a nonlinear least-squares

procedure. Because of autocorrelated error terms in the moving average

process, the assumption of no autocorrelation in OLS is violated and

cannot be used to estimate the model. Estimates of the variance and

covariance are also needed so significance tests can be used to evaluate

the model.

Diagnostic checking is the last step in the Box-Jenkins procedure

and provides insight into the accuracy and specification of the

forecasting model. Examination of the residuals and the statistical

properties of the residuals are used in diagnostic checking to test the

statistical significance of the estimated parameters. There are many types

of diagnostic testing and evaluation criteria commonly used in evaluating

the forecast and model. (These various evaluation criteria are discussed

in further detail in the forecast evaluation criteria section of this

dissertation). One method of determining if the model is correctly

specified is by over fitting the model. This requires adding an

additional variable{s) to the identified model and testing the

significance of the additional variable(s). The estimated variance should

decrease if the additional variables improve the model's fit and provides

an indication of whether the model is correctly specified. A chi-squared

statistic is calculated and used to test the significance of the estimated

ACF to determine if any systematic error is present in the residuals.

Diagnostic checking of the data series is also important to determine if

the process was generated by a white noise process (Cleary).

Equation (19), is a deterministic model that uses the weighted
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averages of past error terms plus the mean of the moving average process

to predict future events. The correlation coefficient, or autocorrelation

function, is a measure of the interrelationship between a variable and its

own past values. In regression analysis, the correlation coefficient is a

measure of the causal effect of an independent variable on the dependent

variable. The statistical model assumes the observed time series is

influenced by its past values.

Equation (18) is calculated for different lags and used to determine

the order of a pure moving average process. The lag number for which the

ACF truncates or approximates zero determines the order of the MA(q)

process. For example, if the ACF truncates after two lags, the moving

average process is identified as being second order, or MA(2). Inspection

of the standard normal value calculated for the autocorrelation

coefficient, is used to test the null hypothesis that the ACF coefficients

are equal to zero. The statistical significance of the estimated mean and

coefficients can be evaluated using the t-statistic at a specified level

of significance.

The chi-square test can be used to test the specification of the

model. Specifically, the chi-square test is used to test the null

hypothesis that the estimated autocorrelation coefficients are equal to

their actual values. A significant chi-square value indicates that one or

more of the ACFs is significant. The estimated ACF value and its

corresponding standard errors, one for each lag, are need to determine the

order of the moving average process. The last significant ACF value

determines the order of the moving average process. (Nazem)

The MA(q) model is estimated using a recursive process. The error
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term is estimated by subtracting the actual from the estimated dependent

variable values. The forecast is then generated by multiplying the

parameter estimate by the estimated error and subtracting this from the

mean of the process. The MA(q) model is capable of forecasting ahead q

periods. This process continues to generate each q period ahead forecast

as soon as the previously forecast value is known.

Equation (20) is a nondeterministic statistically based time-series

model. The dependent variable in the AR model is a function of its

weighted past values, a disturbance term, and the error term. It very

closely resembles a multiple linear regression model because the dependent

variable is regressed on its past values.(Cleary)

p represents the order of the process which is determined by first

inspecting the ACF to determine if the process is a pure AR process.

Inspection of the PACF indicates whether the process is autoregressive of

order p. PACF values are calculated for different lags. When the PACF

truncates or becomes zero, the lag beyond the one that caused the

truncation of the PACF is assumed to exhibit no true relationship between

the variable value and its past values, p is the lag number that caused

the PACF to truncate and indicates the order of the AR process. For

example, if the PACF truncates after three lags, the autoregressive

process is AR(3).

If the dependent variable is a function of all the past and current

values of an independent variable (e.g. equation 22), further adjustment

is required.

(22)
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Difficulties arises because of collinearity between the lagged values of

the independent variable or because of the large number of regressors in

relation to the number of degrees of freedom. By assuming these

distributed lag coefficients emulate a specific pattern, these problems

may be avoided. The Koyck distributed lag specification, actuation (23),

is a commonly used procedure that assumes the coefficients decline

geometrically.

Kovck distributed lac specification

(23) yt=Pxt+pA.X£.i+pX2xt-2+- • •

Mathematical manipulation of equation (23) allows the dependent variable,

lagged one period, to be described as equation (24).

(24) >.yt.i = pXxj..i + PA,2xt.2+. .

This produces a manageable autoregressive equation (e.g. equation 25).

(25) yt=Xyt.i+pjCt+(et,-Xet.i) .

There are a variety of statistically-based models that combine

moving averages and autoregressive processes in order to forecast a data

series. One composite model is the autoregressive moving average, ARMA,

process of order (p,q). Equation (26) contains both moving average and

autoregressive components.
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Autorearessive Moving Average model

(26) ARMA{p,q)

An ARMA model generally contains different orders for each of the

different components. Inspection of the ACF and PACF, as well as their

respective standard errors, are used to determine p and g. A crucial

assumption in generating an ARMA forecast is that the data series used in

estimating the model has to be stationary.

The ARMA(p,q) can rewritten using the back shift operator B for

simplicity (e.g. equation 28). The operator B imposes a one period time

lag every time it is applied to a variable (e.g. equation 27).

(27) B? = e,.„.

ARMAfp.g^ with Back shift operator

(28) <|)p(B)y, = 6 + 0,(B)e,.

4»p(S) = 1 - <|)iB - 4>2S^ - . . . - <t>p S".

0^(B) = 1 - 0iB - 02B2 - .

If a data stationary series y^ is a homogeneous nonstationary series,

it can transformed into a stationary series by differencing the series one

or more times. Ecjuation (29) is a general representation.

Homogeneous nonstationarv series of order d

(29) Zt = A^y^.

Ay^ = Vt- yt-i =
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d represents the number of times a homogenous series must be differenced

to make it stationary. For excunple, if a series has to be differenced

twice to make it stationary it could be represented by equation (30).

(30) = AVf

After transforming y^ into a stationary series where is an ARMA(p,q)

process, it is referred to as an integrated autoregressive moving average

or ARIMA model of order (p,d,q) (e.g. equation 31).

Integrated Autoregressive Moving Average model

(31) ARIMA (p, d, cj) Ff=<j)jZj+<|>2Zf_j+. . •

The ARIMA model differs from the ARMA model in that it incorporates a

differencing component (d) to obtain homogenous stationary data, p and q

determine the order of the autoregressive and moving average components,

and d represents the number of times a homogenous series must be

differenced to make it stationary.

The ARIMA(p,d,q) can be rewritten using the backshift operator (e.g.

equation (32).

ARIMA using backshift operator

(32) <t)p(B)Zt = 8 + 6^(J3)c.

The constant, b, can be eliminated by adjustment y =yt-6/(l-$v—$p).
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If there is a system of MA(q) equations to be estimated a VMA{q)

model can be used. The VMA(q) is obtained by simply representing the

MA(q) model in a vector generalization (e.g. equation 33).

VMA model

(33) VMA = Qg{B) tf.

A variant of the ARIMA model is the vector autoregressive moving

average (VARMA) model (e.g. equation 34). The VARMA (p,q) model is simply

a vector generalization of the univariate ARIMA model.

VARMA model

(34) VARMA " = D +

<|) = 1 - <l)iB - -

0 = 1 - - - 0gB«.

D = a vector of constants which relates to

the mean of the process.

<|)p,6^ = matrices of the estimated AR(p) and

MA(q) coefficients.

The VARMA is identified using the sample cross-correlation matrices and

the partial autocorrelation function.

The seasonal integrated autoregressive moving average model (SARIMA)

is a variation of the ARIMA forecasting technique and is of order (P,D,Q)

(e.g. equation 35).
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SARIMA model

(35) SARIMA(P.D. Q) - • • • *^qs^t-gs-

Seasonality may be broken down into two components. For example the supply

of corn in the United States contains two forms of seasonality. The first

is recurring seasonality and may be measured with some certainty. The

supply of corn is large after harvesting and is assumed to be so every

year. The supply of corn is also influenced by random factors such as the

weather. The first type of seasonality can be removed from the series by

differencing, but the second form of seasonality, the stochastic seasonal

component, needs to be captured by statistical parameters. SARIMA uses

unadjusted data, meaning the stochastic seasonal component is not removed

from the data series before being used in generating a forecast. If

seasonality is important, it may be useful to generate a forecast using

the SARIMA forecasting technique. Seasonal adjustment enables the

underlying trends and cycles to be forecasted more precisely. In some

instances, unadjusted data are needed so that forecasts of actual values

can be recovered. (Cleary)

Another time-series forecasting technique is the Holt-Winters

procedure (e.q. equation 36), which is a generalization of exponential

smoothing to incorporate a trend and seasonal variation.

Holt-Winters model

(36) +
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This procedure requires that the mean {/i ), slope, and seasonal factors

(S) of a process be calculated. A set of smoothing parameters is used to

generate estimates of the mean, slope, and seasonal factors. The model

minimizes the sum of the squared one-step-ahead forecast errors.

(Rashivar)

C. Composite Forecasting Techniques

There is variety of forecasting methods that combine different

forecasting techniques in an attempt to increase forecast accuracy.

Combining theoretically and statistically based models allows the

introduction of more information into a forecast than the use of a single

method. The theoretical components provide an explanation as to why a data

series occurs, while the statistical components try to replicate the

series using past values of the dependent variable.

In combining different forecasting techniques, a weighting system is

employed to produce the composite forecasts. There are several ways of

assigning weights to the different components of a combination forecast.

One method is simple weighting which combines different forecasting

techniques by equally weighting them in the composite model. This method

is commonly used when there is no prior forecast accuracy information

available. If there was a forecast history, logic would dictate that the

most accurate forecasting technique receive a greater weight in producing

the composite model. Another method, adaptive weighting, assumes that

forecasting techniques may not perform consistently over time and that the

weights assigned to each forecasting technique may need to change.
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Adaptive weighting uses the forecast error of each forecasting model as a

basis for determining the weight assigned to the individual forecasting

techniques. The procedure is adaptive in that forecasts can change over

time with the accuracy of the individual forecasting techniques. A third

method is the minimum variance weighting procedure. It assumes a constant

forecast performance from each model. The weights for each model are

determined by assigning weights to the forecasting model in a manner that

minimizes the forecast error of the composite model over the historical

period.

The Bayesian composite forecasting technique is similar to the

simple average and adaptive forecasting technic[ues in that it assigns

different weights to the individual components of the composite model. The

weights are assigned with regard to the forecaster's prior belief about

the accuracy of the individual forecasts and the relative performance of

the individual components over time. This forecasting technic[ue allows the

forecaster to have a greater influence on how the individual forecasts are

weighted in the composite forecasting procedure compared to other methods.

The researcher assigns prior weights to each of the individual forecasting

techniques contained in the composite model. If there are multiple

forecasts, the priors may be arranged in a m by m matrix of pairwise beta

distributions containing elements that measure the likelihood of one

forecast out performing all others contained in the composite model. The

beta distribution is depicted by two parameters that provide the mean and

variance of the distributions. The distribution is depicted by m, the

number of forecasts being examined. This priors matrix is then merged with

a performance matrix which contains rankings of the performance, based on
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trial forecasts, on how well each of the individual forecasts performed

compared to the others. The combination of the two original matrices

yields a matrix beta from which weights for each of the individual

forecasts are assigned (Mclntosh and Bessler).

The time-varying coefficient-autoregressive (TVC-AR) model is a

forecasting technique in which the movement of the coefficients, as well

as the initial conditions, are previously specified to depend on a two

dimensional vector of pareimeters (e.g. equation 37).

Time-varvino coefficient- autorearessive model

(37)

Yt = vector of lagged dependent variables.

Ct = time varying intercept.

- the uncorrelated conditional Gaussian disturbance

term.

The TVC-AR forecast has four advantages over the Bayesian VAR forecast

(Carnova). The first advantage is that the TVC-AR technique does not

impose beta priors for the parameter values and their underlying

distributions. Secondly, the TVC-AR technique does not impose a constraint

on the frequency domain. The third advantage of the TVC-AR technique is

it can endogenously account for several forms of seasonality and their

evolution over time. The fourth advantage is the TVC-AR technique's

ability to account for the uncertainty present when specifying the

functional form of the seasonality.

The Swamy-Tinsley (S-T) or stochastic coefficient model is a
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composite forecasting technique which combines theoretical and statistical

models (e.g. equation 38). A stationary process is described by

deterministic stochastic and random indeterministic components. The

statistical model tries to reproduce the indeterministic components of the

process. The theoretical model describes the endogenous variable as a

function of a conditional mean function and a nonstationary error term

which follows an ARMA process.

(38) = XtJbf

yt = univariate, nonstochastic process in period t.

x't = a k component vector of fixed independent variables in

period t.

jbf = unobservable coefficient vector which contains an

additive disturbance term,

bt consists of an additive disturbance term and a time dependent intercept

and can be represented as equation (39).

(39) + tf.

"h = matrix of fixed parameters.

Zf = vector of fixed variables, the intercept,

deterministic trend and seasonal variables.

If bt is stationary, the function can be written as equation (40).

(40) Jbf = bf + e^.
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= the deterministic component of the process,

et = the stochastic component.

= a random k-variate innovation process.

Substituting equation (39) into equation (38) yields the S-T model (e.g.

equation 41).

Swamv-Tinslev

(41) Vf = XtOBzt +

The S-T model allows each of the coefficients in the stochastic model to

vary around its mean by an error term that is correlated with it' s past

error term as well as the past error terms of the other coefficients. If

is equal to zero, the technique reduces to a univariate ARMA model.

Each of the error terms is assumed to have a white noise component that is

currently correlated with the white noise components of the other error

terms (Conway).

The autoregressive components (AC) model is a variant of the AR(p)

model. It is an autoregressive model that incorporates some economic

variables that are considered determinants of the dependent variable so

that it is a composite model. The model contains variables that are

considered to be determinants of the dependent variable along with the

time series information provided by the autoregressive component (Fair and

Shiller).

A transfer function, or roultivariate integrated autoregressive

moving average, HARMA, model is a composite forecasting model (e.g.

equation 42).
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Transfer function model

(42) (B) ̂ p{B)z^.

<|>^= autoregressive backshift operator.

Qp= moving average backshift operator.

Zf = the transformed data series.

It contains an econometric forecasting model with a time-series ARIMA

model. The model describes the dependent variable as a function of

explanatory variables, lagged values of the dependent variable, and a

time-series generated error term. The transfer function model uses the

econometric structural model to describe the variation found in the

dependent variable. The error term of the structural model represents the

unexplained variation present in the dependent variable. Forecasting with

the structural model is accomplished by plugging predicted values of the

dependent variable into the estimated equation. The transfer function

model contains economic information that explains part of the variation in

the dependent variable plus a time-series component to explain the

unexplained variance present in the dependent variable. The logic

associated with using a transfer function model is that this modeling

technique incorporates more information with the objective of generating

a superior forecast when compared to each of the individual models.

(Pindyck and Rubinfeld). The problem is that there is no way to include

the true error term in the model. The transfer function model uses an

ARIMA model to forecast the error term. The ARIMA model is then inserted

into the structural model in place of the error term.

Helmer and Johansson describe how the Box-Jenkins procedure can be
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used in specifying a transfer function model. There are nine substeps that

fall under the three general steps, identification, estimation and

diagonsitc checking.

The identification procedure consists of seven sub steps. The first

procedural step of the Box-Jenkins identification procedure requires some

prior knowledge so the appropriate functional form can be used to avoid

the problem of misspecification. The second through seventh procedural

steps contained within the identification phase are used to identify the

transfer function. The second procedural step involves prewhitening the

series to remove all the systematic or predictable components present in

the data series. The third procedural step differences the data to remove

the variation caused by seasonality, trends, and other causes of

nonstationarity. The fourth step uses the prewhitening procedure to

ensure the correlation between the independent and dependent variables

remains in the series.

Step five analyzes the estimated dependent and independent

relationships from the second and fourth steps, respectively. The

correlation between the dependent and independent variables is taken to

represent the response of the independent variables on the dependent

variable. The correlation is then used as a measure of the impulse

response coefficient. The sixth step uses a parsimonious transfer

function to substitute the estimates of the direct effects of the

independent variable on the dependent variable. This step generates at

least one model used to describe the relationship(s) . The seventh step

regards the residual series generated from step five as being a distinct

time series. A Box-Jenkins univariate time series model is used to
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identify the transformation which is responsible for removing the

situational and remaining unspecified factors referred to as noise. This

step generates at least one model to describe the residual series.

The eighth step, or the second general step, involves the estimation

of the models. A maximum likelihood procedure is used to derive estimates

of the independent variable coefficients as well as estimates of the

autocorrelation and moving average coefficients. The ninth and final step,

referred to as the third general step, is the diagnostic checking of the

estimated transfer function models. This step selects the transfer

function model that best describes the time series.

B. Forecast Evaluation Criteria

A wide range of evaluation criteria is available to measure the

accuracy of a forecast. An ex post forecast uses the first subset of data

from a historical data set, which has been divided into two periods, to

generate a model. The model is then used to generate a forecast using the

second subperiod. The comparison of the predicted to the remaining actual

values is used as a measure of forecast accuracy. These data can then be

used in the measures described in this section.

Forecasts are commonly evaluated by their abilities to predict

turning points in a time series. Kaylen argues that this particular

evaluation criterion should be taken one step further. The ability of a

forecast to predict turning points should be redefined to include whether

a forecast is capable of accurately predicting peaks, troughs, and no-

turns. Based on the general evaluation, if a peak is forecast by the

model instead of the trough that actually occurred, the model accurately
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predicted a turning point. The ability of a forecast to predict turning

points under Kaylen's definition would provide more useful information

because it indicates the direction the series is moving instead of just

the fact that the series in changing direction.

Kaylen re-evaluated the forecasts reported in the studies of Brandt

and Bessler (1981), Brandt and Bessler (1984), and Harris and Leuthold

(1985) using his new definition of accurately predicting turning points.

He found that using actual observations in place of previously forecasted

observations with his new definition of turning points actually improved

the forecast accuracy of the different models.

A simple method of choosing a forecast among alternatives is the

parsimony rule. The parsimony rule implies that when a tie exists between

two comparable models, the model with the least number of estimated

coefficients should be chosen. This reduces the amount of information

necessary to generate a forecast which should provide a better forecast.

The rule is consistent with the scientific method. (Cleary)

The bias criterion is a measure of the mean difference between the

actual and forecasted values of the dependent variable. It is a criterion

used to determine if there is a tendency to over or underestimate a

series. A related criterion is the comparison of the means of the

forecasted values to the means of the actual series.

The following set of evaluation criteria is based on the error

component of the forecast. These criteria use the error terms generated

by a forecasting model to evaluate forecast accuracy. The standard error

test is used to determine the significance of an error estimate (e.g.

equation 43). T equals the number of observations in the forecast.
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standard Error

(43)
dy

£ (y^ -
t-i

T - 2

The standard error is a measure of how the estimates are dispersed around

their means and is used in calculating the t statistic. A critical value

is used to test null hypothesis that each of the estimated coefficients is

not significantly different from zero. If the computed t-value is large

enough, the estimate is statistically significant at the specified level

of significance.

The sum of squared errors, SSE, provides a measure of accuracy

between the actual and predicted values of the dependent variable (e.g.

equation 44).

Sum of Squared errors

(44) SSE = Ee|.
t

Mean error, ME, is provides a measure of the average size of the

model error or the difference between the actual and predicted dependent

variable values ( e.g. equation 45).

Mean Error

(45) Affi=lE8,.

The mean squared error (MSE) criterion provides a measure of the

individual forecast errors. A small MSE,(e.g. equation 46), indicates a
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good fit or accurate forecast.

Mean Squared Error

(46) MSE= " .

The mean absolute error (MAE) is another measure of the size of the

forecast error (e.g. equation 47), and represents the absolute difference

between the actual and forecasted errors. The smaller the MAE is, the

better the forecast.

Mean absolute error

(47) MAE =

The mean absolute percentage error (MAPE) (e.g. equation 48),

criterion expresses the forecast error as a percent of the actual value

of the variable.

Mean Absolute Percentage Error

\yt-Yt\(48) MAPE= — y
tU y, •

Another common measure of the deviation is the mean percentage error,

(MPE) (e.g. equation 49).

Mean percentage error

(49) MPE
Tc-i r.
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The root mean square error (RMSE) criterion provides insight into

the difference between the actual and forecasted values of the dependent

variable (e.g. equation 50). The square root of the mean squared error

term is compared to the observed dependent variable values to provide an

indication of the forecast accuracy.

Root Mean Square Error

(50) RMSE=yfMSE.

The RMSE is the square root of the MSE. It shows how much on average the

predicted values deviate from the actual values. The percentage root mean

square error is similar to the RMSE except that it expresses the forecast

error in a percentage term (e.g. ec[uation 51).

Root mean percentage error

(51) RMPE =
N

1 f

Tt-i (rj2

The squared correlation criterion is a measure of the correlation

between the actual and predicted value for the dependent variable. The

closer this value is to one, the better the forecast fit.

The coefficient of variation, V, is a measure of the relative

dispersion between series and is calculated by dividing the standard

deviation of the series by the mean of the series (e.g. equation 52).

Coefficient of Variation

[E(y,-7)V7®]i/2
(52) y= _ — .

Y
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The resulting value provides a criterion for comparing the relative

variation between two or more series.

The Chi-squared statistic, Q, is used to determine whether a

residual series is nonwhite. The null hypothesis states that the series

is nonwhite, meaning that the series has an implied structure, and the

estimated model is inadec[uate (e.g. equation 53).

Chi-Souared Statistic

K

(53) Q=T^^^k-
jc=l

= the estimated autocorrelation function equation (18).

A large Q or Chi-squared statistic means that residual autocorrelation is

significant in the series. The Chi-squared test is used to test the null

hypothesis that the estimated autocorrelation coefficients are equal to

the actual values. The autocorrelation coefficients are nonzero until q.

After point q, the estimated autocorrelation coefficients are be equal to

zero.

A common criterion known as Theil's inequality coefficient, U,

provides an index of relative forecast accuracy (e.g. equation 54). This

test is based on the ratio of the forecast RMSE to the no change forecast

RMSE. Theil's U can take on any nonnegative value. When the U=0, the

forecast RMSE is zero meaning the forecast is perfect. If U^lthe model

is a poor predictor because at U=l, the model predicts as well as the

nochange model.

47



 

Theil'B inequality coefficient

(54)

T t-i T t-i

9 = estimated dependent variable value.

y = actual dependent variable value.

The Theil's U can be decomposed into three different proportions.

The first proportion is the bias, U**, which provides an indication of how

much the actual and simulated averages deviate from each other (e.g.

equation 55).

The Bias Component of Theil's Coefficient

,55, n»^ .
il/TlEiY^-Yc)'

1^ = mean estimated dependent variable value,

y = mean actual dependent variable value.

T = number of time periods.

A u" larger than .2 indicates the presence of bias.

The second proportion represents the variance, U^, and it is an

indication of how well the model is able to simulate the variability found

in the dependent variable (e.g. equation 56). A large value suggests

that the model is incapable of simulating the variation found in the

dependent variable.
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The Variance Component of Theil's Coefficient

(56) U^=-rs. (d-o)2
{1/T)T{Y^-Y^)^
d = estimated standard deviation.

o = actual standard deviation.

The third proportion is the covariance, u'**. Ecjuation (57) provides

a measure of the remaining error present in the forecast after the

deviations from the average values and variations have been considered.

A large u'' suggests a good correlation between the forecasted value and the

actual value of the dependent variable. The ideal values for the U** and U®

would be zero with the u'* equalling one.

The Variabilitv Simulation component of Theil's coefficient

(57) U^= ^ .
(1/T)E(Yi.-Y^)

Q= the correlation coefficient.

The Gauss-Seidel procedure is an iterative process which is used to

derive estimates of the goodness of fit measures for a simultaneous

equation system. There are two variants of the Gauss-Seidel procedure. The

first derives the estimated endogenous variable estimates using historical

values of the independent variables and predetermined endogenous variable

values. This information is then used to calculate different goodness of

fit measure like the MAPE, squared correlation between the estimated and

actual dependent variable values, and the Theil's statistic. The second

uses historical endogenous variable values which are substituted in place

of the estimated values in the first option.
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The Akaike Information Criterion (AIC) can be used to compare

statistical models containing different numbers of parameters (e.g.

equation 58). According to the AIC, the order of the statistical process

should be chosen so that the AIC estimate is minimized.

Akaike Information Criterion

(58) AJC =5^ exp[2(xi+d)/r] .

d = the number of nonstationary elements in the state

vector.

It has been shown that the AIC can overestimate the order of the

autoregressive process, and a Bayesian Information Criterion (BIC) is a

better method of determining the order of the autoregressive process. The

BIC (equation 59) assesses a greater penalty per parameter.

Bavesian Information Criterion

(59) BIC =9^ exp[logT(n+d)/r] .

The BIC is diverges from the AIC in that it multiplies the AIC by one-half

the log of T, which means that it leans more toward models with fewer

parameters (Schwarz). As with the AIC criterion, the model with the

smallest BIC estimate should be chosen.

Ashely developed a theorem to defend his logic of eliminating

forecasted variables from econometric models. If a model is misspecified,

the variance of an estimated explanatory variable (k) may be larger than
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its true value. Therefore, the MSE of a dependent variable forecast in

which the forecasted explanatory variable is excluded may not be larger

than the MSE of a dependent variable forecast in which the forecasted

explanatory variable is included. Ashely developed a test where the MSE

(ft) is divided by the Var (x^). If this ratio is larger than 0.7, he

concluded that including the forecasted explanatory is not guaranteed to

increase forecast accuracy.
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Chapter III

Literature Review

A. Introduction

This review of pertinent forecasting literature describes studies

that provide insight into the application and performance of the various

forecasting techniques and their uses in food demand research. These

studies evaluated and compared the various forecasting procedures and

determined which techniques provided the most accurate forecasts for the

given situation. The information obtained in reviewing the following

articles is instrumental in determining the most suitable type of

forecasting technique(s) and evaluation criteria to forecast weekly

supermarket sales of food groups. The literature contained with this

section employed a wide range of forecasting techniques, from the naive

nochange to the intricate composite model.

B. Forecasting Studies

Leitch and Tanner discuss the logic behind firms spending millions

of dollars on economic forecasting in spite of their large forecast

errors. The authors compared simple forecasts with those provided by a

forecasting service to determine which generated a better forecast.

Summary statistics used to evaluate and compare forecasts in this study

are the: MAE, RMSE, and Theil's U.

The study forecasted the interest rate for a three-month treasury

bill using six different forecasting techniques: (1) a professional
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service; (2) an ARIMA model; (3) a forward rate model; (4) a nochange

model; (5) a constant rate of growth model; and (6) a survey forecast.

Forecasts were generated using monthly data which started in January of

1982 and continued through December of 1987. The six different

forecasting techniques were used to predict directional changes in the

interest rate. These four interest rate forecasts were (1) whether the

interest rate would simply increase or decrease; (2) whether the

forecasted interest rate was larger or smaller than the futures market

interest rate; (3) whether the interest rates were expected to change; and

(4) whether the forecasted interest rate moved positively or negatively

compared to the futures market interest rate. They were used to determine

the position a firm should take in the treasury bill market. Profits

generated from each position were calculated by subtracting the

transaction costs from the revenues generated by each method.

The most accurate forecasting methods were the nochange, forward

rate, and ARIMAs given the summary statistics. Forecasts were also

evaluated on their abilities to generate profits. The most profitable

forecast was generated by the professional service forecast, given the

revised evaluation criterion. Various correlations were calculated which

revealed that the only forecast that was correlated with profiteibility was

the directional accuracy measure. The size of the MAE and RMSE were

inversely correlated to profits in three out of the four times. Theil's U

was positively correlated with profits but was not statistically

significant three out of the four times.

The authors concluded that the forecast error criterion did not

provide an accurate indication of a forecast's ability to generate

53



profits. The research found no systematic relationship between profits

and the size of the forecast error, and the authors suggested that the

only significant evaluation criterion is directional accuracy which is

attributed to the strong relationship found between directional accuracy

and profits. Thus, firms are acting rationally when they purchase

economic forecasts. The authors also suggested that least squares may not

be an appropriate estimation technique in conducting economic research

because the results indicate that there is no systematic relationship

found between the error criteria and profitability.

Seven ex post forecasting techniques were used by Vere and Griffith

to forecast three important variables in the South Wales prime lamb

market: slaughterings, real saleyard prices, and per capita consumption of

lamb. The forecasting techniques were the (1) single-equation regression,

(2) ARIMA, (3) structural, (4) restricted reduced form, (5) composite, (6)

NSWMPFC (New South Whales Meat Production Forecasting Committee), and (7)

nochange models. Both dynamic and static forecasts were generated and

compared based on applicability and forecast accuracy. The accuracy of

each forecast was evaluated according to the MSB, MAE, Theil's U, and

directional accuracy. Ex post forecasts were used to compare the

accuracies of each different forecasting techniejue.

Quarterly data starting with the first quarter of 1969 and ending

in the last quarter of 1984 were used to generate the various forecasts.

Twelve periods starting in the first quarter of 1985 through the fourth

c[uarter of 1987 were included to generate the ex post forecasts. The

exception was the NSWMPFC forecast which used data through September of

1987.
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The most accurate forecasts of slaughterings and consumption were

provided by the single-equation regression and the composite models, for

both the static and dynamic forecasts. The ARIMA model provided the most

accurate forecast of the real saleyard prices. Evaluation of each

individual forecast revealed that no one model generated superior

forecasts for each of the variables under study. The authors suggested

that combining different forecasting methods may lead to an increase in

forecast accuracy.

Harris and Leuthold conducted a study to evaluate and compare the ex

post forecast accuracies of five short-run livestock, live cattle and hog,

price forecasting methods using quarterly data from the first quarter of

1969 continuing through the last quarter of 1980. The authors compared

the individual four quarter ahead forecasts with composite forecasts to

determine if a gain in forecast accuracy was realized by combining

individual forecasting techniques. The five different forecasting

techniques were (1) single-equation econometric, (2) univariate Box-

Jenkins analysis, (3) composite forecast in which the econometric and

univariate models are equally weighted, (4) integrated model referred to

as the serial correlation regression model which combined an econometric

and an ARMA model for the residual series, and (5) integrated multivariate

time series model.

The different forecasting techniques were compared and evaluated

based on the RMSE and directional accuracy criteria. The single-equation

price dependent cattle and hog models were built by the University of

Illinois Price Forecasting and Sales Management team (PFSM) and were

estimated using OLS. The composite forecast consisted of equally weighted
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ARIMA and econometric forecasting models. The serial correlation model

was an integrated model that combined the structural model provided by the

PFSM and an ARIMA model used in forecasting the residual series. The

structural portion of the model was estimated using 6LS.

The ARMA and ARIMA forecasts of live cattle prices were the most

accurate based on the root mean square error evaluation criterion, whereas

none of the models generated a superior hog price forecast. Changing the

evaluation criterion to the models' abilities to forecast turning points

correctly, the results indicated that the models with the lowest RMSE did

not outperform the other models having larger RMSEs. Contrary to

theoretical thought that combining forecasting techniques increases

forecast accuracy, the results indicated that the individual forecasting

methods and the serial correlation regression model performed as well as

the integrated models for forecasting cattle and hog prices. The ARIMA

model provided a superior forecast for predicting live cattle and hog

prices, using the RMSE and turning point criteria, when compared to the

integrated models. The results revealed that the integrated models

provided an inferior forecast, except for one interval, when compared to

the ARIMA model forecasts. Two possible explanations for this particular

result were that the single-equation demand model was misspecified or that

the demand for beef shifted in the 1980s.

Fair and Shiller examined structural and VAR models with the

intention of comparing the two forecasts. The structural econometric

models contained a large number of predetermined variables. These models

were usually restricted in that in some instances the predetermined

variables exceeded the number of observations used in the generation of
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the forecast. The VAR and AC models, on the other hand, have fewer

variables thus recjuiring less information in generating a forecast than

the structural econometric model. Six VAR and eight AC forecasting models

were each evaluated and compared to the Fair structural model.

Instead of using the RMSE criterion for evaluating the two forecasts

of real GNP, the actual change in each model was regressed on the

forecasted changes. This procedure allowed the researchers to draw an

inference about whether the larger structural models contained the Scune

information found in the smaller atheorectical VAR and AC models. The

evaluation was performed on quasi ex ante forecasts. The exogenous

variables found in the structural model were replaced by autoregressive

equations to eliminate all of the exogenous variables in the model. The

model and exogenous variables were estimated through t-1 for each new

forecast period t, which is referred to as a rolling estimation procedure.

The rolling estimation procedure was used to estimate the structural, VAR,

and AC forecasts.

The quarterly data used to generate the one-quarter and four-

quarter-ahead forecasts ranged from 3(1976) through 2(1986) and from

2(1972) through 2(1986), respectively. The results suggested that there

was a significant difference in the information contained in the

structural econometric, VAR, and AC models. The results also suggested

that the Fair structural model provided a better forecast than either the

VAR or AC models.

Paul et al constructed a multi-equation end use model of Australia's

demand for sawntimber. A three equation demand model was estimated

simultaneously by the maximum likelihood method. The three demand
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equations were dwelling starts, sawntimber used per housing start, and

savmtimber used in nondwelling purposes. These three variables were felt

to be the most significant in determining the consumption of Australian

sawntimber.

The data used in this study were obtained from various Australian

Bureau of Statistics publications and covered the period 1951-1986. Value

and price data were deflated using the consumer price index. The

evaluation of both static and dynamic forecasts was based on the ability

to predict the actual series accurately. The static simulation, where the

endogenous variables were not updated annually as they became available,

was estimated using data from 1951-1986. The dynamic simulation, which

incorporated previously estimated values of the endogenous variables, was

estimated using data from 1972-1986. Theil's U associated with the demand

function for total sawntimber suggested that there might have been an

error related to using the sawntimber used per dwelling equation. The

model was respecified and estimated using actual wood per dwelling instead

of the simulated variable for the same time period.

The RMSE, RMPE, and Theil's U suggested that the dynamic forecast in

which actual wood per dwelling was substituted for sawntimber provided a

suitable forecast of total sawntimber consumption. Sensitivity analysis

was preformed using a one percent change in each independent variable.

The analysis suggested that a change in any variable, except the overdraft

variable, would significantly influence the consumption of Australian

sawntimber.

Eastwood, Gray, and Brooker used the Box-Jenkins methodology to

forecast demand for two variable-weight food items, ground beef and beef
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roasts. The models were generated using weekly scan data obtained from

five supermarkets in a southern metropolitan area. The data covered the

time period May 14, 1988 through November 11, 1989. Two-week trial

forecasts were estimated using the data from October, 7 through November,

11.

The forecasts were evaluated using the forecast means, coefficients

of variation, absolute errors, turning points, direction of change, and

Theil's U. The results revealed that the mean forecasts were very close

to the actual means for both the ground beef and beef roast forecasts.

The forecast for ground beef estimated 37 turning points while the actual

series only had 34. The beef roast forecast predicted 39 turning points

while the actual series had 48. However, the forecasts were only able to

predict actual turning points 3 and 9 times for ground beef and beef roast

respectively. In predicting the direction of change, the forecasts were

accurate 27 times for ground beef and 29 for beef roast. Examination of

Theil's U for both forecasts revealed that the ground beef forecast was

preferred to the nochange forecast while the beef roast forecast was

slightly better than the forecast generated by the nochange forecast. The

trial forecast for beef roast did not perform well in estimating roast

demand. This result was not unanticipated due to the marginal results

obtained from the Box-Jenkins forecast. The trial forecast for ground

beef did not match the actual item movement but accurately forecasted the

directional changes in the series. The inability to forecast item

movement accurately was attributed to the large variability in demand.

Lin et al forecasted the price of farmed Atlantic Salmon in the

United States and the Euroean Community. A dynamic simultaneous equation
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model was estimated to determine the factors that affected the supply and

demand of Atlantic Salmon in the United States and European Community.

The system of equations contained three structural equations and four

identities. The structural ec[uations represent the demand for Norwegian

Atlantic salmon in the United States and the European community and the

supply of Norwegian salmon in the United States. The significant exogenous

variables contained in the system were forecast using the Box-Jenkins

procedure. The predicted exogenous variables were then substituted into

the dynamic actuation system to derive a forecast of future supply and

demand levels. The demand function included own-price, substitute-prices,

income, monthly indicator, and lagged dependent variables. This

combination of modeling techniques allowed the researchers to forecast

Norwegian Atlantic Salmon supplies and prices.

Monthly data from January 1983 through December 1987, were used to

estimate via two-stage least squares the simultaneous equation system.

The exogenous variables were production of Norwegian salmon, exchange

rates, incomes, and price indexes. Norwegian Atlantic salmon and Pacific

Chinook salmon were considered substitute commodities. The Norwegian

Central Bureau of Statistics supplied the data on monthly Norwegian salmon

exports. Prices were calculated by dividing the import value by the

quantity imported for both the United States and European Community. Six-

time series models were estimated. Salmon production was assumed to

increase at a constant rate of ten thousand metric tons a year. The study

was based on a fixed exchange rate because of the volatility found in the

monetary exchange rates. The time-series models were evaluated using MPE,

RMPE, Theil's U, UM, and US.
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The results suggested that the signs associated with the estimated

simultaneous equation coefficients were consistent with economic theory.

The monthly dummy variable, substitute prices in both the United States

and European Community, and the United States and European Community

income variables were the only variables not significant at the one

percent level. The forecasted exogenous price for U.S. Chinook fluctuated

according to the usual seasonal patterns but exhibited an upward trend

over time.

Wu ̂  ̂ compared and evaluated the forecast accuracy of the Box-

Jenkins, H-W, and track methods for shipments of a carefully managed IBM

product called boxes. The track method was a term given to the monthly

planning figures which were based on the planner's expectations of

manufacturing capacity, product introductions, and price changes.

Quarterly data provided by IBM were used to generate two forecasts for

1988. The data were rescaled to maintain confidentiality. The sample

period contained 72 monthly observations that began in January of 1982 and

continued through December of 1987. A plot of the series revealed a

strong seasonal pattern, peaks at the end of each quarter, and increased

variability after December of 1984. Seasonality was removed by the

seasonal differencing method. Shipments of boxes in July and August of

1987 had to be postponed until September of that year. This problem was

accommodated by taking the total third quarter shipments and dividing them

by three.

The Box-Jenkins and H-W forecasts were compared with respect to

their abilities to forecast special events (eg. the introduction or

termination of products or marketing promotions), as well as the features
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contained in the sales series, and to the accuracies of the one, two, and

four quarter ahead forecasts. The best Box-Jenkins forecast was superior

to the best H-W forecast in estimating shipments in all the quarters

according to the QFC. Each Box-Jenkins forecast was also compared with the

track method prepared by the IBM planners. The Box-Jenkins models had a

lower QFC than the track for 1988 shipments.

Conway, Hallahan, Stillman, and Prentice suggested that structural

changes in the demand for meat led to the over prediction of meat prices

due to the fixed coefficients used in the industry's forecasting models.

They argued the supply function of meats had also changed due to changing

domestic and international economic conditions. This paper evaluated and

compared the forecast performance of the stochastic S-T, fixed

coefficient, and OLS with ARIMA-fitted residuals models. The models were

estimated using price data provided by the USDA's Economic Research

Service. The stochastic coeficient model was estimated using the OLS,

maximum likelihood, and the Cochrane-Orcutt procedures.

The OLS estimations using the Cochrane-Orcutt and maximum likelihood

models were developed under the assumption of first order autocorrelation.

Evaluation of the estimated forecasts, using out of sample data, were

based on the RMSE, MAPE, and turning point error criteria. The data

covered the first quarter of 1980 through the third quarter of 1983. Based

on the RMSE and MAPE criteria, S-T was the most accurate forecasting

technique for beef and chicken prices. The Cochrane-Orcutt and maximum

likelihood models outperformed the other forecasts of pork prices using

the same criteria. These findings were attributed to the degree of

variation found in the prices of the different meats. Pork prices had
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little variation while beef and chicken prices varied a lot. Using the

turning point criterion, the stochastic coefficient model predicted as

well as or better than either the Cochrane-Orcutt or maximum likelihood

models. These findings suggested that the stochastic coefficient model

provides a superior price forecast for more variable time-series data.

Geurts and Ibrahim evaluated and compared two forecasting methods.

Box-Jenkins and exponential smoothing. The two models were evaluated on

their respective abilities to forecast tourism in Hawaii accurately.

Logarithmically transformed monthly tourist data from 1952 through 1971

were used to generate the forecasts. The reason for transforming the data

was to adjust for seasonal fluctuations which exhibited an increasing

amplitude. Using the Box-Jenkins methodology and the maximum likelihood

procedure, four adequate forecasting models were found based on the fact

that the RMSEs for all the models were very close. After examining the

one period forecasts and Theil's U, the best Box-Jenkins model was

selected to be compared with the exponential smoothing model. One period

ex post forecasts were generated using two years of monthly data. Theil's

U suggested that neither model was superior in generating accurate

forecasts. The authors concluded that the exponential smoothing model

provides an equivalent forecast to the Box-Jenkins method, but it is

easier to use and cheaper to generate. Consequently the former may be an

appropriate statistical model to combine with a theoretical model to

obtain a composite model.

Menkhaus and Adams developed a discriminant analysis model to

predict the direction of price movements for feeder cattle. The authors

compared the forecasts generated by discriminant, regression, and
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composite methods containing the discriminant price variable in the

regression model. The discriminant model forecasted price movement as

either increasing or decreasing. Monthly USDA data for October through

March from 1925 through 1968 were used. The ex post forecast was

generated using data from 1970 through 1980. For comparative purposes,

the authors estimated a feeder cattle price regression model. The feeder

cattle price was obtained by adding the slaughter price and the cost

associated with holding a calf until it reached its slaughter weight.

The results of the study suggested that, in predicting the direction

of price movements, the discriminant analysis model preformed only

slightly better than the regression model. The discriminant analysis was

able to predict 76 percent of the price movements correctly. The

regression model predicted 73 percent of the price movements correctly

over the same time period. The naive nochange model correctly predicted

70 percent of the price movements. Theil's U for the regression model

decreased from 0.48 to 0.40 when the directional change variable was

included. Thus, the results suggested that the forecasting accuracy of a

price model may be improved by including a directional change variable.

The usefulness of a transfer function model in forecasting the

impact changes in the aggregate economic activity on employment levels in

a small regional economy was evaluated by Weller. A transfer function

model combined econometric and time-series forecasting techniques to

generate a forecast.

Weller evaluated employment level forecasts of 25 models, one

univariate time-series model and four transfer function models for each of

the following categories: manufacturing, durable manufacturing, nondurable
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manufacturing, nonmanufacturing sectors, and total regional employment.

Waller used the Box-Jenkins methodology in building the univariate and

transfer function models. Forecasts were updated using an iterative

process of including each new data point as the actual value became

available. The models were compared on the basis of the standard error,

AIC and SIC.

The data used in this research were obtained from the monthly

establishment survey administered by the Bureau of Labor Statistics. They

covered the time interval of 1958 through the first month of 1983. Ex

post forecasts were generated using data from the second month of 1983

through the last month of 1985. Weller concluded that the transfer

function models consistently out performed the univariate models in

forecasting the employment levels in all five employment categories.

Because there is no rice futures market, businesses involved with

the rice industry have to rely on price forecasts provided by the Rice

Outlook and Situation (RO&S) to make decisions. The RO&S provides a price

forecast for the year starting the first of August and ending the last day

of July. Elam and Holder evaluated and compared the accuracy of the price

forecasts provided by the ROSiS against those generated by a univariate

Box-Jenkins model. The authors then evaluated whether RO&S price

forecasts reduced price variability and/or increased producers prices.

The comparisons of the RO&S and forecasts were made using the bias,

MAE, and RMSE criteria. The forecast bias suggested that both the ARIMA

and RO&S underestimated the September price by 48 and 88 cents per hundred

weight respectively. The March price forecast bias for the RO&S and ARIMA

forecasts were .16 and -.10 respectively, t-tests indicated the bias was
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insignificant, using the 95 percent level of significance. The MAE for

the September ARIMA forecast was lower than the MAE for the RO&S forecast.

The RO&S forecast had a lower MAE for the March forecast. The RMSE of the

RO&S was lower than the ARIMA's RMSE for the September and March

forecasts. These findings suggested that the RO&S forecast was only

marginally better than the forecast generated by the univariate ARIMA

model.

The RO&S and univariate forecasts were combined to determine if

there was any increase in forecasting efficiency. The results suggested

that there was no gain. This conclusion was based on the MAE and RMSE

evaluation criteria. Using Ashely's test, the results suggest that no

significant difference exists between the RO&S and combination price

forecasts.

Oliveria, O'Connor, and Smith used an ARIMA forecasting model to

generate weekly cattle price forecasts. The data used in this study were

gathered from six-cash market price series and the Chicago Mercantile.

Two hundred and sixty weekly price observations, starting in January of

1972 and ending in December of 1976, were used to generate the different

forecasting models. The cattle prices were forecast from January 1977

through August 1977.

The accuracy of the various ARIMA models' forecasts were evaluated

using three different criteria: the standard error, coefficient

significance using t-tests at the 95 percent level of significance, and

the parsimony rule. Using these criteria, the most accurate of the ARIMA

models was selected to generate ex post forecasts. The standard error

revealed that the larger models do not clearly generate superior forecasts
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in comparison to the smaller forecasting models.

Forecast horizons of 1,4,6,8,12,16,20 and 24 weeks were generated

from post-sample period data. A comparison between the nochange and the

ARIMA models suggested that the nochange model was superior in generating

one to eight week forecasts, whereas the ARIMA was superior in providing

longer-run forecasts of 16 and 20 weeks. The results indicated that the

ARIMA models provided more accurate forecasts of short-run cash prices and

long-run commodity future prices. Little if any gain in accuracy was

realized by using larger ARIMA models, or even using an ARIMA model, over

a nochange model.

Beilock and Dunn used Box-Jenkins to construct a univariate time-

series forecasting model. The model was estimated using end-of-month

frozen French fry stock data starting with January 1956 and continuing

through March 1978. The data were obtained from the Crop Reporting Board

of the Statistical Reporting Service. Two SARIMA models were used to

generate forecasts which were then evaluated and compared using the SSE

and MSE evaluation criteria. The most accurate one year forward forecast

was compared with actual frozen French fry end-of-month stock data for

April 1978 through March 1979.

The results of the study suggested that the SARIMA forecast

accurately predicted 61 percent of the squared deviations from the mean.

The forecasts overestimated the stock of frozen French fries for December

through March. A positive increase in potato stocks occurred in August

due to the harvesting of the crop. The forecast predicted the change to

occur in September instead of August which was not surprising after

inspection of the data. The data revealed that in eight of the last nine
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years, the Increase in frozen french fry stock levels had occurred in

September rather than August.

Spriggs evaluated and compared a Box-Jenkins univariate model with

OLS regression analysis on their abilities to predict the price of Indiana

corn. The regression model described monthly prices of Indiana corn as a

function of the future price for corn. He then combined the two methods

to see if forecast accuracy was improved. Spriggs generated 160

forecasts, 80 Box-Jenkins and 80 regression. Forecasts were generated,

for September through December for 1959-1978. The price data were

obtained from the Agricultural Prices and the Chicago Board of Trade

publications.

The MSK revealed that the Box-Jenkins forecast provided a superior

forecast for September corn prices, while the regression forecast was

superior for the remaining three months. The analysis suggested that the

Box-Jenkins method provided a better estimate of historical prices while

the regression model predicted future prices better.

Four composite forecasts were compared, using the MSB with the

individual Box-Jenkins and the regression forecasts. The four composite

forecasts had different weights assigned to the individual forecasting

components. Weights were derived by equally weighing each individual

forecast. A constrained OLS regression was used to estimate the weight of

each individual forecast, and a mixed estimation procedure to determine

the different weights. The simple forecast for September and December

corn prices was equivalent to the OLS composite forecasts. The simple

composite forecast provided a superior forecast for the October and

November corn prices.
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The regression forecast was superior to the one generated from the

Box-Jenkins methodology based solely on the MSB. No gains in forecasting

efficiency were achieved by using a composite model. Thus, Spriggs

concluded that there was very little independent information contained in

the two forecasts.

Craine and Havenner compared the ex post forecasts of interest rates

and corporate bond rates using four different forecasting methods. The

random walk, univariate time-series, multivariate time-series, and two

MIT-Penn-SSRC (MSP) forecasting methods were evaluated and their forecast

accuracies compared. The authors believed that the random walk

forecasting method was overly simplistic, and they compared it with other

models, each of which incorporated additional information not contained in

the one preceding it. These four models were used to generate both short

and long-run forecasts of corporate bonds and commercial paper interest

rates.

Monthly data starting with the third month of 1953 and continuing

through the seventh month of 1977 for both short and long-run interest

rates were used to estimate the four different forecasting models. Ex post

forecasts were then compared to the actual data for the eighth through the

tenth month of 1977. The short and long-run forecasts were one and three

month ahead forecasts respectively.

One month ahead forecasts for both the interest rate and corporate

bond rate were generated using the random walk, univariate, and

multivariate models. The forecasts were evaluated using the MSB, MAB, and

Theil's U. Comparisons of the MSB revealed that the univariate forecast

was superior to the multivariate forecast which was superior to the random
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walk forecast. The MAE revealed a superior forecast was provided by the

multivariate model followed by the univariate model forecast which was

followed by the random walk model. Theil's U was smallest for the

univariate forecast, followed by the multivariate forecast, and finally

the random walk forecasts, 0.865, 0.935, and 1.0, respectively. The one

month ahead forecasts of corporate bond rates was evaluated using the same

criteria. The results indicated that the multivariate forecast was

superior to both the univariate and random walk forecasts. Three month

ahead forecasts were generated for both the interest rate and corporate

bond rate using the four different models. Results indicated that the

multivariate forecast was superior to the other three forecasting methods.

Harvey and Todd compared the forecasting ability of an ARIMA model

to a structural forecasting model. The models generated forecasts of

consumers' expenditures on durable goods, consumers' expenditures on all

other goods and services, investment, inventory investment, imports of

goods and services, and GDP or Gross Domestic Product. The univariate

structural model was different from the Box-Jenkins univariate model in

that the dependent variable was described in the former as a function of

a trend, seasonal, and irregular component variables. The ARIMA model was

forecast using a differenced and nondifferenced time-series. The forecasts

were evaluated using the predicted error variance and goodness of fit

measures. The ARIMA model used in this study was developed by Prothero

and Wallis. Data from the third quarter of 1957 through 1966 were used.

In forecasting consumer expenditures on durable goods, the

structural model performed only slightly better than the ARIMA in both the

in-and out-of-saraple predictions. In forecasting consumer expenditure on
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all other goods and services, the structural model performed slightly

better than the ARIMA model inside the sample period, whereas the ARIMA

performed better outside of the sample period. The ARIMA model provided

a slightly better forecast in both the in and out-of-sample periods. The

structural model provided a poor forecast of inventory investment. The

nondifferenced time-series provided a superior forecast to the differenced

forecast, which was poor. The structural forecast was superior to the

ARIMA model in forecasting imports of goods and services. The structural

and ARIMA models perfomed equally well in forecasting GDP. These results

indicated that the forecasting abilities of the structural and ARIMA

models were very comparable for this problem setting.

Liu compared the forecast accuracy of a simultaneous transfer

function (STF), regression, and the ARIMA models. The STF model is a

simultaneous equation system with an ARMA model. The forecasts were

compared on their abilities to generate efficient forecasts of computer

parts sales. Liu generated forecasts using three different types of data.

The first data set was obtained from a computer component manufacturer and

contained sales and order information. The second data set was obtained

from the 1970 Box and Jenkins study and contained leading indicator

information about sales. The third data set was obtained from the Bureau

of Census and contained information pertaining to durable good shipment.s,

new orders, and inventory levels. The time-series data sets began in April

1974 and continued through October 1982.

Data from November, 1982 through October, 1984 were used to compare

the one step and two step ahead forecasts from the three different

techniques. The three and four period ahead forecasts generated by the
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different forecasting technic[ues were then compared and evaluated using

the MSE and MAPE criteria. In order to generate a three and four step

ahead forecast, the regression models needed the inclusion of two

variables. These two variables represented the order status three and

four months prior to the actual shipment.

Results using the sales-order data indicated that the regression and

STF technic[ues yielded comparable forecasts, both of which were superior

to the forecasts provided by the ARIMA model. In each of the one through

four step ahead sales-order forecasts, the STF forecast was superior to

the ARIMA forecasts. The increase in efficiency was most noticeable in

the shorter forecasts. The author concluded that when major changes in a

time series occur, the multivariate model provided a better estimate than

the univariate ARIMA model which generally exhibited large deviations.

The one-step to five-step ahead sales forecasts using leading

indicator data revealed that the STF model provided a better forecast than

the ARIMA model, assuming that the noise was appropriately identified as

white noise. If the noise was inappropriately assumed to be white when in

fact it was not, the STF forecast was worse than the forecast provided by

the ARIMA model.

In forecasting sales using durable good shipments, new orders, and

inventories data, the STF model performed slightly better than the ARIMA

model, but only if the noise was assumed to be white noise. If the noise

was incorrectly assumed to be white, the STF forecast was inferior to the

ARIMA forecast. These results indicated that when there was a strong

presence of seasonality in a series, the STF model did not increase

efficiency over the ARIMA forecasts. The author suggested when building

72



a multivariate model using a time series that exhibits seasonality more

attention should be focused on seasonality than on the inclusion of

marginally significant variables.

Watson and Pastuszek developed seven forecasting models which were

used to forecast electricity sales for two Northeastern utility companies.

This study is relevant because it used the SARIMA and compared the

forecast accuracies of the SARIMA and ARIMA forecasting techniques. They

generated monthly forecasts for two periods. The first period was October

1983 through September 1984. The second period was October 1984 through

May 1985. The seven models were ARIMA, a seasonal autoregressive, two

state-space, a exponential smoothing, and two econometric models. The

forecast accuracies of the seven models were evaluated using the size of

their RMSEs. Monthly commercial sales data were supplied by the

Massachusetts Electric Company and Narragansett Electric Company. Both

companies supplied data from January of 1975 through September of 1983.

The most accurate first period commercial sales forecasts, for both

companies, were generated by the two econometric models. The exponential

smoothing model provided good forecasts of Mass Electric sales, while the

state space models predicted Narragansett Electric sales better. The

results indicated that the Box-Jenkins and the seasonal autoregressive

forecasts were inferior to the ones provided by the other methods.

The second period forecasts of Mass Electric sales indicated that

the exponential smoothing and the two econometric models provided the most

accurate forecasts. Each model experienced a decline in its RMSE by

roughly forty percent in the second forecast. Both of the seasonal

autoregressive models indicated small decreases in the sizes of their
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RMSEs. The ARIMA model performed poorly. The analysis also indicated a

decline in the performance of the state-space model from the first

forecast to the second forecast, the second forecast was comparable to one

provided by the Box-Jenkins methodology. The results of the Narragansett

forecast revealed that the best forecast was provided by the exponential

smoothing model and that all other models generated comparable forecasts.

The exception was the poor forecast generated by the ARIMA model.

Hayward et ̂  used a recursive supply and demand model to estimate

supply and demand linkages in the Maine and United states apple markets.

Forecasts of the endogenous variables are substituted into the estimated

model to obtain annual apple prices and production in Maine and the United

States for 1981 to 2000. The recursive model contained six components

which were regional supply response equations for Maine and the United

States, a national demand equation, a market clearing equilibrium

condition, and a price linkage equation.

The data used in this study were obtained from various government

publications. The population projections were obtained from the Bureau of

the Census. Extrapolation of historic U.S. disposable income was used to

estimate future U.S. disposable income. These estimates were divided by

the Census Bureaus population estimates to derive per capita disposable

income.

Two options of the Gauss-Seidel solution procedure were used to

forecast the endogenous variables and the goodness of fit measures. The

MAPE, squared correlation between the actual and estimated values of the

dependent variable, and Theil's U were the criteria used to evaluate

forecast accuracy. The first option used a combination of historical
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values of the exogenous variables and previous estimates of the lagged

endogenous variables to estimate the endogenous variables. The second

option was similar to the first except the historical observations of the

endogenous variable were substituted for the values estimated by the

model.

The MAPE for both options were low, and the squared correlation

values indicated the model provided a good fit. Both options produced

Theil's U that were less than one. Goodness of fit statistics suggested

that the estimated model provided a sufficiently accurate forecast. It

predicted a 119 percent increase in apple production nationwide from 1981

to 2000, and U.S. apple prices were forecast to increase from $4.45 to

$7.59 per bushel over the same period. Maine's apple production and apple

prices were predicted to increase 28.7 percent and $3.34, respectively,

over the same 19 year time period.

Hudson and Capps evaluated alternative techniques of forecasting the

price of ex-vessel blue crabs in the Chesapeake Bay region. The authors

compared the forecasting abilities of seven individual and composite

forecasting techniques. Three individual techniques were the quadratic

trend extrapolation, econometric with seasonality, and SARIMA (1,1,o) x

(1,0,1). Four composite forecasts were generated using two different

techniques. The first composite forecast was a simple average of each of

the three individual forecasts and was referred to as the simple average

model. Three other composite forecasting models were developed using the

minimum variance weighting procedure. These three models were the SARIMA-

quadratic, SARIMA-econometric, and quadratic-econometric.

The seven (three individual, a simple average, and three composite)
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models were estimated for the period January 1973 through July 1979 and

then used to forecast monthly blue crab prices for the period August 1979

through 1980. The forecasts were evaluated according to their MSEs and

abilities to predict turning points. The SARIMA model, using the MSE,

provided the most accurate technique in forecasting blue crab prices.

Examination of the MSEs suggested that the second best forecast was

provided by the econometric model. According to the size of the MSE, the

SARIMA forecast was determined to be only marginally better than the

SARIMA-econometric forecast. The MSE of the simple average composite

forecast and the ARIMA-quadratic forecast were approximately equal. The

quadratic—econometric forecast had a smaller MSE than each individual

forecast, but it was larger than the MSE of the other composite forecasts.

The turning point evaluation revealed the same general ranking of

forecasts with the exception of the SARIMA—quadratic, which outperformed

all the other techniques. The SARIMA and quadratic individual techniques

tied for second. The econometric, simple average, SARIMA-econometric, and

quadratic-econometric models tied for third place.

Allen alludes to the idea that an econometric model using poorly

forecasted values will provide an inferior forecast when compared to a

simple SARIMA model forecast. He examined the study conducted by Hudson

and Capps. Allen proposed that if an econometric forecast can be improved

by the inclusion of a forecasted explanatory variable, it should be

included. He used a theorem developed by Ashely to defend his logic of

eliminating a forecasted variable from econometric models. For example.

Ocean Spray needed yield predictions in order to make storage decisions.

Allen generated one step ahead forecasts of cranberry production in
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Massachusetts using an univariate ARIMA model and nine variations of an

econometric model. The forecasts were generated using cranberry

production and temperature data from 1932 through 1979 taken from a study

by Morzuch, Kneip, and Smith. He used forecasted values of temperature in

his model.

All econometric forecasts had lower MSEs than the ARIMA forecast.

The econometric forecast including actual temperatures performed better

than the econometric model using time and a dummy variable in place of

temperature variables. However, when the econometric forecast was

generated using forecasted weather data, the MSE increased. These results

supported the idea that inclusion of poorly forecasted explanatory

variables will cause a decrease in forecast accuracy.

Brandt and Bessler (1981) evaluated the ex ante forecasting

performance of composite and individual forecasts of cattle, hogs, and

broiler prices. Three different individual forecasting technic[ues were

used to generate forecasts which were then combined to obtain the two and

three component composite models. The three individual forecasting

techniques were the econometric, ARIMA, and expert opinion.

The composite forecasts were made up of combinations of two and

three forecasting methods. The two component composite forecast consisted

of the econometric and ARIMA individual forecasting techniques. The three

component composite model included the econometric, ARIMA, and expert

techniques. The study used the optimal weighing, adaptive weighing, and

simple weighing schemes in generating the combination forecast models.

These three procedures were combined into composite models. The expert

opinion forecasts were only used in the simple composite forecasts due to
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their availability.

Evaluation of the individual forecasts using the MSE criterion

revealed that no one modeling technique supplied a superior forecast. The

ARIMA model did provide a slightly better forecast of hog and cattle

prices, whereas it provided the poorest forecasts of broiler prices. The

best broiler price forecast was generated by the econometric model. The

results were similar using the turning point evaluation criterion.

Evaluation of the two models' composite forecasts revealed that the

composite adaptive model provided the best forecast for cattle and

broilers while the minimum variance forecast provided the best hog price

forecast. The simple average model provided a superior forecast to all

the individual models for cattle and broilers. In forecasting hog prices,

only the individual ARIMA model provided a better forecast. The three

component composite forecasts generated superior forecasts when compared

to the two component composite forecasts. However, the inclusion of the

expert opinion model did not reduce the forecast MSE.

The authors concluded that the poorest composite forecast was better

than the best individual model in terms of the MSE. This allowed them to

draw the conclusion that decisions made using composite forecasts were

superior to the same decisions made using any of the individual forecasts.

The results also indicated that combining the expert opinion models with

econometric and time-series forecasts improved forecast accuracy.

Brandt and Bessler (1984) developed a simple hog price forecasting

model that could be easily updated. They compared the individual

forecasts of the econometric, ARIMA, and expert opinion models with four

composite models. The composite models were the two-period adaptive,
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minimum variance, simple average 1, and the simple average 2 models. The

two-period adaptive, minimum variance, and simple average 1 models are

combinations of econometric and ARIMA models. The simple average 2 model

is a combination of the econometric, ARIMA, and the expert-opinion models.

Each individual forecasting technique received an equal weight in

developing the composite forecasting models.

The various models were estimated using (Quarterly data covering the

time period 1961 through 1975. Forecasts were generated for fourteen

periods starting with the first quarter of 1976. The minimum variance

model weighted the econometric and ARIMA models to minimize the variance

of the forecast error. The two-period adaptive model used a changing

weighting system that reweighted the individual econometric and ARIMA

models after each period.

The individual and composite models were compared and evaluated on

their MSE's and predicted turning points. The most accurate of the

individual models, based on the MSE's, was the ARIMA which was

significantly superior to either the econometric or expert opinion models.

The ARIMA and expert opinion forecasts accurately predicted price

movements in over half the periods, whereas the econometric model

accurately predicted price movements in only four periods. The MSEs of

the simple average 2 and minimum average models were lower than the MSE of

the ARIMA. Actually, the MSE of each composite model was found to be

lower than the MSE of the econometric and expert opinion models. The

composite and individual models were approximately equal in their

abilities to predict price movements accurately.

McNees contends that forecasts can more accurately predict a known
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data series than future data values as indicated by the MAE, RMSE, and ME.

He attributed the increased accuracy of ̂  post over ̂  ante forecasts to

the researcher's availability of historical information. Using the

available information, the data series can be more accurately described.

McNees generated three ex post and ex ante GNP forecasts for the first,

second, and third months of the quarter. Inspection of the evaluation

criteria suggested the superiority of ̂  post forecast.

McNees also implied that forecast accuracy was dependent on the time

period to be forecasted and the variability of the of the dependent

variable. He demonstrated that the shorter the forecast period, the more

accurate the forecast using four period ahead forecasts of GNP provided by

other researchers. These forecasts provided large over and under estimates

of future GNP levels compared to the forecasts of shorter time periods.

The effects of variability in forecast accuracy was demonstrated using

forecasts of the increase in the Consumer Price Index, which was larger

during the inflationary 1970's than it was during the following eight

years.

McNees compared forecasts submitted to a Wall Street Journal survey

to a nochange model and evaluated their accuracies. The submitted

forecasts consisted of 12 forecasts of short-and long-term interest rates

and 29 forecasts of the CPI growth rate, unemployment rate, GNP lag, and

GNP lead. The forecasts generated next-half year and next-year forecasts

of short-and long-term interest rates and unemployment as well as next-

half-year, following half-year, and next-year forecasts of CPI and GNP.

The results indicated that the nochange forecast outperformed all but one

forecast in predicting short-and long-term interest rates. The 29 CPI
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forecasts were all superior to the nochange CPI forecast. Two thirds of

the unemployment growth rate forecasts outperformed the nochange model.

The GNP forecast were compared to the GNP lag and GNP lead. The GNP lag is

the nochange model which predicts GNP growth rate to equal the preceding

rate. The GNP lead is the preliminary estimate of GNP growth that was

not available until two weeks after the forecasts were received. Two-

thirds of the forecasted GNP lag models outperformed the nochange model in

the next-half year. In forecasting the next-year GNP lag, only one

forecast was inferior to the nochange model. A majority of the forecasts

outperformed the GNP lead estimate in predicting the following next-half

and full-year and next year. Only a few of the forecasts were superior to

the GNP lead in predicting the first-half-year GNP growth rate.

The author concluded that forecasting particular variables requires

distinctive knowledge while forecasting other more general variables are

not as difficult. He also concludes that comparison of forecast errors is

a valuable tool in evaluating forecast accuracies, but the information

regarding the forecaster's knowledge is just important to a forecast user.

McNees suggested that when comparing forecasts, it is not appropriate to

compare ex post and ex ante forecasts because of the difference in

information available to the forecaster.

Mclntosh and Bessler conducted research that compared different

forecasting techniques to determine the most accurate method. Price data

on barrows and gilts were used to generate the forecasts. The data were

taken from the USDA seven-market average of hog prices and covered the

period starting with the third quarter of 1973 through the second quarter

of 1986. The individual forecasting models were the expert forecast, the
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futures market price, and a one quarter lead ARIMA model. The composite

forecasts were the Bayesian specification, simple average of the three

forecasts, restricted ordinary least squares combination, and an adaptive

weighting composite model. The restriction on the regression model was

the coherence restriction, meaning that the weights of the individual

components add up to one.

The results indicate that each of the composite models provided a

superior forecast when compared to the best individual forecast. The

Bayesian forecast performed slightly better than the simple average and

restricted forecasts based on the level of bias and the MSE.

Grubb built and evaluated a multivariate model which was used to

forecast the price of flour. The concept behind using a multivariate

model was that it could better model the dyneunic relationships found among

variables. The six forecasting techniques used in the study were the

univariate, transfer function, VARMA, VAR, and VMA models. The univariate

model was specified and estimated using the maximum likelihood procedure.

The summary statistics indicated that the univariate model provided a good

fit. The transfer function technique was a transformation of the

univariate model where the data for each of the three cities were included

along with the differences between them. This procedure produced a

smaller variance of the error series compared to the individual univariate

models by accounting for the between series correlation. The VAR (1)

process was identified after inspection of the ACF and PACF when trying to

identify the VARMA process. The elimination of redundant parameters in

building a VARMA forecasting procedure was also used, as specified by Taio

and Tsay. The ACF and PACF indicated that the process may be of order VAR
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(1) or (3). After differencing the data, a VMA process was identified.

The monthly price of flour, in logarithms, for three U.S. cities was

used to generate the forecasts. The data covered the period August of

1972 through November of 1980. Visual inspection of the data revealed

that the series was a random walk process without any seasonal variation.

The AIC was used to compare the VMARA, MVA, and the AR processes and to

determine which method was most accurate at reproducing the series. This

evaluation criterion indicated that the AR model provided the best fit.

Comparisons of the forecast errors revealed that the transfer function and

the vector moving average models provided a superior forecast.

Carnova compared the forecasting accuracy of models not discussed

above: a restricted univariate time varying component-autoregressive (TVC-

AR) model with the unrestricted autoregressive, multiplicative SARIMA,

deterministic and seasonal (TRS), unobservable component (UC), and an

additive random walk (RWS) forecasting models. Each of the models was

evaluated using Theil's U and MAE. Unadjusted data from the third quarter

of 1960 through the second quarter of 1982 were used to generate the

forecasts of the various models. The forecasts were of ten different

macroeconomic variables: GNP, government deficit (GDEF), demand deposits

(DD), labor force (LFOR), housing starts (HS), business inventories

(BINV), final sales of products (FSAL), consumption of durables (CDUR),

and total fixed investment (IFIX).

Based on Theil's U, the TVC-AR model provided a superior forecast

when compared to the five alternative forecasting techniques. When the

TVC-AR forecasts were compared with the SARIMA model, the MAE criterion

indicated that the SARMA model provided a superior forecast for three of
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the ten series. Comparing the TVC-AR against the UC and RWS forecasts

using the MAE criteria suggested that the TVC-AR forecast was clearly

superior to the other two forecasting methods. Half of the superior long

run forecasts were produced by either unrestricted or TRS models.

Bessler compared four different forecasting models under the

condition of little prior information regarding the data series. The

three multivariate forecasting models were the unrestricted VAR, four-leg

Bayesian VAR (BVAR), and the restricted VAR (RVAR). A univariate model

was also used to generate a forecast. There were seven data series used

in this study. Little information was supplied regarding the data series

except that they were either a price or quantity series. The data were

made stationary before being used to estimate the various models.

The four forecasting techniques were used to generate forecasts of

two different data series. The data were broken into two sections, and

forecasts were generated for each section. The RMSEs were derived from

the out of sample forecasts. The results of the first data series, both

parts, indicated that the VAR provided an inferior forecast when compared

to the univariate forecast using the RMSE criterion. The Bayesian

forecast had a smaller RMSE for the first set of data in series one, while

the univariate model had the lower RMSE for the second set of data in

series one. The RVAR and unrestricted VAR had higher RMSEs for both sets

of data in series one. The results from the second series forecast

indicated a superior forecast for the restricted VAR model in the second

data set, while the RMSE for the first data set was equal to the RMSE for

the BVAR forecast. The univariate forecast had the smaller RMSE for the

forecast of the second set of data.
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Stobaugh and Townsend present different techniques for forecasting

the price of 82 two different petrochemicals. They used a logarithmic

price model to forecast petrochemical prices using four independent

variables: competition, experience, static sales economies (production per

manufacturer), and degree of product standardization. Earlier empirical

price forecasting models described petrochemical prices as being a

function of only one variable, such as accumulated production, annual

production, or the stage in the product life cycle. The petrochemical

industry is considered to be oligopolistic, so there was not an obvious

method of predicting prices or profits in this industry.

The production volume, sales price, and the number of competitors

data for each chemical were obtained from the U.S. Tariff Commission.

Only those chemicals whose 1969 sales surpassed ten million dollars and

were produced by three or more firms were used in the study.

The forecasting model used as independent variables competition,

standardization, experience, and static sales economies. Each of these

variables was associated with profit decline, over time, in an

oligopolistic industry because as competition increases, firms are forced

to reduce prices leading to a reduction in profit margins. Product

standardization increases the substitutability of products again leading

to increased competition and lower prices. As the experience level of the

firm increases, the costs associated with production decrease leading to

a lower cost of production. The increased production facilities,

resulting from increased sales, will reduce production costs as economies

of scale are realized.

The model was estimated using a linear regression procedure. The
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results indicated the significance of each of the four independent

variidsles. The R-squared was low revealing that a small percent of the

variation in price was described by the model. The negative constant term

suggested an important variable was excluded from the model. The

coefficients were transformed into different units to measure their

effects better. The transformation revealed that accumulated experience

and other time related factors have the largest impact on the prices of

petrochemicals. Competition, standardized quality, and the number of

producers have a positive, but lesser, influence on prices. Regression

analysis, using the experience variable as the only explanatory variable,

was compared to the original model. The results indicate that the

multivariate regression model provided a higher R-squared. Petrochemicals

were separated into more homogenous categories to determine if

improvements in the forecasts could be realized. The R-squared rose in 10

out 12 of the redefined categories versus the aggregate. The authors

suggested the increase in predictability was due to using the four

explanatory variables but emphasized that additional research is needed to

determine the missing explanatory variable(s) that could increase the

model's goodness of fit.

Helmer and Johansson used a transfer function model to forecast

sales levels of Lydia Pinkham vegetable compound. The objective of this

study was to develop a more accurate forecast of consumer demand by using

a transfer function model which included advertising effects. The authors

generated Box-Jenkins forecasting models, and the two best were compared

to previously estimated advertising effect models to determine forecast

accuracy. The two best Box-Jenkins models were determined using goodness
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of fit measures and forecast accuracy.

The Box-Jenkins procedure was used to forecast sales advertising

data of the vegetable compound using annual data from 1907 to 1946. The

last 15 observations were used to evaluate trial forecasts of the two

models. The data series was prewhitened and the nonstationarity, which was

attributed to the nonstationary advertising series, was removed. After the

two best transfer functions were chosen, they were estimated using

nonlinear least squares.

The two Box-jenkins transfer function models were compared to eight

previously estimated models. The eight models consisted of four cumulative

effects models, predictive testing and cross-spectral analysis models, a

carry over effect model, and a Box-Jenkins univariate model. Comparison of

the models clearly indicated the superiority of the Box-Jenkins models

which outperformed all of the other techniques. The Box-Jenkins models had

the smallest MSE and Theil's U values. Thus, the Box-Jenkins transfer

function forecasts were the most accurate.

C. Advertising Studies

The advertising section contains a review of literature that

included advertising and or promotional campaigns as explanatory variables

in empricial demand relationships. The objective is to describe insights

into the many methods of including advertising and promotional campaigns

in demand analysis as well as the diversity of these campaigns. The

review and inclusion of these articles is important because it aided in

determining the modeling technique used in estimating the effects of
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advertising on consumer demand for specific supermarket products.

Kinnucan and Venkateswaran used an eight equation semi recursive

equation system to model the effects of a generic advertising campaign.

Their model attempted to depict the linkages between the advertising

campaign and consumers' attitudes and perceptions of farm-raised catfish.

Dependent variables were odor, nutritional value, flavor, attitude or

ranking of catfish in relation to other types of fish, observation of the

advertisement, home consumption, consumption at a restaurant, and three

variables used to incorporate demographics and exogenous variables that

impact consumption of catfish at home or at restaurants.

Survey data were collected by randomly Scunpling four hundred

households in each of the nine U.S. demographic regions as broken down by

the Census Bureau. To determine if a bias was present due to the

deletion, Heckman's two-stage probit procedure was used which led to the

inference that the estimates were not biased. Full page color

advertisements were placed in ten national magazines. The advertisements

emphasized the nutritional aspects of catfish consumption and tried to

differentiate farm-raised catfish from wild catfish. This advertising

campaign was implemented in April of 1987. Information regarding

sociodemographics and awareness of the advertisements were collected along

with the respondent's beliefs, attitudes, awareness, and consumption of

catfish. The survey averaged about twelve minutes per respondent. Of the

3,600 respondents, 2,172 acknowledged consuming catfish. The 1,428

surveys in which the respondent did not consume catfish were discarded.

The significance of demographics and other exogenous variables that

impact consumption of catfish at home or at a restaurant were determined
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by simple t-tests. The significance of other independent variables was

determined using the Bonferroni t-statistic. Results suggested that only

thirty-eight percent of the respondents were conscious of the catfish

advertising Ccunpaign. Nonreporting of income, sex, and Western residence

were the only significant variables in determining ad awareness. The

failure of the campaign may be attributed to the mixed gender subscribers

of the magazines. The fact that the advertisements were targeted at

audiences so radically different from the typical catfish consumer

suggested that the length of the advertising campaign was too brief to

penetrate the target audience sufficiently. The campaign did have a

significant impact on increasing consumers' awareness of farm-raised

catfish. The ad recognition variable was significant at the one percent

level. The results indicated that awareness of farm-raised catfish was

twelve percent greater for consumers conscious of the campaign. The high

income, education, heartland location, and rural residence variables were

found to be significantly related to the awareness of the ad campaign.

Broadbent and Colman modeled the sales of specific confectionery

products and estimated whether high sales were correlated with big brands

or small (market share), high ad expenditures, new campaigns, styles and

content of advertisement, and advertising awareness. Time series data

covering the period 1982 and continuing through the middle of 1983 were

used to estimate sales for the eighteen different models. The sales data,

shares of confectionery products, were obtained from AGB's Personal

Purchases Index. A corresponding survey was also conducted to measure the

effectiveness of the advertising campaign. The models described the sale

of a confectionery product as being a function of a constant, relative
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price, and advertising variables. The estimates of the sales effects for

all brands were generated simultaneously. This provided consistent cross-

sectional data regarding the advertising campaign which was available for

comparison with the advertising of other brands.

Broadbent and Coleman argued that a commercial that performs poorly

in relaying the product's image or message received a high awareness level

due to a stimulating visual or verbal commercial. Sales effectiveness was

represented by two components. The first was a measure of the

advertisement's content and how effective it was at relaying the

advertiser's message as well as the advertisement's ability to persuade

consumers. The second component measured how well the consumer was able

to relate the advertisement to the product brand contained in the

advertisement. Advertising effects were measured by the average awareness

divided by the average adstock or half life. Half life is the time

required for half of the total advertising effect to occur and was

estimated from the observations. Advertisement awareness was not a

significant predictor of sales. This result was attributed to the

information contained in the advertisement. The study revealed no

significant relationship between sales and ad awareness across brands.

The authors concluded that testing and monitoring of advertising

awareness was the only method that provided insight into adverting

effectiveness. The authors felt that guidelines should be established to

determine what is considered to be successful and unsuccessful

advertisements. Tracking of advertisements is a simple procedure that can

provide insight into the sales effectiveness of a particular advertising

campaign.
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Capps and Lambregts conducted research to estimate the retail demand

for several finfish and shellfish products using supermaret scan data. A

double log demand function in which the dependent variable, quantity of

finfish and shell fish, was described as a function of own-price, cross-

prices, seasonality, own-advertising, and cross-advertising variables.

The model was estimated using joint generalized least squares. The

inclusion of the seasonal variables was to account for the monthly

seasonal variation in the demand for the given products. The newspaper

advertising was measured in terms of print space, squared centimeters per

product per week, and cross-advertising was newspaper advertising for

competing or substitute products.

Estimates of own-price coefficients were negative and, with the

exception of oysters, were statistically significant. The own-price

estimates for finfish were more elastic than the estimates for shellfish.

This was attributed to the larger number of substitutes. The results

indicated the importance of own-price on demand for the various products.

Also, the estimates of own-advertising were consistent with previous

research. All of the own-advertising estimates were positive and

significant with the exception of shrimp, which was positive but not

significant. Estimated own-advertising elasticities were all inelastic,

and the highest elasticity was .27. Seasonality was found to be

significant with a few exceptions. The binary holiday variable was not

significant. The cross-price elasticities for the shellfish were all

positive and statistically significant, while only four of the 15 cross-

product elasticities were statistically significant. Seventeen out of the

28 cross-price elasticities for finfish were statistically significant,

91



while only seven out of the 42 cross-product elasticities were

significant.

Cross-advertising effects were negative, with one exception. Four

of the ten cross-cut advertising elasticities were significant for

shellfish. Five out of the 28 cross-cut advertising elasticities for

finfish were significant. The cross-product elasticities revealed similar

results. Only four out of the 15 shellfish cross-product advertisements

were significant compared to 14 of 42 cross-product elasticities for the

finfish.

Raju conducted a study to determine the effects of promotions on

category sales, whereas previous promotional research had tended to focus

on particular brands. The objectives were to compare the effects of

intermittent deep and regular (moderate) discounts, manufacturer

competition, package size, and price level category variability. Two

multiplicative models, the restricted and unrestricted, were used to

determine the impact of promotional activity and other category

characteristics on category sales. The author argued that short-term

increases in category sales were necessary but not sufficient to increase

long-term category sales. The author argued that the emphasis on category

sales is important to a retailer because a long-term increase in brand

sales does not necessarily imply a increase in category sales.

Six months of weekly UPC price and item movement data were obtained

from a national grocery store chain. Advertising data were not available,

but because of the high correlation between display activity and

advertising, display activity was used as a proxy for advertising. Sales

variability was defined as a function of product expensiveness, bulkiness,
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competition in the product category, and magnitude and frequency of

discounts. It was assumed that the weekly category sales of the most

frec[uently purchased goods were constant, given no promotional or discount

activity in week t.

A discount was determined by examining a brand for 25 weeks, and the

highest price over that period was considered to be the product's regular

price. The discount price and magnitude and frequency of discounts were

obtained by subtracting the weekly price from the brand's regular price.

Expensiveness of the brand was calculated using the market share weighted

average of the regular prices of the different brands found in a

particular category. Bulkiness was the market share weighted average of

the brand volumes. Competitiveness was measured by market share and the

number of brands found in a category.

OLS was also used to estimate the restricted model. The restricted

model defined sales variation as being a function of the magnitude of

discounts and discount frequency. The results of the linear regression

model produced an of .41, and the goodness of fit measure revealed a

nonnormal error term series. The Jackknife procedure is a method of

estimating an estimator's variance and was used to estimate the standard

errors.

The unrestricted model provided a more statistically significant

estimate compared to the restricted model. The linear model using two

thirds of the available data, which were randomly selected, were used to

predict sales variability 100 times. The average prediction revealed a

positive relationship between discount magnitudes and sales variation.

Discount frequency, bulk, and competitive intensity variables were
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negatively related to sales variability. Product category expensiveness

was not significant in determining variability. The elasticities of each

of the variables indicated an inelastic relationship with the exception of

frequency which was elastic.

Lattin and Bucklin estimated the effects of promotions on brand

purchases. They compared promotional and nonpromotional price elasticities

and separated these effects from the price and promotional advertisement

reference effects. A logit response model expressed consumer utility as

a function of idiosyncratic preference (brand loyalty), brand price,

promotional status, difference between actual and reference prices, and

the difference between actual and reference promotional status. This was

a nested model, and each of the explanatory variables was described as a

function of other variables. Idiosyncratic preference was a function of

consumers' brand loyalty, consumers' recent choice behavior, and whether

consumers last purchased the brand on promotion. The reference price was

a function of the promoted and purchase price in t-1 and was obtained

using an exponentially weighted average procedure. Promotion exposure was

a function of a binary variable representing the presence of a product

promotion plus a smoothing parameter. The probability of a consumer

purchasing a product on a given purchase occasion was estimated by a logit

model, which was then used to represent the brand choice variable.

Three different models were estimated and compared. The first, a

restricted model, used only the direct price and promotion independent

variables. The second and third models contained the two reference

variables. They differed on the restrictions regarding the consumers'

perceptions of whether a product is considered to be a promoted product.
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The second model considered consumer perception of the product to be

unprompted, while the third model allowed for varying degrees of

perception regarding product promotion. A product was considered promoted

when it had been frequently, predominately, or currently promoted.

One hundred and thirty five weeks of scan data from six Pittsfield

Massachusetts retail stores containing price information on four brands of

16 ounce packages of caffeinated coffee comprised the data. Inspection of

the data revealed that roughly 80 percent of the caffeinated coffee sales

occurred during 75 of the 135 weeks for ten different brands. Consumer

panel data were collected on 577 consumers who purchased three of the

coffee brands from any of the six stores over the period.

The three models generated ̂  post forecasts of household purchases

using 277 of the households and were compared to the purchases of the

remaining 300 households. Models two and three, which contained the

reference points, price, and promotion varaiables, outperformed the

restricted model. The forecast accuracy of the third model was not

significantly different from the second model but inspection of the Chi-

squared statistic indicated that model three provided a better fit of the

data than the second model.

Powers conducted research to determine the effects of grocery store

advertising on the sales of navel oranges. He estimated consumers' weekly

responses to grocery store advertisements for fresh California-Arizona

navel oranges. The research also reported the impacts of grocery store

advertising on quantity and industry revenue. Powers employed the two-

stage least sc[uares regression technique to estimate the demand function.

The grocer's demand for fresh navel oranges was expressed as a function of
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the advertising index, advertising index with a one week lag, deflated

free-on-board index price, deflated price index for apples, deflated per

capita disposable income, three binary variables representing the

Christmas holiday season, January to February (JF), and March to May (MAM)

periods.

The advertising data were obtained from a publication by Majers

Corporation which provides information regarding weekly grocery

advertisements, supplements, and flyers that appear in the papers of major

U.S. cities. The advertising information for major grocery stores, as

defined by market share, is grouped together by city. The advertising

information for three years, 1982-85, was collected from November to May

for New York City, Chicago, and Los Angeles. The seven month time period

represented the navel orange marketing season. The advertising of navel

oranges for each city was found to be positively correlated, so a proxy

for national advertising was created. The price information was obtained

from the Navel Orange Administrative Committee. The income and population

information were obtained from the Bureau of Labor Statistics.

Only the lagged advertising and apple price variables were found to

be insignificant. The was low, 0.60, but comparable to similar studies.

The results suggested roughly 95 percent of the increase in demand,

happened during the advertising period, while the remaining five percent

occurred in the following week. Elasticities were calculated for

different levels of sales and advertising. The estimates indicated that

the advertising elasticities were larger when sales volume was low. The

results also suggest that the advertising elasticity was larger when the

amount of advertising was low. The peak response to advertising was
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sooner than reported in studies using specific product and generic

advertising. The advertising elasticities generated in this study were

larger than those reported in other literature containing generic

advertising. One explanation was the information contained in the two

different types of advertising. Grocery advertising provides price

information, while generic advertising tries to influence consumers'

attitudes toward a particular product. The own-price elasticity was

inelastic, the income elasticity was highly elastic, and the cross-price

elasticity was inelastic. The binary parameter estimates for holiday, JF,

and MAM were negative and inelastic.

Chang and Kinnucan conducted a study on the effectiveness of the

Dairy Board of Canada's advertising campaign on increasing the demand for

butter and related fats and oils. The quarterly data covered the time

period 1973-86. The advertising campaign was not implemented until 1979,

but information was needed before the advertising campaign to determine

the impact of the campaign. The data included information on per capita

consumption, retail prices, and advertising information on the products.

The price and quantity data were obtained from Statistics Canada. The

advertising data for butter were obtained from the Dairy Bureau of Canada,

and the remaining advertising data were taken from Elliot Research and

Media Measurement Institutes of Canada.

The authors tested for structural change using two semilog demand

models, one for the period prior to the advertising caunpaign and one for

the period containing the advertising campaign to estimate the per capita

consumption of butter, margarine, shortening, and salad oils. The models

were estimated using seemingly unrelated regression.
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These models described each of the dependent variables as being a

function of advertising expenditures for each specific good, a seasonal

dummy variable, own-price, real total consumer expenditures on each good,

and a dummy variable representing the presence or absence of the Dairy

Bureau's advertising campaign. An interaction term was included to test

the hypothesis that advertising causes structural change.

The goodness of fit measures revealed that the advertising campaign

caused structural change. Another test for determining structural change

was a switching regression model. A Chow test was then used to determine

if the parameter estimates were significantly different. Results

suggested that structural change did occur after the advertising campaign

started.

The estimated expenditure coefficients for the four demand

functions (butter, margarine, shortening, and salad oil) were inelastic

and positive. The own-price elasticities were significant and negative.

The cross-price elasticities between margarine and butter indicate that

margarine was a close substitute for butter but that butter was a weak

substitute for margarine. The estimated advertising elasticity for butter

was the only statistically significant estimate and was inelastic and

positive. The interaction term was only significant for butter. This

implies that the advertising campaign made the demand for butter more

elastic by stressing its unique characteristics. The Dairy Bureau variable

was significant at the one percent level for margarine and oil. This

suggests that margarine demand decreased as a result of the campaign while

oil demand increased. The results indicate that the advertising campaign

was successful in increasing demand for the advertised products.
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Jones and Ward estimated the impact of generic and brand potato

advertising on producer returns. They used a thirteen actuation system to

model the supply and demand relationships for potatoes. Demand equations

for fresh, frozen, and chip potatoes were estimated. The effects of an

advertising campaign depended heavily on the type of advertisement used.

Brand advertising was used to gain market share and increase demand, while

generic advertising focused on influencing consumer perceptions for the

industry as a whole. Annual quantity, price (farm, wholesale, and retail),

advertising, and consumption data were collected from 1970-85. The

advertising data were obtained from the Leading National Advertisers'

publication, and the other data were taken from Department of Commerce,

USDA, and the Bureau of Labor Statistics.

The results indicate the ineffectiveness of generic advertising in

stimulating demand for fresh potato consumption in spite of the fact that

the majority of generic advertising was spent on fresh potatoes. Income

growth, increased labor force participation of women, and away from home

consumption were statistically significant and had negative impacts on

fresh potato consumption. The inability of generic advertising to increase

the demand of fresh potatoes was considered to be the result of the low

levels of generic advertising which may have been too low to combat the

negative perceptions of potatoes as being filling and fattening. Both

generic and brand advertising had positive impacts on increasing demand

for frozen potatoes. Increased income, more women in the workforce, and

increases in away from home food consumption were statistically

significant in determining the demand for frozen potatoes.

Unconditional ex ante forecasts of potato demand were generated by
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the reduced form equations. They were made by increasing the expenditure

level of brand advertising by three and six percent while excluding

generic advertising. Forecasts of the four different potato forms were

generated for the 1985-94 period. The model predicted a 3.6 percent

increase in chip demand. A three percent increase in frozen potato

advertising was forecast to increases sales by 1.9 percent. The results

suggest there was no significant cross-advertising effect between frozen

potato and chip advertising and the other product forms. The authors

suggested that with additional generic advertising expenditures the

campaign could increase the demand for fresh potatoes.

Somers ̂  ̂ used a transfer function to estimate the relationships

between manufacturer and retail advertising levels for a furniture

manufacturing firm. The authors used manufacturer advertising levels as

a predictor of retail advertising levels. They assumed that an increase

in manufacturer advertising expenditures would result in increased retail

advertising expenditures. The results of the transfer function model were

compared with the regression forecast results.

The data used in the study were provided by a nationally recognized

furniture manufacturer. Monthly corporate and retail advertising

expenditures from 1980 through 1985 were used in the study. Eighty-five

percent of the retail advertising was in the form of newspaper advertising

with the remaining fifteen percent going to television and radio

advertising. Inspection of the data series revealed it was stationary,

but seasonality was present and had to be removed through a seasonal

differencing of twelve months. Both the retail and manufacturing data

were pre-whitened to remove autocorrelation. The direction of causality
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was checked using cross correlations and checking to see if current

manufacturer advertising was correlated with past retail advertising. It

was determined that manufacturer advertising influenced retail

advertising.

The five month forecasts for both the transfer function and the

regression forecasts were compared and evaluated. The transfer function

forecast generated smaller forecast errors than the regression forecast.

Theil's U for the transfer forecast was smaller than that for the

regression forecast, which indicated that the transfer function provided

the more accurate forecast. It also implies the transfer function

technique was better at describing the relationship between manufacturer

and retail advertising.

Hooley et el. conducted research which used the Box-Jenkins

methodology to identify and include variables other than advertising that

influence sales. A Koyck specification model (adstock), an ARIMA, and

composite model of consisting of an ARIMA and regression model (adtrack)

were estimated, and their forecast accuracies compared. The Koyck model

described the dependent variable as a function of current and lagged

advertising effects in which the lagged effects were assumed to decay over

time. The adtrack forecasting model is a composite in which the error

term was described as being a function of advertising.

Sales and national advertising information were available for 157

weeks. Only 151 weeks were used to generate the different forecasts,

while the remaining data were used for trial forecasts. A comparison of

each forecasting technique was also performed. The adstock model was

estimated using the OLS procedure. The adstock model explained 56 percent

101



of the variation found in the dependent variable. The Durbin-Watson

statistic indicated there was no autocorrelation. Comparison of the

predicted sales values to the six actual values revealed that the forecast

error averaged 16.8 percent. The ARIMA model indicated a first order

autoregressive process, and first differencing made it stationary. This

ARIMA model explained about 60 percent of the variation found in sales and

had an average forecast error of only 2.73 percent. The results suggested

that the adtrack model had an average forecast error of less than two

percent and explained 60 percent of the variation in the dependent

variable. The adtrack model provided the best forecast given the

evaluation criteria.

Venkateswaran and Kinnucan conducted research to evaluate Canada's

extensive promotion to increase consumer awareness of and demand for milk.

The Dairy Bureau of Canada implemented generic advertising and promotional

campaigns for fluid milk, butter, and cheese to promote and increase fluid

milk consumption among consumers, promote milk as a ingredient to be use

in food preparation, and to promote away from home milk consumption. The

objectives of this research were to determine if generic milk advertising

increased consumption, if the increased revenues from the increased

consumption justified advertising expenditures, and if optimal advertising

expenditures were being used.

Venkateswaran and Kinnucan used double-log, semi-log, log-inverse,

and inverse functions to estimate the per capita per quarter milk

consumption, which included low-fat, skim, chocolate, and regular. The

per capita milk consumption was considered to be a function own-price,

orange juice prices, advertising expenditures for fluid milk in Ontario,
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income, consumers' age, quantity of milk consumed in periods t-n, and

seasonal dummy variables. The models were evaluated using the goodness of

fit measures and nonparametric tests. Newspaper, television, magazine,

outdoor, and point of purchase advertising media were included in the

model. Income was adjusted by dividing income by the consumers' price

index. The data covered the period from the first quarter of 1973 through

the last quarter of 1984.

The lowest was 0.75, nearly all of the estimated coefficients were

significant at the 10 percent level, and each coefficient had the expected

sign. A with-in sample forecast was generated for each model to determine

predictive accuracy, and nonparametric tests of the standard residual sum

of squares were used to determine the function with the best fit. Using

the correlation coefficient, the results indicate that the difference in

predictive accuracy of each of the models was negligible. Durbin's d-

statistic rejected the null hypothesis of no difference in the goodness of

fit measures between the competing models. The goodness of fit criterion

suggested that the inverse form model provided the best fit as it

generated the smallest sum of sc[uared residuals. The estimated

elasticities of demand were inelastic, the cross-price elasticities were

negative and inelastic, the income elasticities were positive and

inelastic, and the advertising elasticities were positive and inelastic.

The elasticity estimates varied, to some degree, depending on the

functional form of the demand model.

The cost effectiveness of the adverting campaign was estimated by

comparing the cost of the campaign to the increase in farm revenues. The

effectiveness of the advertising campaign was calculated for each demand
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model. The results indicate that the milk demand increased by 16.6 to

39.7 million liters depending on the individual model. The returns, the

increased revenue expressed in dollars, to a dollar spent on advertising

ranged from 9.28 to 23.6 depending on the model. The research also

concluded that the marginal revenue of increased advertising was more than

the marginal cost. The authors suggested that increased advertising would

lead to further increases in demand. The average expenditure over the

study period was $0.07 per person per quart of milk. The study reported

that the optimal adverting level should be increased from $0.07

($/person/quarter) to $0.12-$0.16 ($/person/quarter) depending on which

model used.

Wilkinson, Paksoy, and Mason analyzed price changes, newspaper

advertising, shelf space changes, and in-store promotions. The goods that

were under observation were Camay soap (bath size). White House apple

juice (32 ounce size), Manhattan rice (the one pound bag), and Piggly

Wiggly frozen pie shells. Quantities of the goods sold were recorded as

well as competitors' brands prices and quantities and alternative sizes of

the good, advertising, and display space over 24 weeks. The researchers

calculated 75 percent of the product's price, and this along with the

retail price and the cost to the store were the pricing levels used. The

method of display consisted of doubling the usual shelf space and using

special displays. The advertising was carried out in the supermarket's

weekly advertisements, and each advertisement had the same lettering,

height, and mention of price and product name.

Price elasticities, substitution patterns, and price-sales

relationships were estimated. Pie shells had an estimated inelastic own-
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price elasticity while juice, rice, and soap were found to have elastic

own-price elasticities. The own-price elasticities, as might be expected,

were most elastic for the soap and juice, because these products tend to

have many perceived substitutes. With respect to the cross-price

elasticities, substitution for the store brands of juice and rice

decreased as the prices of the test products were lowered. Newspaper

advertising was not very effective because demand did not increase

significantly. The use of displays and increased shelf space seemed to be

very effective ways to increase the sales of the test products. The

analysis of the residuals and predicted variability of the model provided

evidence in favor of the estimated promotional effects.

Funk, Meilke, and Huff conducted a study on the effects of retail

pricing and advertising on the movement of beef (18 specific cuts). The

data were collected over the period beginning January 1974 and ending May

1975. Advertising data were collected from an audit of five stores of a

major food chain located in Toronto Canada. Price data were supplied by

a pricing service. Data were also collected on the weekly sales levels of

beef, prices, and weekly newspaper advertisements. Regression analysis

led to an inference of elastic own-price responses, so decreasing the

price of beef led to increased revenues. Cross-price elasticities were

found to be unimportant in this particular study. The own-advertising

elasticities were significant and positive for individual products as well

for aggregate beef products, but less elastic than the own-price el

asticities. The effects of competing products' advertising were found to

be insignificant.

Marion and Walker conducted research pertaining to the response of
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specific meats to weekly prices at the retail level. This study was

concerned with the relationships between prices and quantities on a weekly

basis for meat products at the retail level. It tried to isolate the

demand relationships in the very short run that affect managerial

decisions like pricing, advertising, and inventory control. Five meat

categories were followed over a 52 week period in two major supermarkets

in Ohio. The own-price coefficients were found to be negative, and a

majority of the cross-price coefficients were positive. Ten linear

regression equations were used, one for each product. The results

indicate that newspaper advertising was not significant in any of the

models. The variable representing payday was significant. The study

found that there was a difference in the quantities sold depending on the

week of the month.

Carman and Figueroa conducted a study to analyze the factors that are

associated with weekly food sales variation. Data were collected over a

105 week period that started in July 1978 and ended July 1980.

Information was collected on sales by department, number of advertised

specials by department, store coupons, advertising media used, and gross

margin by department. The data were collected from ten stores in Ohio.

The stores had variations in sales from 50,000 to 150,000 dollars a week.

The study employed ordinary least squares regression analysis.

The study demonstrated that retail food sales tended to decrease as

the time period since the last pay-day increased. There was a significant

relationship between the percentage decrease in sales and the income level

of the consumers who frequented a particular store. The variability in

sales, expressed as a percentage, differed by department with meat
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experiencing the greatest degree of variability, followed by groceries,

while produce had the least amount of variability.

Weeks two through four of a month, had negative signs and were

significant at the 95 percent level. The coefficients of the variables

increased in size as the week variable increased. The holiday variables

representing Easter, the Fourth of July, Labor Day, and Christmas were all

positive and significant, while New Years and Memorial Day were

insignificant. Seasonal variables had negative coefficients and were

significant. Trend variables were found to be insignificant.

The advertising variables all had positive signs, but television

advertising for produce was the only variable found to be significant at

the 95 percent level. Only produce experienced a sales increase from the

use of coupons. The grocery special variable was significant and showed

a positive relationship between store specials and store sales. The study

revealed price was inelastic for all meats and that produce was a sub

stitute for meat.

Curhan's study (1972) was unsuccessful in rejecting the null

hypothesis that changing shelf space affected unit sales in supermarkets.

Five hundred grocery products were studied, and shelf space was either

increased or decreased for specific test items. Four regional stores,

which were part of a chain, were used as test stores, and 24 other area

stores were used as controls. Unit sales were monitored for five to

twelve weeks prior to and after a change in a product's shelf space, (no

date). The changes in shelf space were made on the recommendations of

store managers and a computer space management system called COSMOS.

COSMOS based it's recommendations on the profitability of a product per
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unit of shelf space it occupied.

The variables were retail price, brand type, market share, rate of

sales, shelf capacity, merchandise variety, availability of substitutes,

repurchase frequency, and extent of unplanned purchasing. Considerable

preparation, minimum preparation, and ready to use categories were also

used to help account for impulse purchasing.

Stepwise multiple regression analysis was used to analyze the data.

The adjusted was 0.12. The independent variables also had large

standard errors as did the dependent variable. The impact of a change in

the shelf space of a product on unit sales had very little impact in

relation to other factors that affect unit sales. The research did lead

to insights into the shelf space elasticities for subsets of products like

rate of sales, extent of display area, test store, and product category.

In another study by Curhan (1974), the effects of merchandising and

promotional activities on the unit sales of fresh fruits and vegetables

were estimated. The fresh fruit and vegetables were broken down into four

groups: hard fruit, soft fruit, cooking vegetables, and salad vegetables.

These four groups accounted for nearly all the fresh fruit and vegetables

sold in the two supermarkets. Sales data were obtained through inventory

counting and delivery records of two stores while display space, retail

price, newspaper advertising, and display location quality data were

determined by the researcher. The data were collected for two periods. The

data obtained in the first period were collected over 12 weeks in the

summer of 1972. The second part of the data were collected over a 17 week

period in the following fall and winter.

A 7^ factorial experiment design using a quarter factorial was used
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to analyze the data. This analysis provided information on certain

variables and combinations of variables. The results suggested that an

increase in space increased average unit sales of that category. For

example, doubling the shelf space of hard fruit increased the category's

average unit sales by 44 percent. The effect on unit sales from increas

ing shelf space of high priced soft fruit was greater than the effect on

low priced soft fruit. Price promotion, a decrease in price, was not

statistically significant except for soft fruit. This was unexpected

because it is commonly assumed that price reductions increase unit sales.

Advertising was significant only for hard fruits and cooking vegetables.

The effects of advertising were extremely large for seasonal products.

The display location quality was significant for hard fruits and cooking

vegetables.

Manufacturers set aside large cunounts of capital in an attempt to

estimate the profit maximizing prices for their products (McLaughlin and

Lesser). They have been unable to get accurate estimates nevertheless.

Retailers, in general, do not set aside a marketing budget and tend to

price the goods they carry either by judgement calls or rules-of-thumb.

These techniques are generally good, but in the long run they may not be

accurate.

McLaughlin and Lesser used scan data to study the effects of price

variations on potato demand. Round, white, ten pound bags of potatoes

were used in the study which lasted four weeks. The last week of the

study and the following week were used to collect an exit survey of the

customers. They concluded that demand differed by store, price changes

caused potato sales to change, and consumers did not reduce weekly
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purchases after a surge in purchases brought on by reduced prices. Thus,

decreasing the price of potatoes caused an increase in consumption, not

just a shift in weekly sales. This showed that potatoe sales are

responsive to price changes even though they are considered to have an

inelastic demand.

The effects of promotional programs were analyzed by Whittnik et ̂

The promotional variables to be investigated were temporary price

reductions, displays (end-of-aisle), and feature advertisements (the brand

name of the product was in the ad). Ten different markets were used in

the study, and data were collected over a 52 week period. Competitors

products were also monitored.

The objectives of the study and model were to estimate the short-term

effects of specific marketing programs on branded products using time-

series data that showed variation among stores. The product used was tuna

fish. Data were collected on three major national brands: Starkist,

Chicken of the Sea, and Bumble Bee. The regional, private, and smaller

brands were excluded. A 6.5 ounce can of chunk light tuna, which accounts

for nearly 80 percent of the tuna sales, was selected for use.

The results of the study show that the own-price elasticities were

negative and that the cross-price elasticities were positive. The use of

displays as promotional activities increased sales and did not differ much

between markets. The use of feature advertisements and displays together

increased unit sales by roughly 75 percent in one particular market. The

increase from the combined effects was 75 times greater than adding the

effect of each variable if it was used separately. Analysis showed that

brand switching only accounted for eight percent of the increase in the
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unit sales of Starkist.

The study also looked at toothpaste. When a display is used to

promote the 8.2 ounce size of the product, a portion of the sales

increase, 14 percent, came from cannibalism of the product's other sizes.

The use of feature ads caused a cannibalism rate of 16 percent. Displays

generated the greatest increases in sales and caused the least deunage

regarding sales loss from cannibalism of other size products. Different

effects were observed for different promotional activities. Combining

displays and feature ads increased sales more than implementing these

strategies separately. It was also observed that displays increased

brand switching more than other types of promotional activities.

Retail demands for the following goods were analyzed using scan

data: beef (steak, ground beef, roast beef), chicken, and pork (pork

chops, ham, and pork loin) by Capps (1989). The data were collected from

a food retail firm in Houston and covered the period January 1986 to June

1987. The own-price elasticities were generally significantly different

from zero and negative as expected. Ground beef's own-price elasticity

was negative but not statistically significant. Ham had a positive own-

price elasticity that was significant. The cross-price elasticities were

generally significant and positive. The variable payday was insignificant.

Seasonality was significant. Advertisement fliers increased sales sig

nificantly and had positive own-advertisement elasticities except for

pork. Only five cross-advertising effects were significant out of the

possible eighteen.

In another study, conducted by Tellis, advertising expenditures and

gross rating points were used to measure market structure. Scan data
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were collected for toilet tissue for a one year period (no date). The

number of rolls, dollar volume, coupon use, feature ad use, and display

use data were also collected. Product movement was recorded in

conjunction with monitoring television advertisements. Consumer response

to an ad was stronger for brands for which they were loyal. The

behavioral response to the effects of advertising was nonlinear.

Advertising tended to be more effective at increasing unit sales through

increasing the consumption of that product rather than attracting

consumers from other products, or brand-switching. Price changes had the

same effects on sales. He also noted that displays, coupons, and feature

ads increased consumption of loyal consumers. Brand loyalty was a much

stronger determinant of a consumer's purchasing decision than was

advertising. The other promotional variables also had greater effects on

sales than advertising.

By breaking down scan data, Culputa was able to observe the

effectiveness of sales promotions and the origin of the sales increase.

Scan data from IRI were used in the study. Data were collected on 2,000

households for a two year period between 1980-1982. The prices of

products, promotional programs, household identification, and when the

products were purchased were all recorded. Ground coffee was the product

studied. Brand-switching accounted for 84 percent of the increase in

sales as a result of a promotional program. The increase in sales by

consumers purchasing an item early accounted for roughly 14 percent.

Stockpiling on the other hand, resulted in two percent of the increased

sales. Ninety-eight percent of the increase in sales that is seen

following a price reduction is the result of brand-switching.

112



In a study conducted by Lattin and Bucklin, it was observed that if

retailers and manufactures implement price changes too often, decreasing

the price will no longer increase sales. This is because consumers no

longer see the price reduction as a bargain but expect it. It is believed

that consumers establish a base reference price for a good and when a pro

motional price is enacted, they see the reduction in price as a deal.

Promotions if used too often will also loose their effectiveness.

Consxuners are less likely to purchase an item being promoted if the last

purchase of the item was during a promotion. Consumers respond to

promotional activities, but there is a better response if the promotion is

not used on a regular basis. The data were provided by IRI and included

price, value, and promotional programs. They were collected over a 75

week period (no date). Maximum likelihood regression techniques were

used.

Lattin and Bucklin found that different promotional activities

increased sales by different amounts. For example, a price cut of 10

percent for paper towels increased sales 22 percent, and when an ad and a

price reduction were combined, sales increased by 177 percent.

Promotional impacts varied by product categories, regions, and even

neighborhoods within a region. A combination of price reductions and

displays increased sales more than by separate increases of each of these

activities. They noted it is important to follow sales for several weeks

after a promotional activity is discontinued to see if stock piling did

occur which would cause sales to drop.

The effects of advertising are rarely all seen in the present

advertising period according to Kluyer and Brodie. There is a carry-over
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effect that can be seen in other periods. It is very difficult to

account for the carry-over effect of advertising and promotional programs

in other periods. Chocolate biscuits, liquid detergents, and toothpaste

were the products used in this study. Fifteen data sets included 28

bimonthly observations over 1975-1980. The data included market share,

relative price distribution intensity, and advertising share for chocolate

biscuits, liquid detergents, and toothpaste. Market share and relative

price were obtained from the Nielsen audits. Nonlinear regressions were

estimated. The study found that other promotional variables (displays,

price reductions, etc.) did not seem to carry over into other periods and

that the results may be different for lesser developed or new products.

Walters and Rinne show that supermarkets use a variety of promotional

programs to attract new customers and increase the supermarket's sales.

Loss leader promotions (i.e., a retailer puts an item on sale at a price

below retailers' cost) are thought to increase the store's profit by

increasing traffic and attracting customers. Another method is to use

double coupons. The belief behind these promotional programs is that

increased traffic will result in increased sales of the nonpromoted higher

margin products. The data used in this study were supplied by a grocery

chain. Multiple linear regression was used to analyze the data. The

study found that the bulk of sales increases came from the promoted low

margin goods but not from the nonpromoted high margin goods. Therefore,

the use of these promotional programs did not increase the profit of the

stores as might be expected. The authors caution that the results may not

apply in general because different regions respond in different ways to

various marketing programs.
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The effects of point of purchase, P-O-P, signs were used in a study

by Archabal, Mclntire, Bell, and Tucker to see if they had any effect on

consumers' purchases. The signs, some of which related to nutritional

values of foods, were under investigation to see if they increased a pro

duct's movement. Unbranded produce was used, so there was no brand

switching induced by the P-O-P signs. Only six products out of the

department's 50 items were issued signs for the study. Scan data from

373 stores over a 12 week period were collected (no date). A 3-way

analysis of covariance was used. Consumers seemed to be unaffected by

the use of P-O-P signs. This indicates that shoppers avoided foods they

did not want instead of shopping to increase their nutritional levels.

Hidden cameras were used to see if people looked up at the P-O-P signs.

Only 4.5 percent of the shoppers glanced at the signs, and only 30 percent

of the people that glanced at the signs looked at them for more than one

second.

A study conducted by Moriarty (1985a) found that the use of displays

increased sales of supermarkets, chain pharmacies, and independent

pharmacies. The study used multiple regression, and the data were gathered

from scanners (no date). Weekly unit sales, retail price, and newspaper

feature advertisements were recorded. The increase was reported to be

approximately 38 percent in the supermarkets and 107 percent in the

pharmacies. More shelf movement of products was observed when displays

were absent, meaning that products were taken from the shelf instead of

the display, but no significant differences were found.

Moriarty (1985b) conducted another study to examine the effects of

newspaper feature advertisements and price interactions. Data were
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supplied from five stores for 92-94 weeks (no date). Only one product,

unspecified, was used in the study. Regression analysis was employed.

The product in stores 1 and 2 had a large share of that product's market.

The price of the product rarely changed so the own-price elasticity was

hard to estimate. The product in stores 3-5 was promoted more heavily.

The data for stores 1 and 2 were pooled, and the data for stores 3-5 were

pooled.

In stores 1 and 2 the price reduction and feature advertisement

interaction were not significant. This was felt to be due to the large

market share, over 50 percent of the unit sales in stores 1 and 2, while

stores 3-5 had market shares of under 30 percent. Stores 3-5 experienced

a significant increase in sales by using feature advertisements and price

reductions together. The interaction effect between price and feature

advertizing was negative and significant. This gives rise to the con

clusion that consumers responded more to price reductions in the presence

of a feature ad than if no feature ad was present.

In a study conducted by Kumar and Leone, the significance of in-store

promotions and brand and store substitution were tested. Sixty weeks of

data were collected from ten stores using scanners (no date). The product

used in the study was disposable diapers. Three major brands accounted

for 95 percent of the market. The data were gathered in a southwestern

city and contained information on volume, promotional activities, feature

advertisements, and in-store displays. Price promotions, feature

advertising, and display activities were all found to increase the sales

of the particular brand of diapers they were promoting. The study

concluded that the increase in sales came from brand switching, consumers

116



switching stores, and general increased store traffic.

In a study by Jensen and Schroeter, the effects of television adver

tising were evaluated. Data were collected over a 92 week period, late

1985-mid 1987. Scanners supplied price and quantity data on 2,500 panel

households. The households were separated into three groups. The first

group was subjected to heavy levels of television advertising for a

particular product, beef. The second group, was subjected to "base"

levels of television advertising. The third group of households was the

control group and was not subject to any product adverting. In the last

28 weeks of the study, both the heavy and base groups were exposed to

intermediate advertising levels. Linear regression was used to analyze the

data. The regression analysis indicated a strong positive correlation

between feature ad prices and expenditures on beef. The coefficients on

heavy and base advertising levels were found to be insignificant. A Chow

test was used to draw an inference about whether the entire vector of

parcuneters was equal for the three levels of advertising. At the 25

percent level, the hypothesis that there is no difference was not

rejected. Thus, television advertising was found to be ineffective in

stimulating the demand for beef. The study revealed hispanics consumed

above-average amounts of beef while college-educated households that

planned meals consumed below-average amounts of beef.

In a study by Gagnon and Osterhaus, scanners were used to collect

data on pharmaceutical products and demographics. The data were collected

in grocery stores and chain and independent pharmacies (no date).

Generalized least squares was used to analyze the data. The author

estimated the effect of floor displays on shelf unit sales, all other
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promotional activities were held constant. Displays were found to be

significant in increasing product sales in all three of the retail

outlets. In grocery stores the effect of floor displays increased sales

38 percent. In the pharmacies, both independent and chain, floor

displays accounted for a increase in product sales of 107 percent. The

effects of displays did not seem to have a negative impact on shelf unit

sales.

D. Conclusions

Accurate forecasts can provide supermarket managers with useful

information to be used in making business decisions regarding

manufacturing schedules, financial objectives, and baseline business

activity. Increased forecast accuracy could prevent the loss of

overstocked perishable items such as fresh meats, fish, produce and deli

items. These perishable items account for almost half of supermarket

sales (Eastwood) and are prone to large fluctuations in demand. The

ability to predict the demand for perishable, as well as other grocery

products, accurately could provide a useful tool in developing market

strategies. For example, accurate forecasts of consumer's responsiveness

to price changes, advertising campaigns, seasonal changes, and holidays

could provide useful information to store managers and aid them responding

quickly and efficiently. Accurate predictions of consumer demand would

help store managers reduce costs associated with large inventories, loss

of perishable items, and avoidance of stockouts (Beilock and Dunn) and

enable managers to implement just-in-time deliveries. An extensive

literature review of pertinent forecasting, advertising, and promotional
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studies provided insight into the application and performance of different

forecasting techniques, advertising, and promotional campaigns.

Reviewing the literature revealed the breadth of completed

forecasting research. The research could be classified into a few broad

categories. The first category involves research related to forecasting

livestock (beef, pork, chicken, and lamb) producer prices. Research

involved with nontraditional animal products has been limited. Numerous

studies have focused on predicting macroeconomic indicator variables like

GNP growth, interest, and bond rates.

Studies evaluating and comparing forecasting techniques on their

abilities to predict commodity prices and supply accurately have been

reported. The types of products found in this literature are varied.

The literature review provided insight into the lack of research

involved with forecasting price or quantity movement of products at the

retail level. Specifically, out of the entire literature review only a few

studies were involved with product forecasting at the retail level. The

survey was also valuable in providing insight into the problem of choosing

a forecasting technique to predict the given variable accurately. No

specific forecasting technique consistently out-performed the

alternatives. No one forecasting technique is consistently superior in

it's abilities to provide the most accurate forecast given varying

circumstances. Thus, the present research will use the theoretical,

statistical, and transfer function forecasting techniques to provide

weekly forecasts of consumer demand.

Review of the pertinent advertising literature revealed a variety of

advertising and promotional campaigns used in consumer demand research.
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Notable eunong them are television, newspaper, magazine, outdoor, and point

of purchase advertising as explanatory variables. The literature review

revealed that none of the current research incorporated television,

newspaper, and radio advertising in the same demand function.

The data used in both the forecasting and advertising literature

were as varied as the estimation techniques. Single-purpose survey data,

USDA public data, controlled experiential data, and other data sources

were used in previous research. In an article by Tomek, he referred to the

inadequacies of existing secondary data for use in retail demand analysis

and that scan data could be an important source of information for

analyzing retail demand. The literature review revealed a few studies

which employed scan data in the estimation of empirical models.
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Chapter IV

Nethodolgy

A. Introduction

The goal of the present study is to explore the applications of

alternative forecasting methods within the context of supermarket scan

data. More specific objectives are to 1) develop alternative forecasting

methods that are suitable for scan data 2) estimate and compare the

alternatives with respect to food groups and individual products in terms

of their forecast accuracies using a scan data base, and 3) estimate and

compare the alternatives with respect to food groups and individual

products in terms of two week trial forecasts.

Because the current literature suggests that no one forecasting

technique can provide the most accurate forecast, this study employs three

different forecasting techniques to provide sales forecasts. The first is

the theoretical forecasting technique. Economic theory and previous

research are used to specify the theoretical demand function. The

estimated model provides insight into the nature and the significance of

the relationships found between the dependent and independent variables.

The second is the statistical technique which attempts to identify and

reproduce patterns contained in a data series. The third technic[ue

combines the theoretical and statistical techniques to obtain a transfer

function model. The underlying logic behind using a composite forecasting

technique is that combining theoretical and statistical models introduces

more information into a forecast than is contained in a theoretical or
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statistical forecast.

B. Theoretical Model

Analysis of consumer demand for a subset of goods requires the

assumption that the consumer's utility function is weakly separable. Weak

separability is a condition which implies the marginal rate of

substitution, MRS, between goods contained in a subset be independent of

the quantity demanded for any other good in a different subset. For

example, if there are two goods, X and Z, whrch are considered to be

substitutes and in the same subgroup, weak separability implies the MRS

between X and Z is independent of the demand for any other good in another

subgroup.

Holdren provides a framework for formulating multiproduct retail

demand functions. He describes the retail demand for a particular product

as being a function of price and nonprice (advertisements, promotional

campaigns, operational hours, customer service, etc.) attributes of the

retailer. Following the framework of Holdren, the theoretical demand

function includes own- and cross-prices. This is consistent with economic

theory and current research. The estimated own—price coefficient should

have a negative sign as suggested by economic theory because as the price

of good i increases the quantity demanded of that good i decreases as

consumers substitute relatively cheaper goods in its place. The sign of

the estimated coefficient associated with the price of good j depends on

whether it is a substitute or complement. Goods i and j are considered

substitute goods if the demand for good i increases as the price for good

j increases because consumers substitute the relatively cheaper good i in
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its place. Thus, substitute goods are expected to have positive

coefficient estimates. If goods i and j are complementary, the estimated

price coefficient should be negative. Goods i and j are considered to be

complementary if the demand for i (j) decreases as the price of good j (i)

increases.

Holdren suggests that advertising and promotional c£umpaigns are

implemented to increase consumer traffic. Television and radio advertising

are common marketing techniques used in relaying nonprice attributes for

a given supermarket to consumers. These advertisements attempt to entice

those who do not frequent a given supermarket into shopping there as well

as to relay product and price information to area consumers. As consumers

respond to the advertisement, the store experiences increased consumer

traffic.

The increase in consumer traffic can have two effects on store

sales. The first is a direct effect as consumers respond to the

advertisement and store traffic is increased leading to increased overall

sales. The second is an indirect effect referred to as impulse buying.

Impulse buying occurs when consumers purchase a given good at the

point of sale when they had no original intentions of doing so. Impulse

buying can account for 30 percent or more of a supermarket's total sales

(Clover). Previous research suggests that advertising (television, radio,

and newspaper) can affect consumers' preferences and, therefore, can

affect consumer demand (Capps 1989; Capps and Lambregts; Carman and

Figueroa; Curhan 1972; Funk ^ Hooley and Wilson; Jensen and

Schroeter; Jones and Ward; Kinnuncan and Venkateswaran; Marion and Walker;

Moriarty 1985b; Powers; Somers et aJ.; Tellis; Venkateswaran and Kinnuncan;
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Wilkinson et and Whittnik et . The effects of television and radio

advertising may last more than one period because of the information they

contain. These advertising media may have a significant lag effect on

supermarket sales (Chang and Kinnuncan; Eastwood, Gray, and Brooker,

1993).

Newspaper advertising provides consumers with specific product price

information for a limited period of time (Powers). Powers' research

concluded that lagged newspaper advertising variables were insignificant.

He reported that 95 percent of the increase in demand occurred during the

advertising period. Similar results were found by Eastwood, Gray, and

Brooker (1993). Thus, it is assumed that the majority of newspaper

advertising's influence on consumer demand occurs during the advertising

period because the advertisement is primarily providing current price

information. Therefore, the theoretical demand function will not include

lagged newspaper advertising variables.

Economic theory can be extended to include advertising by way of

influencing consumer preferences and providing price information. However,

the empirical results are mixed. Capps and Lambregts; Powers; Chang and

Kinnuncan; Venkateswaran and Kinnuncan; Funk et Carman and Figueroa;

and Jensen and Schroeter have concluded that advertising significantly

increases consumer demand. Eastwood, Gray, and Brooker, 1991b; Kinnuncan

and Venkateswaran; Jones and Ward; and Wilkinson et al concluded that

advertising is insignificant in increasing consumer demand.

After examination of the data, a seasonal variable may be included

in good i's demand function to represent the seasonal fluctuations.

Different products are prone to different periods of seasonality. Capps,
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1989; Capps and Lambregts; and Carman and Figueroa concluded that

seasonality significantly impacted the demand for beef, chicken and pork

products.

Eastwood, Gray, and Brooker, 1991a; Powers; Capps (1989); Carman and

Figueroa; and Capps and Lambregts all included holiday variables in their

estimated demand functions. These studies have concluded that the presence

of a given holiday, in period t, is significant in influencing the level

of demand in period t. The estimated holiday coefficient represents the

change in quantity sold associated with a given holiday, given all other

variables held constant.

The estimated coefficients for seasonality and holiday variables are

dependent on the season's and/or holiday's effect on the demand for a

given good. A product might experience a negative relationship with a

particular season and/or holiday while exhibiting a positive relationship

with a different season or holiday. For example, roast sales generally

decrease during the summer and increase during the winter (Eastwood, Gray,

and Brooker, 1990).

Weekly data are used in the study, and several arguments can be made

to justify the aggregation. The availability of weekly forecasts to a

store manager is essential to the efficient operation of a supermarket.

Managers implement weekly promotional and advertising campaigns which

coincide with the consumer's planning and/or budgeting period (Capps and

Lambregts;Capps, 1989; Eastwood, Gray, and Brooker, 1991a; Eastwood, Gray,

and Brooker, 1991b; Eastwood, Gray, and Brooker, 1991c). Another argument

is that store managers use weekly predictions to schedule labor, keep

track of inventory, and monitor individual departments' gross margins. The
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weekly time period would provide managers with insight into the

relationship between unit sales and advertising and/or promotional

campaigns. For example, weekly demand forecasts could provide store

managers with information concerning consumer responsiveness to price

(Thayer), advertising, seasonality, and holiday variations. This

information could be useful in maintaining satisfactory inventory levels.

Managers can identify the periods of high consumer traffic on a weekly

basis and arrange labor schedules to increase efficiency, thus reducing

the supermarket's labor cost (Thayer). These arguments support the

importance of weekly information to supermarket managers.

The theoretical demand function for food group g is (Chapter II,

equation 1).

(1) Qgt~^g(^gt' ^gt' where

Qgt = quantity sold of food group g in week t,

Pgt = vector of own- and substitute prices of food group

g in week t,

Agt = vector containing television, radio, and newspaper

advertising of food group g in week t,

SEAggt = vector of weekly binary variables to measure

seasonality for food group g in week t,

HOLgt = vector of weekly binary variables representing holiday

periods for food group g in week t, and

6gt= random disturbance term for food group g in week t.

The theoretical demand function for brand b is as follows.
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(2) Qbf^b(^bt'^jt' SEAjjj, HOL|}{) + €bt' where

Qbt = quantity sold of brand b in week t,

Pbt = own-price of brand b in week t,

Pjt = vector of substitute prices in week t (j^b),

Abt = vector containing television, radio, and newspaper

advertising of brand b in week t,

POPjjt = vector point of purchase advertising of brand b

in week t,

SEA|,t = vector of weekly binary variables to measure

seasonality for brand b in week t,

HOLbt = vector of weekly binary variables representing holiday

periods for brand b in week t, and

€bt= random disturbance term for brand b in week t.

Multicollinearity may be present among the subsitiute prices due to

similar pricing strategies. The problem of multicollinearity is reduced by

calculating a price index for the subsitute prices.

C. Statistical Model

An ARIMA statistical forecast, using the Box-Jenkins ARIMA

methodology, is generated and used as a basis for comparison with the

theoretical and composite forecasts. The procedure provides information

for deciding whether an AR(p), MA(q), ARMA(p,q), or ARIMA(p,d,q) process

is present.

The statistical model, ARIMA(p,d,q), (Chapter II, equation 32) for

each of the selected food groups is as follows:
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(3) = 05'^(B)(t)p{B) Zj. where

<f> = the AR(p) operator,

6 - the MA(g) operator,

Zt = the transformed stationary data series, and

B = the back shift operator.

D. Composite Model

The general transfer function (Chapter II, equation 42) is based on

the econometric model described above, with appropriate modifications to

accommodate the Box-Jenkins framework.

(4) Qgt=Fg(Pgt, ADVgt, SEAgt, HOLgt, ).

(5) Qbt=Fb(Pbt' Pjt/ ADVbt, POPbt, SEAbt, HOLbt, 0/MB) (t>^(B) Z^ ).

The theoretical, statistical, and composite models are used estimate

and compare forecasts described in objectives 2 and 3. The scan data base

is divided into two subsets. One is to estimate the relationships and to

generate historic record forecasts. The other is to generate two-week

ahead ex post forecasts. The forecasts are updated weekly as additional

information becomes available. The updated information is used to

generate a new two-week ahead forecast. The two-week ahead forecast is

considered to be appropriate because it corresponds to the amount of time

required to provide local managers with a forecast. The two-week turn

around period occurs because of the elapsed time associated with

forwarding the weekly scan data to corporate headquarters where they can

be analyzed and used in generating weekly predictions. The weekly

forecasts can then be forwarded to local managers (Eastwood, Gray, and
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Brooker, 1991a).

E. Data

Supermarket management is concerned with increasing category sales

as a method of increasing total sales revenue. Raju suggests that

increased brand sales do not necessarily result in increased category

sales. For example, a sales increase for one particular product in a

category might lower the sales of competing products as consumers switch

brands. The substitution between the promoted product and competing

products may result in no significant change in total category sales.

Product category sales are also important to supermarket managers because

of the lack of brand specific products in certain departments (e.g.

produce, fresh meats). These products are generally perishable which

increase the need for accurate sales predictions to avoid losses from

spoiling products.

Another reason for using product categories is because of the

number of products available to consumers in supermarkets. A typical store

offers 20 to 40 thousand products (Capps, 1989). For example, there are

1,700 bar codes representing meat products in the five stores (Eastwood,

Gray, and Brooker, 1991b). This includes different package sizes of the

same brand product and substitute brands.

Consumers, both domestically and globally, have changed their

attitudes regarding brand and private label products. Consumer focus is

changing from brand consciousness to price consciousness (Schiller). For

example, in Britain, 32 percent of total consumer grocery expenditures

consist of private label products. This trend is also expected to
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continue in the United States (Oster, Savery, and Templeman). In the

United States this has led to increased sales of store brands which are

cheaper than their competing national brands. This situation provides

another motivation for using scan data to evaluate food demand at the

product specific level. The problem of multicollinearity may arise if

individual products were used in place of product categories.

Multicollinearity emerges because of the large number of available

substitutes and complements for brand b.

This dissertation forecasts the per customer consumption of two

product categories and individual brands within the product group. Sales

per thousand customers is used to account for the variation in sales

between different stores. The variation in sales could be greater in the

larger supermarkets compared to the smaller supermarkets because of

consumer traffic. Sales variation could also be attributed to the

nonreporting of stores in various weeks. Thus, a common unit of

measurement is necessary to measure the impacts of the supermarkets

advertising campaign.

The information for each of the selected product groups and

individual products, as well as for substitute and complementary goods,

was obtained from the scan data of a national supermarket chain operating

five stores in the Knoxville metropolitan area. The data were collected

over a 229 week period. May 28, 1988 through the last week in December of

1992. The supermarket chain represents a large share of the area's

supermarket sales. The data are divided into two subgroups. The first is

used to estimate the three forecasting models. The second is used to

generate forecasts for use in comparing the three forecasting techniques.
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Missing data can be the result of stockouts, the item being

discontinued, a new product not available previously, a mechanical failure

at the store, or technical difficulty at the headquarter's computer

facility. A mechanical failure results in the data not being recorded and

lost. Computer difficulty at the supermarket's headquarters prevents the

weekly sales data from being transferred from the store accounts to the

headquarter's computer. The inability to transfer the data means that new

sales data are added to the previous week's and is called a "running

total." This continues until the problem at the headquarter's computer

facility is corrected. To adjust for this problem, the data for the

combined weeks are divided by the number of weeks the running total was in

effect. The interim weeks are not included in the data set to avoid

entering incorrect data into the data set more than once. The problem of

missing data has diminished over time.

Each product in the supermarket is assigned an individual code, by

a national organization, which is called a universal product code or UPC

code. The scanner system reads each product's UPC code as it is scanned at

the register to process customer bills, and the number of times a bar code

is read and the product's price are recorded by the management's software.

Item movement refers to the number of times a bar code is read in a given

period. The UPC code and its corresponding product description and package

size are used to identify individual brand products. The weekly total item

movements for each bar code for each supermarket are forwarded to the

chain's corporate headquarters once a week. Good i's weekly item movement

is calculated by aggregating (across customers, registers, and time) over

a seven day period. Copies of the computer tape are sent to the University
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where the information is added to the historic record. The scan data set

includes UPC codes and their corresponding item movements, product

description, package sizes, and retail prices. These data also identify

products on the basis of the chain's management structure. All products

are grouped according to a three level system. The broadest group is the

department followed by commodity and subcommodity.

Sorting the scan data by UPC cannot provide a useful list of the

various package sizes marketed under brand b and substitute products

because bar codes are not ordered by product (Eastwood, Gray, and Brooker,

1990). For example, the UPC bar codes for 18 ounce containers of Peter

Pan, Jiffy, and Skippy creamy peanut butter are completely different

(4530000040, 3700000407, and 4600127064, respectively).

The weekly data must be sorted using another procedure. Sorting the

data by department, commodity group, and subcommodity groups provides a

list of the various package sizes marketed under brand b as well as like

products marketed under different brand names. A SAS program using the UPC

codes of a few products, representing different brand products, was used

to read six tapes to obtain the department, commodity, and subcommodity

numbers for each brand. The department, commodity, and subcommodity

numbers were entered into another SAS program which provided complete

listing of brand products contained in the three specified categories. The

list of brand b's various package sizes and product descriptions enabled

brand groups to be compiled.

Once a list containing the various package sizes for brand b is

compiled, it is possible to determine brand b's weekly quantity and

weighted price by store. For fixed weight goods, quantity sold is item
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movement times the package size (ounces). Brand b's weekly quantity (e.g.

equation 6) is determined by summing the weekly c[uantities of the

individual products within a brand category.

(®) ~ p" Qi.B.t'
i-i

where Qj,s,t = the quantity of good i sold in store s in week t,

Qb.s.t ~ the quanity of brand b sold in store s in week t, and

ni, = the number of food ( bar codes) in brand b.

The price for the individual product brand is a weighted average

price and is calculated using the price per package that is provided by

the scan data for individual UPC codes. The price per ounce for good i is

derived by dividing the price of the product by the number of ounces

(standardized unit) contained in the package. The brand price (e.g.

equation 7) is calculated by summing the price times quantity for each of

the reporting stores and then dividing by the brand's total weekly

quantity.

(7) Pt.s.c=— ?5
s. e

where Pj.s.t = the price of good i sold in store s in week t,
and

^b.s.t ~ the average price of brand b sold in store s in
week t.

Substitutes and complements were identified from the lists of items

in the selected subcommodities and included. Bar codes for close

substitutes were used to define product categories. These product groups

were updated quarterly to capture new products and update brand b's
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product mix. Thus, a general product category combines the various package

sizes associated with a product as well as close substitutes. The

department, commodity, and subcommodity lists provided the different

package sizes associated with brand b as well as like products marketed

under different names. This provided a list indicating products that are

considered to compete with brand b. Brand b, and the competing products

are combined into a single product group representing a general product

category. For example, Skippy peanut butter and competing brands,

including the various package sizes, are combined into a single product

group called group g.

The quantity for product group g (e.g. equation 8) is determined by

summing the quantities of the individual brands contained within product

group g. That is, product group g's aggregate quantity is calculated by

summing the quantities for each brand b contained within product group g.

To obtain a weighted average price for product group g (e.g. equation 9),

each brand's price per ounce is weighted by its quantity sold, and the sum

is divided by the group's quantity sold.

X>"1

^ ̂Pb.s.c * ̂ b.a.w^
(9) P^.a.t = —

^b, a, c

where Qg,s,t = the quantity of group g sold in store s in week t,

^g.s.t ~ the weighted average price of group g sold in
store s in week t, and

Eg = the number of brands contained in group g.

134



similar procedures are used for variable weight items. However, item

movement is used as a proxy for pounds sold under the assumption that the

distribution of package sizes per week does not change. The prices of

variable weight products are expressed in prices per standard unit,

$/pound. Therefore, conversion into a price per standard unit is not

necessary.

Aggregating weekly per store item movement to obtain product group

g's total weekly item movement introduces two obvious problems. The first

is that product group g's weekly item movement varies from one store to

another. A store with a large weekly customer count, the number of

individual sales receipts per store in week t, should logically have

larger total sales compared to a store with a relatively small customer

count. Second, nonreporting of stores influences the level of sales for

product group g in week t. To resolve these two problems, product group

g's weekly item movement per store is divided by the store's corresponding

weekly customer count. Thus, the aggregated item movement across the

reporting stores is independent of variation attributed to store size

and/or nonreporting of stores.

Weekly customer counts are obtained by aggregating the number of

individual sales receipts per store, over a week. This information was not

contained in the weekly scan data provided by the supermarkets

headquarters but was obtained from the regional technical marketing

specialist.

The aggregated weekly price for product group g is calculated by

summing all the reporting stores' weekly per unit prices times their

respective weekly item movements, for product group g, and then dividing
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this total by the aggregated weekly item movement in standardized units.

This provides a weighted average price index which represents the price of

variable weight product group g.

The five supermarkets are all located in the same metropolitan area,

so consumers are exposed to identical advertisements in all three of the

advertising media. The advertising data represent advertising exposure.

Weekly television and radio advertising data were provided by the

supermarket's regional marketing manager and were expressed as gross

rating points (GPR). Gross rating points is defined as the number of times

an audience is exposed to an advertisement, television or radio,

multiplied by the relative size of the audience (Eastwood, Gray, and

Brooker, 1991 b). Gross rating points are used as a proxy to represent

supermarket advertising levels (Tellis).

The second part of the advertising data, newspaper advertising, was

obtained through a different source. Newspaper advertising data were

collected from the Monday supplemental advertising section and occasional

daily advertisements present in the Knoxville News Sentinel. The size of

the advertisement in square inches was recorded for each newspaper

advertisement. These square inches were aggregated to obtain measures for

food group g and brand b in week t. This is consistent with Capps' 1989

research on retail meat demand in which newspaper advertising are recorded

as squared centimeters. Squared inches of newspaper advertising are used

as a proxy for newspaper advertising intensity. As square inches increase

the number of locations increase. The use of different color

advertisements also can be reflected in advertisement square inches

because color ads tend to be larger.
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Cross-advertising effects are not included in the demand function

for the meat food category g. Funk, Meilke, and Huff, Marion and Walker

found no significant relationship between meat sales and cross-advertising

for meat products. The advertising for complimentary goods will be

included in the demand function for Peanut butter. Cross-advertising will

be incorporated into brand b's demand function to evaluate the impact of

competing brands' advertising levels on the demand for brand b.

Before the promotional and advertising data can be incorporated into

the demand model, it must be linked to the item movement of the promoted

product. This is a time-consuming task because the promotional and

advertising campaigns are not directly related to the promoted product's

bar code. The information regarding the product's price is programmed into

a store's computer price file using inventory codes and not related to the

product's UPC code. Since the promotion does not provide the UPC code for

the promoted product, it is manually matched using the product description

that is provided along with the product's UPC code. The promotional

measure in week t is then recorded (Eastwood, Gray, and Brooker, 1990).

The uniform code council has only assigned ranges of bar codes for

variable wight items. Consequently, chains have some latitude in assigning

bar codes to individual cuts of fresh beef, and the names of the cuts are

not standardized. Occasionally, the bar code relating a specific cut could

not be found for the promoted cut name. This problem is overcome by

aggregating products into general product categories and relating the

advertising level to a specific general category (Eastwood, 1990).

Point of purchase, P-O-P, advertising is an important promotional

technique. However, P-O-P advertising data were not included in the demand
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function because at least one item within an aggregate was promoted nearly

every week, this does not apply for brands. There is variation in the P-O-

P variable at the brand level, and it is included in the brand's demand

function.

Coupons are not included in the specified functions of the fixed and

nongrocery products, although they are an important promotional technique.

The chain's software does not capture the use of coupons to purchase

specific products. Coupons are primarily manufacturer oriented and are not

store-specific, although double and triple redemptions are store specific.

Because this research is concerned with product/food groups and coupons

have dates that cover multiple weeks, a dummy variable for coupons was not

included. The omission of coupons is less problematic for the variable

weight products because ground beef, roast, and steak are typically not

promoted using coupons.

Scan data capture price and item movement information but not

customer socioeconomic data. Therefore, matching a customer and his or her

socioeconomic characteristics with the purchase of a product in this data

base is impossible. The data used in this research cover a four and a

half year period. Due to the relatively short time period, it is assumed

that the socioeconomic composition of the metropolitan area has remained

stable.

Two product categories are used. The logic behind selecting these

products is that the forecasting literature revealed that different

forecasting techniques provided superior forecasts for different products.

Spriggs found the theoretical forecasting technique superior to the

statistical and comparable to the composite (theoretical-statistical)
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techniques. Vere and Griffith reached the conclusion that no single

technique (theoretical, statistical, or composite) provided a superior

forecast. Hudson and Capps compared and evaluated the forecasting

abilities of the theoretical and statistical techniques and suggested the

superiority of the statistical method. Brandt and Bessler, 1981, evaluated

several individual and composite forecasts and concluded that the poorest

composite forecast was superior to the best individual forecasts. Thus,

the forecasting abilities of the three techniques are compared and

evaluated, using the MSB, RMSE, Chi-squared statistic, AIC, Theil's U, and

directional accuracy criterion, to gain insight into the predictability of

the three techniques given the different product categories.
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chapter V

EstlBation and Analysis

A. Introduction

This chapter presents the results of the empirical work which are

used to address the objectives of the study. It begins with descriptions

of the dependent (item movement per thousand customers) and independent

variables (own-price and advertising). The dependent variable for each of

the three products is reported as standardized item movement per thousand

customers, but for convenience it will be referred to as item movement.

The advertising variables (television, radio, newspaper, and point of

purchase) for each of the three products are described over time. The

point of purchase (P-O-P) advertising variable is only present in the

brand product's demand function.

B. Variable Description

Weekly item movement, price, advertising (television, radio, and

newspaper), seasonal, holiday, and special event variables were measured

over a 239 week period beginning with the first week of June of 1988

(06/04/88) and ending with the last week of December, 1992 (12/26/92). P-

O-P advertising data did not become available until the last week of May,

1989 (05/27/89) and continued through last week of December, 1992

(12/26/92). Aggregating the P-O-P data for the group g and steak models

revealed that the P-O-P variable was present in every time period so there

was no reason to include this particular variable in these theoretical

demand models. This provided a 239 week period for use in analyzing weekly
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item movement for group g and steak. On the other hand, the inclusion of

own and cross P-O-P variables in brand b's theoretical forecasting model

meant using a data set with fewer observations. The first year of data was

excluded because of the lack of P-O-P advertising data. Thus, brand b's

data set consisted of 187 observations starting with the last week of May

1988 and ending with the last week of December, 1992. Results in Table 1

include the description of the food categories used in the study.

Definitions of the independent variables used in the theoretical

model for b are in Table 2. Brand b's price and the ten prices of

competing peanut butter brands are weighted averages. Because three brands

of peanut butter were not present during the entire study period, their

prices were included in the theoretical forecasting model as binary

variables (l=product was present in week t, 0=if product was not present

in week t). Two of the peanut butter brands were present in the

supermarket for less than 48 weeks out of the entire 161 week period while

the other brand was present for slightly over one and a half years (72

weeks). One of the missing brands was present in the first quarter of the

study while the remaining two were present during the middle of the study

period. The prices of the three brands were used in calculating the

weighted average price when the brands were present in the supermarkets.

Brand b's weekly item movement is the sum of the total ounces of

brand b sold in week t. Descriptive statistics for brand b's historical

and trial data are presented in Tables 3 and 4. Inspection of Table 3

reveals that brand b's mean price was the third highest of the seven

entire period product prices, and its standard deviation was the second

lowest. The relatively low standard deviation indicates that brand b's

141



Table 1. Category definitions for brand b, group g, and steak

Dep. Var. Definition

Brand b A specific brand of peanut butter aggregated
across container size and product variations
(creamy, crunchy, low salt. etc.). Brand b

consists of nine different products (various
package sizes and product variations) packaged
under brand b's label.

Group g The peanut butter category aggregated across

brands. The individual brands contained within

the group g are aggregated across container

size and product variations (creamy, crunchy,
low salt, etc.). Group g consists of ten
individual brands of peanut butter.

Steak The steak category represents an aggregate of all
steak products across "cut" and size. The steak

cateaorv consists of 60 different steak products.
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Table 2. Brand b's theoretical model variable definitions

Variable Definition

Pb Brand b's weekly weighted average price.
Pi_ii Substitute brand's weekly weighted average price.
NWSb Brand b's weekly newspaper advertising, measured

in square inches.
NWSj_ii Substitute brand's weekly newspaper advertising,

measured in square inches.

RDb Brand b's weekly television advertising, measured
in gross rating points.

RDi_ii Substitute brand b's weekly radio advertising,
measured in square inches.

TVb Brand b's weekly television advertising, measured
in gross rating points.

TVi_„ Substitute brand's weekly television advertising,
measured in gross rating points.

POPb Weekly point of purchase advertising, measured as
being present or absent.

POP,_„ Weekly point of purchase advertising, measured as
being present or absent.

HOLi Represents the week containing Memorial day.

HOL2 Represents the week containing the Fourth of July.
HOL3 Represents the week containing Labor day.
HOL4 Represents the week containing Thanksgiving day.
HOL5 Represents the week containing Christmas day.
HOLj Represents the week containing January first.

SEA) Represents the spring season.
SEA2 Represents the summer season.
SEA3 Represents the fall season.

SCH Represents the week containing the first day of
school in Knox County.
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Table 3. Descriptive statistics of the
dependent and independent variables
contained in brand b's theoretical

forecasting model (historic period)

Variable Mean Std. Dev. Minimum Maxim

Qb 1123.79 292.64 294.84 1844.24

Pb 0.12 0.01 0.10 0.13

Pi 0.09 0.01 0.06 0.11

P2 0.20 0.39 0.00 1.00

P3 0.15 0.36 0.00 1.00

P4 0.46 0.50 0.00 1.00

Ps 0.12 0.02 0.07 0.18

P6 0.11 0.01 0.10 0.12

P7 0.12 0.01 0.10 0.13

Pg 0.14 0.01 0.12 0.17

P9 0.10 0.01 0.07 0.14

Pio 0.76 0.42 0.00 1.00

NWSb 0.42 2.16 0.00 16.31

NWSj 1.76 4.45 0.00 22.50

NWSj 0.07 0.85 0.00 10.50

NWSg 0.31 1.79 0.00 13.51

NWS7 0.02 0.25 0.00 3.25

NWS9 0.02 0.22 0.00 2.81

TVi 1.91 23.94 0.00 300.00

RDb 3.82 33.75 0.00 300.00

RDi 5.73 28.84 0.00 150.00

POPb 0.61 0.48 0.00 1.00

POP, 0.87 0.32 0.00 1.00

POPfi 0.74 0.43 0.00 1.00

POP7 0.57 0.49 0.00 1.00

POPg 0.15 0.36 0.00 1.00

POP9 0.44 0.49 0.00 1.00

hol' 0.02 0.13 0.00 1.00

HOL2 0.02 0.13 0.00 1.00

HOL3 0.02 0.13 0.00 1.00

HOL4 0.02 0.13 0.00 1.00

HOL5 0.02 0.13 0.00 1.00

HOLg 0.02 0.13 0.00 1.00

sea' 0.25 0.43 0.00 1.00

SEAj 0.25 0.43 0.00 1.00

SEA3 0.25 0.43 0.00 1.00

SCH 0.02 0.13 0.00 1.00
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Table 4. Descriptive statistics of the
dependent and independent variables
contained in brand b's theoretical

forecasting model (trial period)

Var. Mean Std Dev Minimum Maximi

Qb 835.36 253.96 183.77 1214.10

Pb 0.11 0.00 0.11 0.12

Pi 0.08 0.00 0.08 0.09

P2 1.00 0.00 1.00 1.00

P3 1.00 0.00 1.00 1.00

P4 1.00 0.00 1.00 1.00

P5 0.10 0.01 0.09 0.11

P6 0.11 0.00 0.10 0.12

P7 0.10 0.00 0.09 0.10

Ps 0.14 0.00 0.14 0.15

P9 0.06 0.02 0.01 0.10

PlO 1.00 0.00 1.00 1.00

NWS^ 0.11 0.58 0.00 3.00

NWSi 1.91 3.23 0.00 10.75

NWS5 0.00 0.00 0.00 0.00

NWSg 0.00 0.00 0.00 0.00

NWSy 0.00 0.00 0.00 0.00

NWS9 0.00 0.00 0.00 0.00

TVi 0.00 0.00 0.00 0.00

RDb 0.00 0.00 0.00 0.00

RDj 0.00 0.00 0.00 0.00

POPb 1.00 0.00 1.00 1.00

POP, 1.00 0.00 1.00 1.00

POPs 0.96 0.19 0.00 1.00

POP7 1.00 0.00 1.00 1.00

POPg 0.38 0.49 0.00 1.00

POP9 0.80 0.40 0.00 1.00

HOL, 0.00 0.00 0.00 0.00

HOLj 0.00 0.00 0.00 0.00

HOLj 0.03 0.19 0.00 1.00

HOL4 0.03 0.19 0.00 1.00

HOL5 0.03 0.19 0.00 1.00

HOLg 0.03 0.19 0.00 1.00

SEA, 0.00 0.00 0.00 0.00

SEA2 0.50 0.50 0.00 1.00

SEA3 0.50 0.50 0.00 1.00

SCH 0.03 0.19 0.00 1.00
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price varied somewhat less than did the prices of the other competing

brands, with one exception.

Independent variable definitions for group g are found in Table 5.

Group g's price was calculated using a weighted average procedure. Again,

due to the absence of three of the ten peanut butter brands over the study

period, group g's price consisted of a weighted average of the remaining

seven brands. The three brands were included in group g's weighted average

price for the time periods they were present. Group g's weekly item

movement, in ounces per thousand customers, is the sum of all peanut

butter brands sold in week t. Descriptive statistics for group g's

historical and trial data are presented in Tables 6 and 7.

Comparison of brand b's and group g's mean weekly item movements

disclosed that brand b contributed to roughly sixty percent (60%) of group

g's weekly item movement, brand b's and group g's mean weekly item

movements are 1123.79 and 1836.87 ounces, respectively. The remaining nine

peanut butter brands comprise the remaining forty percent (40%) of group

g's weekly item movement. The standard deviation for brand b's weekly item

movement is smaller (292.64) than the standard deviation for group g's

weekly item movement (600.10). Brand b's mean price ($0.1184/ounce) was

higher than group g's mean price ($0.1099/ounce). The standard deviation

for brand b's price (0.0075) is smaller than the standard deviation for

group g's price (0.0108).

Steak variable definitions are found in Table 8. Descriptive

statistics for steak's historical and trial data are presented in Tables

9 and 10. The price used to represent the steak category is a weighted

average price. The mean weekly price of steak is $4.14 with a standard
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Table 5. Group g's theoretical model variable definitions

Variable Definition

Pg Group g's weekly weighted average price.
NEWg Group g's weekly newspaper advertising, measured

in square inches.
TVg Group g's weekly television advertising, measured

in gross ratings points.
RDg Group g's weekly radio advertising, measured in

square inches.
HOLj Represents the week containing January first.

HOL2 Represents the week containing Memorial day.
HOL3 Represents the week containing the Fourth of July.
HOL4 Represents the week containing Labor day.
HOL5 Represents the week containing Thanksgiving day.
HOLg Represents the week containing Christmas day.
SEAj Represents the spring season.

SEA2 Represents the summer season.
SEA3 Represents the fall season.

SCH Represents the week containing the first day of
school in Knox Countv.
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Table 6. Descriptive statistics of the
dependent and independent variables

contained in group g's theoretical
forecasting model (historical period)

Var. Mean Std Dev Minimum Maximum

Qg 1836.87 600.10 247.41 3537.45

Pg 0.11 0.01 0.06 0.16

NEWg 2.55 6.10 0.00 56.88

TVg 1.40 20.55 0.00 300.00

RDg 7.04 37.89 0.00 300.00

HOLi 0.01 0.13 0.00 1.00

HOL2 0.01 0.13 0.00 1.00

HOLj 0.01 0.13 0.00 1.00

HOL4 0.01 0.13 0.00 1.00

HOL5 0.01 0.13 0.00 1.00

HOLg 0.01 0.13 0.00 1.00

SEAi 0.26 0.44 0.00 1.00

SEA2 0.24 0.43 0.00 1.00

SEA3 0.24 0.43 0.00 1.00

SCH 0.02 0.13 0.00 1.00

Table 7. Descriptive statistics of the
dependent and independent variables

contained in group g's theoretical
forecasting model (trial period)

Var. Mean Std Dev Minimum Maximum

Qg 1897.45 473.74 670.51 2527.49

Pg 0.11 0.00 0.09 0.11

NEWg 1.51 2.70 0.00 9.00

TVg 0.00 0.00 0.00 0.00

RDg 0.00 0.00 0.00 0.00

HOL2 0.00 0.00 0.00 0.00

HOL3 0.03 0.19 0.00 1.00

HOL4 0.03 0.19 0.00 1.00

HOLj 0.03 0.19 0.00 1.00

HOLfi 0.03 0.19 0.00 1.00

HOL, 0.00 0.00 0.00 0.00

SEA, 0.00 0.00 0.00 0.00

SEA2 0.50 0.50 0.00 1.00

SEA3 0.50 0.50 0.00 1.00

SCH 0.03 0.19 0.00 1.00
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Table 8. Steak's theoretical model variable definitions

Variable Definition
Ps Steak's weekly weighted average price.

P(R,GB) Roast's and ground beef's weekly weighted average price.
TVs Steak's weekly television advertising, measured in gross

rating points.

''^(R.GB) Roast's and ground beef's weekly television advertising,
measured in gross rating points.

RDs Steak's weekly radio advertising, measured in gross
rating points.

^(R,GB) Roast's and ground beef's weekly radio advertising,
measured in gross rating points.

NWSg Steak's Weekly Newspaper advertising, measured in
square inches.

QB) Roast's and ground beef's weekly Newspaper advertising,
measured in square inches.

HOLj Represents the week containing Memorial day.

HOL2 Represents the week containing the Fourth of July.
HOL3 Represents the week containing Labor day.
HOL4 Represents the week containing Thanksgiving day.
HOL5 Represents the week containing Christmas day.
HOL5 Represents the week containing January first.
SEA, Represents the spring season.

SEA2 Represents the summer season.

SEA2 Represents the fall season.
LAG Laooed weeklv Item movement.
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Table 9. Descriptive statistics of the dependent
and independent variables contained in steak's
theoretical forecasting model (historical period)

Var. Mean Std Dev Minimum Maximum

Qs 2423.73 858.00 287.20 6308.12

Ps 4.14 0.68 2.05 5.45

Pr 2.64 0.57 0.94 6.32

Pqb 2.57 0.47 0.99 2.84

NWS; 21.99 33.86 0.00 210.00

NWSr 15.78 22.76 0.00 98.25

NWSqb 14.33 18.32 0.00 165.50

TVs 54.59 139.69 0.00 684.00

TVr 51.41 136.84 0.00 700.00

tvgb 100.70 157.85 0.00 600.00

RDs 7.28 36.10 0.00 300.00

RDr 14.08 49.90 0.00 300.00

SEA, 0.27 0.44 0.00 1.00

SEAj 0.24 0.43 0.00 1.00

SEA3 0.24 0.43 0.00 1.00

HOL, 0.02 0.14 0.00 1.00

HOL2 0.02 0.14 0.00 1.00

HOL3 0.02 0.14 0.00 1.00

HOL4 0.02 0.14 0.00 1.00

HOL5 0.02 0.14 0.00 1.00

HOLg 0.02 0.14 0.00 1.00

LAG 2423.81 857.99 287.20 6308.12
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Table 10. Descriptive statistics of the
dependent and independent variables contained
in steak's theoretical forecasting model
(trial period)

Var. Mean Std Dev Minimum Maximum

Qs 2214.25 1053.45 554.09 4360.00

Ps 3.52 1.03 2.15 7.81

Pr 3.14 0.56 1.97 3.86

Pgb 2.44 1.18 1.86 7.60

NWSs 54.64 73.18 0.00 299.44

NWSp 25.48 33.41 0.00 94.74

NWSqb 15.56 32.78 0.00 143.00

TVs 109.54 205.58 0.00 512.00

TVr 92.00 222.70 0.00 684.00

TVgb 19.69 100.41 0.00 512.00

RDs 25.00 62.05 0.00 200.00

RDr 17.38 48.87 0.00 150.00

SEAj 0.00 0.00 0.00 0.00

SEAj 0.50 0.51 0.00 1.00

SEA3 0.50 0.51 0.00 1.00

HOLi 0.00 0.00 0.00 0.00

HOL2 0.00 0.00 0.00 0.00

HOL3 0.04 0.20 0.00 1.00

HOL4 0.04 0.20 0.00 1.00

HOL5 0.04 0.20 0.00 1.00

HOLg 0.04 0.20 0.00 1.00

LAG 2209.51 1052.91 554.09 4360.00
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deviation of $0.68. Steak's mean weekly item movement 2423.73 ounces and

the corresponding standard deviation is 858.00.

In each of the three cases, the mean item movement, advertising,

holiday, and seasonal values were significantly different between the

historic and trial subperiods. The differences in mean values could be

attributed to the number of time periods in each subgroup. For example,

the seasonal and holiday variable means will be different because the

trial forecast period covered the second half of 1992. This means that the

spring, summer, and corresponding holidays were not included in the data

series. The Scune logic could be applied to explain the differences in

advertising means. The trial period only covered a six month period while

the historic period consisted of 213 weekly observations. The larger time

period would allow for a greater variation in advertising, seasonal, and

holiday variable values. The difference in item movement means could be

explained via seasonal purchasing patterns. For example, roast demand

falls in the late fall and winter months. This is reflected in the steak

data as the mean value is higher for the historic verses trial periods

(Tables 9 and 10).

C. Data Description

The item movement for the brand b is shown in Figure 1. Inspection

of the figure indicates the wide degree of variation present in the data

set. A slight downward trend in the data is visible. Seasonal peaks were

observed in the series for weeks corresponding to late summer or early

fall and the winter holiday periods. After the late summer early fall peak

periods, the item movement decreased until the winter holiday period in
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which item movement increased again. The remainder of the calendar year

brand b exhibited a relatively stable item movement. Figures 2 and 3

display newspaper and GRP advertising. The former appears to decline

during 1992. Electronic media advertising is too infrequent to identify

any patterns.

Item movement for group g, shown in Figure 4, revealed more

variation in product item movement than present in brand b's item

movement. Decreases in demand occurred during the spring and early summer

time periods. An increase in item movement is observed in the late summer/

early fall and late fall early winter time periods. For the remainder of

the calendar year, no seasonality is noted. Figures 5 and 6 present group

g's advertising.

The item movement for steak decreases during the fall, see Figure 7.

Item movement increased gradually after the yearly low which occurred in

the fall. There were peaks during the remainder of the calendar year which

could not be attributed to specific holiday periods or seasons.

Inspection of the steak newspaper, radio, and television advertising

revealed no apparent pattern. Newspaper advertising for steak occurred

regularly throughout the study period (Figure 8). Radio promotion occurred

on thirteen occasions during the two hundred and forty week time period

(Figure 9). Television advertising occurred somewhat more frequently, but

again inspection of the data over time revealed no apparent pattern

(Figure 10). The various holiday periods were found to have no visual

impact.
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D. Estimates of the Theoretical, Box-Jenkins, and Transfer Function

Models

1. Theoretical Models

The goodness of fit measures for each of the three estimated

theoretical models are presented in Table 11. The coefficients ranged

from 0.08 for group g's estimated theoretical model to 0.54 for brand b's

estimated model. coefficients cannot be compared between models with

different numbers of explanatory variable. The adjusted R^ coefficient is

better for comparison purposes because it takes into account the number of

explanatory variables in a model.

Table 11. Theoretical models goodness of fit

Brand b Group g Steak

(161 weeks) (231 weeks) (231 weeks
Statistic Value Value Value

R-square 0.55 0.08 0.34

Adj r2 0.43 0.02 0.27

F Value 4.64 1.28 4.96

Prob>F 0.0001 0.22 0.0001

RMSE 222.67 585.05 736.48

MSE 49582.83 342277.97 542397.91

DW 2.18 1.82 * *

*** The Durbin-Watson D statistic and h statistic were not applicable. A
modification of the D-W h statistic was used to evaluate the presence of
serial correlation.

In specifying group g's theoretical model, dropping variables or

including other variables resulted in inferior evaluation criteria values

when compared to the evaluation criteria for the current model

specification. This held true for various brand b and steak model

specifications. In general, each of the evaluation criterion used

individually led to the Scune model specifications presented below. The
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forecasting models with the highest generally had the highest adj. R^,

F value, and the lowest RMSE.

The purpose of specifying these theoretical models is to generate

forecasts. The presence of multicollinearity is not considered a problem

in forecasting if the model is able to predict accurately the dependent

variable. However, the ability to interpret individual coefficients

necessitates that some diagnostic checks be completed. A simple

correlation matrix was evaluated for the independent variables used in

each of the models as a partial check for the presence of

multicollinearity. The correlation matrices for group g and steak

indicated that there was no real pairwise collinearity, and thus,

multicollinearity was not a problem. There was a slight degree of

multicollinearity present between the price variables in brand b's model,

but the degree of collinearity between these variables was not large

enough to warrant the omission of any particular variable or variables.

Dropping one of two collinear variables was also performed as a

second check for multicollinearity for all three of the theoretical demand

functions. No significant changes were observed in the standard errors or

estimated coefficients of the remaining independent variables further

indicating that multicollinearity was not a problem.

The Durbin-Watson D statistic (D-W) was used to check for the

presence of serial correlation in each of the three residual series. The

D-W statistic for brand b's residual series was 2.18 which fell in the

indeterminate range. A D-W that falls in the indeterminate or inconclusive

range does not provide enough evidence to reject the null hypothesis of no

serial correlation in the residual series. The D-W could not be used to
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check for the presence of serial correlation for the steak residuals

because of the inclusion of a lagged dependent variable as an independent

variable. A variation of Durbin's h statistic (Pindyck and Rubinfeld) was

used to check for autocorrelation in the residual series. The test simply

describes the residual series as being a function of the original model's

explanatory variables and a lagged residual variable. A t-test was

performed on the lagged residual term to test the null hypothesis that the

lagged error term coefficient was not significantly different from zero.

The null hypothesis of no serial correlation was not rejected. Even though

group g's estimated model was not significant, the D-W statistic revealed

that the residual series did not exhibit autocorrelation.

The first of the three theoretical forecasting models to be

described is the model for brand b. The historic data consisted of 161

weekly observations starting with the week ending on June 4, 1989 and

ending with the ending on December 27, 1992. Standard errors are below

each estimated parameter in parenthesis.

(55) Qb = 3526.26 - 27942.OO(Pb) - 402.62(P3) + (236.73(P5)
(741.59) (4695.29) (943.23) (101.85)

+ 116.70(P-0-P7)+ 300.76(P-0-P,) - 409.79(SEAj)
(51.22) (99.80) (74.70)

- 402.77(SEA2) + 283.39(SCH) + et.
(69.20) (132.10)

The coefficient of determination or statistic for brand b's

theoretical model was 0.55. An R^ = 0.55 indicates that this model

explained fifty-five percent of variation in brand b's weekly item

movement. The corresponding F-statistic of 4.64 is statistically

significant at the 95 percent level. The RMSE value of 222.67 does not
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appear to be large compared to the average weekly item movement (1123.79).

All of the variables in above model are significant at the ninety-

five percent level. The negative sign for the own-price coefficient, Pb,

is consistent with economic theory. Three cross-prices have the expected

positive and significant coefficients leading to the inference that they

are substitutes. The negative sign on the substitute price Pj and the

pogitive signs on the cross P—O—P advertising variables are not consistent

with economic theory and thus, unanticipated. The prices for each of the

individual brands, in general, tended to move in a similar direction. This

might be attributed to similar pricing strategies by the various

competitors for brand b. One reasonable explanation for the positive sign

associated with the cross P-O-P advertising variables is that promoting

peanut butter brands via P-O-P attracts the consumers attention. Once the

consumer is reminded of the need for peanut butter, he/she inspects the

promoted brand and compares the value of his/hers preferred brand with the

promoted brand. The consumer then decides that the difference in price is

not large enough to cause brand switching, and he/she purchases the

preferred brand of peanut butter.

SEAi and SEA2 estimated seasonal coefficients are negative and

significant. This suggests that during these time periods band b's weekly

item movement is significantly lower than during the winter. The SCH

(school) variable represents the start of the Knox county school year.

These estimated coefficients suggest that the first week of the school

year results in an increase in the item movement for brand b peanut

butter. This may be attributed to purchases of peanut butter by parents of

school age children to make sandwiches for their children's school
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lunches.

One possible explanation for the insignificance of television,

radio, and newspaper advertising may be simply that they are not

effective. This may be a logical conclusion given how infrequently

television, radio, and newspaper advertising were employed (Figures 2 and

3). There was only one week during the entire study period in which brand

b was promoted via television. There was no television cross-advertising

for competing brands. There were two radio advertisements for brand b and

six radio advertisements for competing brands during the study period.

Newspaper advertisements for brand b occurred ten times during the study

period. Another possible explanation is that the advertising was for a

specific jar of peanut butter not for ounces of peanut butter and thus was

insignificant in explaining any variation in brand b's and group g's

weekly item movement. None of the holiday variables was significant.

Figure 11 presents a graphical description of brand b's theoretical

backcast. Visual inspection of the actual and backcast series implies that

the theoretical model is capable of reproducing the historical data

series. The RMSE and for brand b's backcast are 222.67 and 0.06,

respectively. Decomposition of indicated a lack of bias in the error

series and that the error series was the result of a random fluctuations.

The theoretical model predicted 75 out of 161 directional changes.

Table 12. Brand b's theoretical backcast evaluation criteria

Criterion Value

MSE 49582.83

RMSE 222.67

0.06

Directional chanae 75/161
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The second model is the estimated theoretical model for group g. The

historic data had 213 weekly observations starting with the week ending

June 4, 1988 and ending June 27, 1992. The estimated model, with the

standard errors below each estimated parameter in parenthesis, is as

follows;

(56) Qg = 1928.58 - 707.23(Holi) + et.
(776.88) (4698.83)

The statistic for group g's theoretical model was 0.08. R^ = 0.08

indicates that this model explained eight percent of the variation in

group g's weekly item movement. The RMSE value of 585.05 does not appear

to be large compared to the average weekly item movement (1836.87). The

corresponding F-statistic of 1.82 is not statistically significant at the

95 percent level, which leads to the inference that the set of estimated

coefficients is not statistically different from zero.

The insignificance of the price and advertising variables in group

g's theoretical demand model suggests that the linear theoretical model

may be an inappropriate model specification for analyzing peanut butter

group data or that peanut butter cannot be analyzed as a group. Inspection

of other forecasting techniques, Box-Jenkins and transfer function model,

suggested that the linear theoretical model was not the best modeling

specification for analyzing peanut butter as a group.

Figure 12 presents a graphical description of group g's theoretical

backcast. Visual inspection of the actual and backcast series revealed

that the theoretical model is incapable of reproducing the historical data

series. The backcast resembled a straight line over time with slight

positive and negative variations The RMSE and for group g's backcast
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are 585.05 and 0.05, respectively. Decomposition of indicated a lack of

bias in the error series and that the error series was the result of a

random fluctuations. The theoretical model predicted 129 out of 213

directional changes, Table 13.

Table 13. Group g's theoretical backcast evaluation criteria

Criterion Value

MSE 342277.97

RMSE 585.05

U2 0.05

Directional chanae 129/213

The third model is the estimated steak item movement model. The

historic data had 213 weekly observations starting with the week ending on

June 4, 1988 and ending with the last week of June 27, 1992. The estimated

model, with the standard error below each estimated parameter in

parenthesis, is as follows:

(57) Qs = 4862.81 - 384.79(Ps) - 286.62(Pgbf) " 541.60(Fall)
(630.82) (83.27) (113.32) (116.19)

+ 0.18(Lag) + e^

(0.07)

An = 0.34 indicates that this model explained thirty-four percent

of variation in the weekly item movement of steak. The corresponding F—

statistic of 4.96 is statistically significant at the 95 percent level.

The RMSE value of 736.48 does not appear to be large compared to the

average weekly item movement (2423.73).

Each of the variables in the above theoretical model is significant

at the ninety-five percent level. The sign on the own-price is negative as
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expected. The sign on the substitute price of ground beef is negative. A

possible explanation could be that consumers enter a supermarket with a

the intent on purchasing a specified amount of ground beef. If the price

of ground beef is lower than expected, consumers may purchase their

desired eunounts and the remaining money is used to purchase steak.

Figure 13 presents a graphical description of steak's theoretical

backcast. Visual inspection of the actual and backcast series revealed

that the theoretical model was capable of reproducing the historical data

series. The backcast, in general, resembled the historical data series

with the exception of having a lower intercept and base line. The

evaluation criteria results are in Table 14. The RMSE and for steak's

backcast are 736.48 and 0.04, respectively. Decomposition of indicated

a lack of bias in the error series and that the error series was

consistent with a hypothesis of random fluctuations. The theoretical model

predicted 102 out of 213 directional changes.

Table 14. Steak's theoretical backcast evaluation criteria

Criterion Value

MSE 54397.91

RMSE 736.48

0.04

Directional chanae 102/213

2. Box-Jenkins Models

The Box-Jenkins technique was used to identify the model, obtain the

appropriate estimates, and make a forecast for the last 26 weeks of 1992.

Brand b's models were estimated using 161 weekly observations. Group g's

and steak's models were estimated using 213 weekly observations. The best
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model structures for forecasting weekly item movement were based on the

AIC, computed chi squares of lagged autocorrelations, autocorrelation and

partial autocorrelation plots, and significance of the autocorrelation

coefficients. The ACF and PACF values were used to identify possible model

specifications for forecasting brand b's, group g's, and steak's weekly

item movement. Inspection of the autocorrelation and partial

autocorrelation functions was also performed to reveal whether the data

series was stationary. The ACF for each of the three products truncated

quickly which is characteristic of a stationary data series. As a further

test, the data series are differenced, and the ACF and PACF were again

inspected to determine if the data series was stationary. The

autocorrelation functions of the differenced data series revealed no more

stationarity than the autocorrelation function for the undifferenced data

series. Thus, there was not a need to difference the data.

The model used for forecasting brand b's weekly item movement was a

second order autoregressive model with seasonal effects at 6 and 22 weeks.

The coefficient for the historical series was 0.06 which indicated that

the forecast was much better than a nochange forecast. Decomposition of

indicated a lack of bias in the error series and that the error series was

the result of a random fluctuations. The model is expressed as follows:

(58) Qbt= 1110.18 + 0.29434(Qbt_2) + 0.27588 (Qbt-e) -0.14512 (Qbt-22)
(0.065) (0.064) (0.067)

The RMSE for the ARIMA (2,0,0)^22 model was 320.94. The second order

autoregressive parameter estimate was 0.29434 with a t ratio of 4.50. The

six period seasonal autoregressive parameter estimate was 0.27588 and had
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a t ratio of 4.34. The twenty-second period seasonal autoregressive

parameter estimate was -0.14512 and had a t ratio of 2.17. The positive

signs associated with second autoregressive and six period seasonal

parameter estimates implies that high weekly steak item movement in

periods t-2 and t-6 lead to a large item movement in period t. The

negative sign associated with the twenty-second seasonal autoregressive

parameter estimate implies that high weekly item movement in 22 periods

earlier leads to a decrease in the item movement in week t.

The adequacy of the estimated model was checked by inspection of the

chi square values of the residual autocorrelation function. The low chi

square value at lag 6 (0.012 < 0.05) indicated the presence of

autocorrelation between residual^ and residual^-g. Table 15. The model was

respecified to incorporate a sixth order autoregressive term. The results

of the alternative model indicated that overfitting the original model

specification produced an inferior forecast. The inferiority of the

alternative forecast was determined by comparing the evaluation criteria

from the alternative and original forecasting models.

Table 15. Box-Pierce chi-square values for the brand b ARIMA(2,0,0)
model

Chi

Laa Souare Prob

6 8.86 0.012 0.126 0.001 0.089 0.002 0.111 0.005

12 13.41 0.099 0.051 -0.005 0.013 0.114 0.040 -0.027

18 14.79 0.393 0.024 0.008 0.030 0.021 -0.058 -0.000

24 16.27 0.700 -0.001 0.008 0.050 0.008 0.051 0.019

30 17.00 0.909 0.009 -0.010 -0.023 -0.006 0.003 0.044

36 20.36 0.945 0.075 -0.024 -0.029 -0.020 0.064 0.022

42 27.04 0.907 0.010 -0.037 -0.080 0.019 -0.020 -0.120

Chi square values for lags 12, 18, 24, 30, 36, and 42 indicated that there
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was no significant autocorrelation present between the residuals for the

AR(2,0,0)^22 model at the ninety-five percent level of significance.

Figure 14 presents a graphical description of brand b's Box-Jenkins

backcast. Visual inspection of the actual and backcast series revealed

that the Box-Jenkins ARIMA theoretical model was very capable of

reproducing the historical data series. The backcast, in general,

resembled the historical data series except that it was not capable of

predicting the large fluctuations in item movement. The RMSE and for

brand b's backcast were 320.94 and 0.06, respectively. The model predicted

91 out of 161 directional changes. Table 16.

Table 16. Brand b's ARIMA backcast evaluation criteria

Criterion Value

MSB 54397.91

RMSE 736.48

0.04

Directional chance 91/161

The model used for forecasting group g's weekly item movement was a

first order autoregressive first order moving average model with an

autoregressive seasonal effect at t-18, ARIMA(1,0,l)ig. for the

historical series was 0.05, which indicated that the forecast was superior

a nochange forecast. Decomposition of indicated a lack of bias in the

error series and that the error series was the result of a random

fluctuations contained in the data series. The model is expressed as

follows:

(59) Qgt= 0.99972(1) - 0.26638(18)/O.89698(1)
(0.0004) (0.065) (0.03)
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The RMSE for the ARIMA (1,0,1) model was 301.11. The first order

autoregressive parameter estimate was 0.99972 with a t ratio of 30.29. The

18 period seasonal autoregressive parameter estimate was 0.26638 and had

a t ratio of 240.66. The first order moving average parameter estimate was

0.89698 and had a t ratio of 4.13. The positive signs associated with

first order autoregressive parameter estimates imply that high weekly item

movement of group g in week t-1 lead to a high item movement in week t.

The adequacy of the estimated model was checked by inspection of the

chi square values of the residual autocorrelation function. Table 17.

Table 17. Box-Pierce chi-square values for the group g
ARIMA(l,0,l)jg model

Chi

Laa Souare Prob

6 2.01 0.365 0.037 0.013 0.006 0.037 0.069 0.023

12 12.10 0.147 -0.072 -0.039 0.017 -0.169 0.056 -0.037

18 17.06 0.253 0.054 -0.018 -0.107 -0.058 0.032 -0.004

24 18.84 0.533 0.000 -0.052 -0.007 0.030 -0.035 0.042

30 22.63 0.654 -0.013 0.004 -0.062 -0.039 -0.070 0.057

36 31.87 0.473 -0.037 -0.107 -0.072 -0.111 -0.051 -0.006

42 37.85 0.476 -0.019 -0.051 -0.011 -0.060 0.052 0,105

The chi square values for lags 6, 12, 18, 24, 30, 36, and 42, indicated

that there was no significant autocorrelation present between the

residuals for the AR(l,0,l)ig model at the ninety-five percent level of

significance.

Figure 15 presents a graphical description of group g's Box-Jenkins

backcast. Visual inspection of the actual and backcast series revealed

that the Box-Jenkins ARIMA model was very capable of reproducing the

historical data series. The backcast, in general, resembled the historical

data series except that it could was not capable of predicting the large
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fluctuations in item movement. The RMSE and for group g's backcast were

90667.23 and 0.056, respectively. The model predicted 101 out of 213

directional changes. Table 18.

Table 18. Group g's ARIMA backcast evaluation criteria

Criterion Value

MSE 90667.23

RMSE 301.11

0.05

Directional chance 101/213

The model used for forecasting steak's weekly item movement was a

second order autoregressive model, AKIMA(2,0,0) with no seasonal effects.

The mean value of the estimated subperiod was 2423.73. was 0.05, meaning

that the steak Box-Jenkins forecast is superior to the nochange forecast.

Decomposition of indicated a lack of bias in the error series, and the

error series was the result of a random fluctuations contained in the data

series. The model is expressed as follows:

(60) Steakt= 2396.80 + 0.25921(1) + 0.22246(2)
(100.39) (0.0633) (0.0633)

The RMSE for the ARIMA (2,0,0) model was 812.32. The first autoregressive

parameter estimate was 0.025921 with a t ratio of 4.09. The second

autoregressive parameter estimate was 0.22246 and had a t ratio of 3.51.

The positive signs associated with first and second autoregressive

parameter estimates imply that high weekly steak item movement in period

t-1 and t-2 will lead to a large item movement in the next period.

The adequacy of the estimated model was checked by inspection of the

chi square values of the residual autocorrelation function, Table 19.
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Table 19. Box-Pierce chi-square values for the steak ARIMA(2,0,0)
model

Chi

Lao Souare Prob

6 8.74 0.068 -0.032 -0.049 0.112 0.014 0.097 0.099

12 16.75 0.080 -0.093 0.015 -0.023 0.119 -0.076 -0.049

18 22.04 0.142 0.050 -0.010 0.046 -0.025 -0.059 0.107

24 25.73 0.264 0.014 -0.037 0.041 -0.098 -0.009 0.030

30 29.82 0.372 -0.014 0.021 -0.036 -0.060 -0.057 -0.078

36 35.37 0.403 0.050 -0.117 -0.053 0.003 0.025 -0.011

42 38.41 0.542 0.044 -0.009 -0.031 0.012 0.039 -0.076

The chi square values for lags 6, 12, 18, 24, 30, 36, and 42, indicated

that there was no significant autocorrelation present between the

residuals for the AR(2,0,0) model at the 95 percent significance.

Figure 16 presents a graphical description of steak's Box-Jenkins

backcast. Visual inspection of the actual and backcast series revealed

that the Box-Jenkins ARIMA model was very capable of reproducing the

historical data series. The backcast, in general, resembled the historical

data series except that it was not capable of predicting the large

fluctuations in item movement. Table 20 contains the evaluation criteria.

The RMSE and for steak's backcast were 659863.78 and 0.05, respectively.

The model predicted 79 out of 213 directional changes.

Table 20. Steak's TUIIMA backcast evaluation criteria

Criterion Value

MSE 659863.78

RMSE 812.32

0.05

Directional chanae 79/213
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3. Transfer Function Models

The estimated transfer functions forecasts were generated using a

combination of the theoretical and Box-Jenkins modeling technic[ues. Again,

brand b's model was estimated using 161 weekly observations. Group g's and

steak's model was estimated using 213 weekly observations. The transfer

function was estimated using the SAS analysis package. The proc ARIMA

procedure allows the estimation of transfer function models by specifying

the independent variables in the procedure statement. The SAS procedure

estimates the transfer function model according to the nine steps outlined

by Helmer and Johansson (Chapter 2 p.41).

The ARIMA part of the transfer function model used for forecasting

brand b's weekly item movement is a third order autoregressive model,

ARIMA(3,0,0). was 0.05 leading to the inference that the brand b Box-

Jenkins forecast is superior to the nochange forecast. Decomposition of

indicated a lack of bias in the error series and that the error series was

the result of a random fluctuations contained in the data series. The

model is expressed as follows:

(61) Q bt=3327.8 -27868.6 (P|,) + 152.53(POP7) + 243.2(POP,)
(4.46) (6.19) (2.88) ̂ (2.46)

-428.16(SEAi) - 405.62(SEA2) - 255.39(SEA3) - 0.18(3)
(5.81) (6.12) (3.57) (2.08)

The RMSE for the transfer function model was 206.50. The third period

autoregressive parameter estimate was -0.18 with a t ratio of 2.08. The

negative sign associated with third autoregressive parameter estimate

implies a high weekly brand b item movement in period t-3 leads to a

smaller item movement in period t. The own-price variable had a negative

184



sign which was expected. Two cross-advertising POP variables were positive

indicating that as shoppers were attracted to the POP advertising, they

decided on purchasing brand b instead. Each of the three seasons (spring,

summer, and fall) negatively impact brand b's item movement according to

the estimated transfer function.

The adequacy of the estimated model was checked by inspection of the

chi square values of the residual autocorrelation function.

Table 21. Box-Pierce chi-square values for the transfer function
model of brand b's weekly item movement

Chi Autocorrelations

6 3.39 0.640 -0.046 0.005 0.003 -0.109 -0.056 0.027

12 14.06 0.230 -0.037 -0.148 0.049 0.109 0.076 0.107

18 19.41 0.306 -0.004 -0.093 0.064 -0.062 -0.097 -0.019

24 22.63 0.482 -0.101 -0.055 0.015 0.002 0.045 0.006

30 27.96 0.520 0.022 -0.032 0.056 -0.000 0.050 -0.130

36 29.36 0.737 0.025 0.022 -0.040 0.051 -0.025 0.016

Figure 17 presents a graphical description of brand b's transfer

function backcast. Visual inspection of the actual and backcast series

revealed that the transfer function model was very capable of reproducing

the historical data series. The backcast, in general, resembled the

historical data series and was capable of predicting the majority of the

large fluctuations in item movement. Table 22 presents the evaluation

criteria. The RMSE and for brand b's backcast were 42642.25 and 0.05,

respectively. Decomposition of indicated a lack of bias in the error

series and that the error series was the result of a random fluctuations.

The model predicted 79 out of 161 directional changes.
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Table 22. Brand b's transfer function backcast evaluation criteria

Criterion Value

MSE 42642.25

RMSE 206.50

0.05

Directional chanae 79/161

The ARIMA part of the transfer function model used for forecasting

group g's weekly item movement was an 18 order autoregressive model,

ARIMA(18,0,0). was 0.07 leading to the inference that the steak Box-

Jenkins forecast is superior to the nochange forecast. Decomposition of

indicated a lack of bias in the error series and that the error series was

consistent with a hypothesis of random fluctuations in the data series.

The model is expressed as follows:

(62) Qgt=1620.20 -0.27477(18) + 589.03(HOLi) +et.
(4.09) (4.02) (2.06)

The RMSE for the transfer function model was 553.49. The negative sign

associated with the autoregressive parcuneter estimate, t-18, implies a

high group g weekly item movement in period t-18 leads to a smaller item

movement in period t. The own-price variable was not significant at the 95

percent level. The HOLj variable, was positive indicating that item

movement increased on January first.

The adequacy of the estimated model was checked by inspection of the

chi square values of the residual autocorrelation function (Table 23).
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Table 23. Box-Pierce chi-square values for the group g transfer
function forecast of weekly item movement

Chi Autocorrelations

Laa Souare Prob

6 8.38 0.136 0.105 0.070 0.060 0.047 0.101 0.049

12 15.77 0.150 -0.055 0.057 0.021 -0.113 0.098 0.016

18 21.91 0.188 0.101 0.031 -0.082 -0.007 0.077 -0.002

24 23.70 0.420 0.039 0.003 0.026 0.042 0.019 0.049

30 26.00 0.625 0.047 0.046 -0.040 -0.019 -0.033 0.033

36 32.36 0.596 0.003 -0.092 -0.044 -0.085 -0.071 -0.004

42 35.80 0.700 -0.021 -0.029 -0.024 -0.077 0.010 0.062

Figure 18 presents a graphical description of group g's transfer

function backcast. Visual inspection of the actual and backcast series

revealed that the transfer function model was very capable of reproducing

the historical data series. The backcast, in general, resembled the

historical data series but was not capable of predicting the extremely

large fluctuations in item movement. Table 24 presents the evaluation

criteria. The RMSE and for group g's backcast were 306351.18 and 0.07,

respectively. Decomposition of indicated a lack of bias in the error

series and that the error series was consistent with the hypothesis of

random fluctuations. The model predicted 105 out of 213 directional

changes.

Table 24. Group g's transfer function backcast evaluation criteria

Criterion Value

MSE 306351.18

RMSE 553.49

0.07

Directional chanae 105/213
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The ARIMA part of the transfer function model used for forecasting

steak weekly item movement was a first order autoregressive model,

ARIMA(1,0,0). was 0.04 leading to the inference that the steak Box-

Jenkins forecast is superior to the nochange forecast. Decomposition of

indicated lack of bias in the error series and that the error series was

consistent with the hypothesis of random fluctuations contained in the

data series. The model is expressed as follows:

(63) Qst=2625.20 -0.37(1) - 231.65(Pg) + 259.15(SEAi)- 273.95(SEA3)
(5.45) (4.81) (3.57) (2.06) (2.27)

-727.96(H0L5) + 0.546(LAG) + et
(2.12) (8.33 )

The RMSE for the transfer function model was 680.57. The negative sign

associated with the autoregressive parameter estimate, t-1, implies a high

weekly item movement of steak in period t-1 leads to a smaller item

movement in period t. The own-price variable was negative as expected and

significant at the 95 percent level. SEAj and SEA3 had their expected

signs. The decrease in steak item movement in the fall time period could

be attributed to a decrease in the frequency of consumers grilling

outdoors because of the cooler weather. Steak weekly item movement

increases in the spring when consumers start to grill-outdoors as the

weather becomes more pleasant. The HOL5 variable, was negative indicating

that item movement decreased on the Thanksgiving holiday.

The adequacy of the estimated model was checked by inspection of the

chi square values of the residual autocorrelation function.
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Table 25. Box-Pierce chi-square values for the steak transfer
function forecast of weekly item movement

Chi Autocorrelations

Lao Square Prob

6 8.74 0.068 -0.032 -0.049 0.112 0.014 0.097 0.099

12 16.75 0.080 -0.093 0.015 -0.023 0.119 -0.076 -0.049

18 22.04 0.142 0.050 -0.010 0.046 -0.025 -0.059 0.107

24 25.73 0.264 0.014 -0.037 0.041 -0.098 -0.009 0.030

30 29.82 0.372 -0.014 0.021 -0.036 -0.060 -0.057 -0.078

36 35.37 0.403 0.050 -0.117 -0.053 0.003 0.025 -0.011

42 38.41 0.542 0.044 -0.009 -0.031 0.012 0.039 -0.076

Figure 19 provides a graphical description of steak's transfer

function backcast. Visual inspection of the actual and backcast series

revealed that the transfer function model was very capable of reproducing

the historical data series. The backcast, in general, resembled the

historical data series but was not capable of predicting the extremely

large fluctuations in item movement. Table 26 presents the evaluation

criteria. The RMSE and for steak's backcast were 463175.52 and 0.04,

respectively. The model predicted 113 out of 213 directional changes.

Table 26. Steak's transfer function backcast evaluation criteria

Criterion Value

MSE 463175.52

RMSE 680.57

0.04

Directional chanae 113/213

Comparing the RMSE, U^, and directional accuracy evaluation criteria

for each of the three estimated forecasting models using the historic

subperiods revealed that forecasts of peanut butter brand products are

more accurate than forecasts of the peanut butter category (Table 27).
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Table 27. Evaluation criteria sununary for brand b, group g, and

steak historic forecasts

Brand b Theoretical Box-Jenkins Transfer

MSE 49582.83 103002.48 42642.25

RMSE 222.67 320.94 206.50

0.06 0.06 0.05

Directional accuracy 75/161 91/161 102/161

Group g

MSE 342277.97 90667.23 306351.18

RMSE 585.05 301.11 553.49

0.05 0.05 0.07

Directional accuracy 129/213 101/213 105/213

Steak

MSE 542397.91 659863.78 463175.52

RMSE 736.48 812.32 680.57

0.04 0.05 0.04

Directional accuracv 102/213 79/213 113/213

Decomposition of indicated a lack of bias in the error
series and that the error series was the result of a random

fluctuations.

The theoretical model, which was specified using economic theory, for

brand b was clearly superior to the theoretical model specified for group

g. Group g's model was statistically insignificant meaning that the

parameter estimates were not statistically reliable. Again, inspection of

brand b's and group g's weekly item movement suggested that there is more

of a trend or pattern in the brand data relative to the category data.

This would imply that the Box-Jenkins model would more accurately forecast

brand item movement than category item movement. Brand b's transfer

function model was clearly superior to group g's transfer function model,

based on the given evaluation criteria. This may be attributed to

consumer brand loyalty. Thus, if brand loyalty was present for a given

product, these results would imply that supermarket management should

focus on forecasting brand item movement as opposed to category item
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movement based on comparisons of the theoretical, Box-Jenkins, and

Transfer function forecast model evaluation criteria.

Brand b's theoretical forecasting model was clearly superior to

group g's theoretical demand model using the evaluation criteria present

in Table 27. Brand b's estimated model goodness of fit values were

consistently better than those associated with group g's estimated

theoretical model. Brand b's estimated transfer function model was

superior to group g's estimated transfer function model for brand b, but

group g's estimated Box-Jenkins model was superior to brand b's estimated

Box-Jenkins model.

The specified evaluation criteria suggest that brand b's and steak's

estimated transfer function models were superior to the estimated Box-

Jenkins and theoretical models. Group g's estimated Box-Jenkins model is

superior to the estimated theoretical and transfer function models based

on the evaluation criteria.

E. Trial Forecasts

Two week trial forecasts were generated to reflect the normal amount

of time available to supermarket managers for forecasting weekly item

movement. The two week period reflects the cimount of time required to

transmit the weekly store level data to corporate headquarters for

analysis and generating forecasts. The forecast period started with the

week ending on July 4, 1992 and ran through December 27, 1992. Twenty-six

weekly observations were forecast for brand b, group g, and the steak

category.

Each model was re-estimated by sequentially switching weeks from the
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trial to the historic subperioda. For example, after a forecast for the

July 4, 1992, the actual value was included to update the model and

generate the next two period ahead forecast. The sequential addition to

the historic period, from the trial period, is appropriate to lessen the

differences in the subperioda noted previously in tables 3-4, 6-7, and 9-

10. The results of the theoretical. Box-Jenkins, and composite (transfer)

forecasting models are provided in Table 28.

Table 28. Trial forecast evaluation criteria for brand b

Theoretical Box-Jenkins Transfer

MSE 164536.55 103005.44 42640.76

RMSE 405.63 320.94 206.50

0.14 0.06 0.02

Directional accuracv 5/25 13/25 13/25

Decomposition of indicated a lack of bias in the error
series and that the error series was the result of a random

fluctuations.

Comparison of the three forecasting techniques revealed that the

transfer function or composite forecasting technique was clearly superior

to the theoretical and/or Box-Jenkins methods. The information contained

in Tables 29-31 and inspection of the plots of the two week ahead

forecasts over time (Figures 20-22) revealed that the transfer function

forecast clearly outperformed the theoretical and Box-Jenkins forecasting

techniques. The theoretical model, which was built using economic theory

to describe the time series, yielded the poorest forecast. The theoretical

model exhibited the highest MSE, RMSE, and predicted the lowest number
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Table 29. Brand b theoretical trial

forecast and residual series

ACTUAL

TWO WEEK

FORECAST RESIDUAL^

1 957.68 311.70 417295.07

2 522.87 342.44 32557.15

3 500.76 358.41 20264.06

4 734.17 305.32 183918.24

5 594.24 364.00 53010.64

6 956.07 428.26 278583.29

7 1150.43 403.11 558477.47

8 951.01 428.26 273260.77

9 955.08 475.76 229742.77

10 1214.10 475.76 545134.44

11 1126.41 738.49 150481.77

12 955.59 542.82 170375.85

13 879.15 489.74 151642.10

14 597.40 461.79 18388.55

15 655.26 478.56 31224.48

16 1085.69 852.71 54280.52

17 891.56 810.79 6523.73

18 458.79 863.88 164098.64

19 880.47 704.62 30923.36

20 183.77 665.50 232058.30

21 965.96 707.41 66846.14

22 1070.52 659.91 168604.02

23 1142.70 659.91 233084.64

24 629.54 718.59 7930.12

25 851.55 707.41 20775.79

26 808.68 690.64 13931.93
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Table 30. Brand b Box-Jenkins ARIMA

trial forecast and residual series

WEEK ACTUAL

TWO WEEK

FORECAST RESIDUAL^

1 957.68 909.17 2353.47

2 522.87 942.03 175694.27

3 500.76 965.50 215983.73

4 734.17 896.16 26239.24

5 594.24 840.49 60640.84

6 956.07 848.49 11573.99

7 1150.43 829.86 102764.03

8 951.01 886.29 4188.17

9 955.08 966.17 123.01

10 1214.10 982.64 53571.97

11 1126.41 991.97 18073.74

12 955.59 1048.87 8700.99

13 879.15 1072.68 37454.83

14 597.40 1054.05 208531.60

15 655.26 1024.66 136454.37

16 1085.69 945.60 19625.10

17 891.56 904.25 160.92

18 458.79 961.83 253045.52

19 880.47 967.34 7547.16

20 183.77 884.06 490403.14

21 965.96 905.91 3605.47

22 1070.52 789.31 79080.30

23 1142.70 856.32 82011.44

24 629.54 930.74 90724.45

25 851.55 995.59 20748.24

26 808.68 939.25 17049.10
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Table 31. Brand b transfer

function trial forecast and

residual series

ACTUAL

TWO WEEK

FORECAST RESIDUAL

1 957.68 717.81 57536.61

2 522.87 587.59 4188.10

3 500.76 749.64 61940.61

4 734.17 767.60 1117.38

5 594.24 821.12 51474.04

6 956.07 897.33 3450.52

7 1150.43 919.30 53423.39

8 951.01 974.30 542.33

9 955.08 943.76 128.20

10 1214.10 1062.39 23015.20

11 1126.41 1027.93 9698.84

12 955.59 1089.26 17866.33

13 879.15 924.15 2025.43

14 597.40 944.77 120663.76

15 655.26 937.45 79630.07

16 1085.69 968.85 13651.63

17 891.56 991.57 10002.30

18 458.79 822.67 132411.57

19 880.47 756.51 15366.85

20 183.77 661.87 228579.51

21 965.96 874.19 8421.07

22 1070.52 931.95 19201.89

23 1142.70 903.82 57063.46

24 629.54 776.29 21536.88

25 851.55 1000.48 22180.20

26 808.68 847.82 1532.10
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of directional changes. The Box-Jenkins model exhibited the next highest

MSB, RMSE, and U^. Box-Jenkins was able to predict 13 out of 25 directional

changes in brand b's weekly item movement. The transfer function weekly

item movement forecasts generated the lowest MSB, RMSB, and Theil's

coefficients. The transfer function and Box-Jenkins model each predicted

13 out of 25 turning points. Thus, based on the above criteria, the

transfer function generated the superior forecast of brand b's weekly item

movement.

The theoretical model for group g was determined to be statistically

insignificant at the 95 percent level. Thus, it was not used to generate

a forecast of group g's weekly item movement.

Table 32. Trial forecast evaluation criteria for group g

Theoretical Box-Jenkins Transfer

MSB 228072.27 306348.35

RMSB 477.57 553.49

0.03 0.007

Directional accuracv 16/25 17/25

The Box-Jenkins forecast had the smallest MSB and RMSB evaluation

criteria and predicted 16 out of the 25 directional changes in group g's

weekly item movement. The transfer function forecast exhibited slightly

larger MSB and RMSE's, but its was smaller, and it was able to predict

accurately 17 out of the twenty five directional changes in group g's

weekly item movement. Comparison of the forecast against the actual time

series. Tables 33 and 34 and Figures 21 and 22, revealed a similar

conclusion. The transfer function forecasts tended to be flatter than

those for Box-Jenkins for weeks 20 through 24. Thus, using the above
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Table 33. Group g Box-Jenkins ARIMA

trial forecast and residual series

TWO WEEK

WEEK ACTUAL FORECAST RESIDUAL^

1 2424.05 1892.01 283066.56

2 1689.1 1947.97 67013.68

3 1722.91 1976.72 64419.52

4 2164.88 1929.74 55290.82

5 1785.81 1897.8 12541.76

6 1722.23 1915.11 37202.69

7 1084.12 1892.74 653866.30

8 2170.7 1870.09 90366.37

9 1542.18 1793.74 63282.43

10 2124.22 1837.94 81956.24

11 1592.05 1812.4 48554.12

12 2527.49 1847.54 462332.00

13 2174.84 1824.22 122934.38

14 2058.85 1893.15 27456.49

15 2157.57 1913.15 59741.14

16 988.41 1916.7 861722.32

17 2344.41 1928.55 172939.54

18 1737.04 1828.5 8364.93

19 2319.59 1880.07 193177.83

20 670.51 1862.02 1419696.08

21 2192.41 1902.8 83873.95

22 1618.85 1719.65 10160.64

23 1737.9 1829.43 8377.74

24 2421.87 1813.19 370491.34

25 2504.14 1812.14 478864.00

26 1857.67 1875.07 302.76
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evaluation criteria it is inconclusive as to which forecasting technique

provides the most accurate forecast of group g's weekly item movement.

Inspection of the evaluation criteria in Table 11, the actual and

predicted values in Table 36, and the plots of the actual versus predicted

values of steak weekly item movement. Figures 25-27, revealed that the

transfer function forecast is clearly superior to both the theoretical and

Box-Jenkins forecasts. Table 35.

Table 35. Trial Forecast evaluation criteria for steak

Theoretical Box-Jenkins Transfer

MSE 2210624.29 1169265.32 306348.35

RMSE 1468.82 1081.33 680.58

U2 0.14 0.09 0.04

Directional accuracv 9/25 9/25 17/25

The transfer function exhibits the smallest HSE, MSE, and coefficient

of the three forecasting models. The RMSE of the transfer function

forecast was approximately half the value of the theoretical forecast and

approximately 60 percent of the value of the Box—Jenkins forecast. This

indicates that the transfer function predicted values were closer, on

average, to the actual values than the predicted values of the other two

forecasting models. The transfer function was able to predict 17 out of

the twenty five directional in the steak's weekly item movement which was

almost twice as many as the theoretical or Box-Jenkins forecasts. The

transfer function was able to predict high and low item movement levels

more accurately than either the theoretical or Box—Jenkins forecasts.

The goodness of fit evaluation criteria suggest that the each of the
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Table 36. Steak theoretical trial

forecast and residual series

ACTUAL

TWO WEEK

FORECAST RESIDUAL^

1 2706.03 3093.17 149881.25

2 1319.58 3171.27 3428762.54

3 1295.41 3093.80 3234224.09

4 2240.66 3302.25 1126962.69

5 1321.06 3248.64 3715576.23

6 3580.48 3384.86 38269.21

7 3581.90 3568.23 186.63

8 2255.33 3490.16 1524808.53

9 2090.09 3219.49 1275544.74

10 2457.54 3233.61 602285.97

11 4359.99 3696.74 439907.81

12 3251.05 3762.54 261625.83

13 2390.18 3482.88 1194000.84

14 1668.14 2766.35 1206068.93

15 1545.65 2585.52 1081323.96

16 4103.65 2605.52 2244389.65

17 2983.36 3158.57 30699.00

18 1345.72 2916.92 2468684.95

19 3720.11 2797.05 852055.93

20 554.093 3187.60 6935405.52

21 1963.03 2927.20 929618.06

22 724.116 2750.16 4104856.02

23 897.526 2360.76 2141081.27

24 1458.87 -700.65 4663584.74

25 2014.9 2657.34 412719.02

26 2706.03 2670.47 1268.28
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Table 37. Steak Box-Jenkins ARIMA trial forecast

and residual series

WEEK ACTUAL

TWO WEEK

FORECAST RESIDUAL^

1 2706.03 2706.03

o
•

o

2 1319.59 2407.10 1182684.53

3 1295.41 2478.87 1400572.84

4 2240.68 2102.60 19062.77

5 1321.06 2015.66 482467.77

6 3580.50 2288.06 1670370.14

7 3581.90 2076.20 2267132.49

8 2255.34 2677.62 178322.09

9 2090.10 2808.32 515845.71

10 2457.54 2424.16 1114.29

11 4359.99 2299.80 4244415.80

12 3251.05 2396.70 729920.76

13 2390.19 2968.94 334956.19

14 1668.15 2757.44 1186561.42

15 1545.66 2444.14 807269.90

16 4103.66 2185.36 3679859.54

17 2983.37 2108.24 765849.02

18 1345.72 2842.11 2239177.05

19 3720.12 2665.18 1112896.29

20 554.09 2126.17 2471425.78

21 1963.04 2719.48 572207.53

22 724.12 1936.36 1469534.06

23 897.53 2164.90 1606235.59

24 1458.88 1887.29 183536.84

25 2014.91 1866.07 22153.35

26 1741.92 2038.67 88061.16
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Table 38. Steak transfer function trial

forecast and residual series

TWO WEEK

Week ACTUAL FORECAST RESIDUAL^

1 2706.03 2708.27 5.02

2 1319.59 1849.93 281292.34

3 1295.41 1758.59 214535.71

4 2240.67 1888.77 124538.41

5 1321.06 2452.19 1279455.08

6 3580.49 2362.21 1484206.16

7 3581.90 3339.16 58922.71

8 2255.34 3766.50 2283604.55

9 2090.10 2218.43 16468.59

10 2457.54 2499.97 1800.30

11 4359.99 2610.67 3060120.46

12 3251.05 3786.15 286332.01

13 2390.19 3070.70 463093.86

14 1668.15 3103.54 2060631.54

15 1545.66 1648.35 10539.08

16 4103.66 3128.50 950917.52

17 2983.37 2677.13 93782.94

18 1345.72 1852.57 256896.92

19 3720.12 3349.50 137359.18

20 554.09 1126.33 327458.62

21 1963.04 2446.40 233636.89

22 724.12 743.15 362.52

23 897.53 1642.36 554786.63

24 1458.88 135.35 1751731.66

25 2014.91 1945.44 4826.08

26 1741.92 1960.61 47825.32
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aforementioned forecasting techniques was relatively accurate in

forecasting actual item movement while they all performed poorly at

predicting directional change.

F. Conclusions

This chapter has presented an evaluation and comparison of three

forecasting methods. The three foods are: a highly processed brand, the

brand's corresponding category, and a fresh beef steak aggregate. The

results of the research suggest that the transfer function forecasts, for

each of the three foods, were superior to both the theoretical and Box-

Jenkins methods. The superiority of the transfer function was demonstrated

in both the backcast of the historical data series as well as the forecast

of the trial data series. The forecasting techniques, in general, were

better able to predict steak weekly item movement than the brand or group

item movement.
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chapter VI

Siumary, Concluaions, Implications, and Limitations

A. Summary

Scan data have provided a suitable data source for estimating

consumer demand relationships at the retail level. These data capture

actual quantity and price information which can be combined with

additional explanatory varieUales, such as advertising, promotion and

seasonality, to estimate the retail demand function for specific products.

Despite the availability of scan data, relatively little research has

focused on forecasting at the retail level.

The competitive nature of the supermarket industry, both the

encroachment of warehouse food retailers and generic private label

products, have lead to an increased interest in consumer demand analysis

at the retail level. The increased competition from nontraditional retail

outlets has eroded the traditional supermarket's market share. The

nontraditional grocery outlets are perceived to be less expensive than

their traditional grocery outlets. Thus, traditional grocery outlet

managers have become increasingly interested in reducing operating costs.

One method of reducing operating costs is to reduce inventory levels via

implementation of an efficient consumer response (ECR) strategy, a version

of just-in-time delivery. The ECR strategy has the potential to reduce

inventory levels which can directly lower inventory costs. The rise of ECR

has created a need for accurate product demand forecasts at the

supermarket level to maintain adequate inventory levels. The ability to

forecast weekly demand in response to changes in seasonality, holidays,
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and promotional and advertising campaigns is very important to retail

managers for implementation of an ECR strategy.

The objectives of this study are to 1) develop alternative

forecasting methods that are suitable for scan data, 2) estimate and

compare the alternatives with respect to food groups and individual

products in terms of their forecast accuracies using a scan data base, and

3) estimate and compare the alternatives with respect to food groups and

individual products in terms of two week trial forecasts. The fist

objective was met by a review of the literature. More specifically, the

literature review suggested the theoretical, Box-Jenkins, and transfer

function algorithms as well as forecast evaluation criteria. The second

objective was achieved by selecting three types of foods from the

available scan data base to be used for empirical work in evaluating the

three methodologies. One product was a brand of peanut butter, another was

peanut butter brand as a group, and the third was fresh beef steak which

is a highly perishable product. The historical and trial forecast

accuracies were then evaluated and compared, to reach objective three.

The theoretical forecasting model was developed utilizing economic

theory and previous consumer demand research. The model described weekly

product item movement as being a function of own- and cross-prices, own-

and cross-advertising (television, radio, and newspaper), holidays, and

seasonality. The theoretical model or brand b also included point of

purchase and the start of the Knox County, Tennessee, school year.

The second forecasting model specification was developed using the

Box-Jenkins methodology. This technicpie does not incorporate structural

explanatory variables, but rather, identifies and replicates underlying
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patterns in the data series utilizing past item movement and disturbances

in the series.

The third forecasting method combines the structural variables

contained in the theoretical model with the pattern identification and

replication ability of the Box-Jenkins model to produce a composite model

known as a transfer function.

Scan data provide a relatively new and alternative data source that

can be used to obtain new estimates of food demand relationships. They

contains records that are capable of tracking individual products across

time, and if pooled with data from other stores, may posses both time-

series and cross-sectional data characteristics.

This study utilized weekly scan and advertising data (television,

newspaper, radio, and point of purchase) which was supplied by a multi-

regional supermarket chain. The data consisted of weekly UPC-level prices,

item movement, and chain-initiated television, radio, and newspaper

advertising. The data were pooled across five stores that catered to

average to above average income food shoppers.

The data were divided into two subgroups. The first subgroup of data

was used to estimate the alternative forecasting models and generate

product backcasts for technique evaluation and comparison. The second

subgroup of data, the last 26 weeks for each product, was used to generate

a two week trial forecast. Again, the models and their forecasting

abilities were evaluated and compared across alternative methods.

Group g's and steak's data were measured over a 239 week period

starting with the first week of June 1988 and continuing through the last

week of December, 1992. Brand b's was measured over 187 observations
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beginning with the last week of May 1989 and ending with the last week of

December, 1992. The last 26 weeks of data, for each of the three food

products, was set aside for the trial forecasting period.

B. Conclusions

1. Estimation and Comparison of Alternative Techniques

The three alternative forecasting models were estimated using the

historic subgroup data. The alternative forecasting models were evaluated

individually by the evaluation criteria to choose the "best model" to

represent each technique. These model estimates were then used to generate

backcasts of the data series for each of the three food products, brand b,

group g, and steak. The alternative techniques were then evaluated and

compared.

The results of the backcast forecast evaluation and comparison

suggested that the transfer function forecast was superior to the Box-

Jenkins and theoretical forecast in predicting weekly item movement for

brand b and steak. Group g's weekly item movement was best forecast

utilizing the Box-Jenkins methodology.

2. Trial Forecast Evaluation

Each of the alternative forecasting techniques was utilized to

generate two week trial forecasts of weekly item movements for brand b,

group g, and steak. The historic subperiod was sequentially updated to

simulate data becoming available. This approach to trial forecasting has

the advantage of accounting for the differences in dependant variable
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means and standard deviations between the historic and trial periods.

The results of the two week trial forecast evaluation suggested that

the transfer function technique was superior to the theoretical and Box-

Jenkins techniques in accurately forecasting weekly item movement for each

of the three products, a highly process brand, its associated group, and

steak a variable weight perishable product. This study has found that the

transfer function is the best of the three techniques for use in

forecasting weekly retail item movement for both brand and category peanut

butter and the steak category. However, the results also indicate that

each of the forecasting models was relatively accurate in forecasting

actual item movement but performed poorly in predicting directional

change.

C. Implications

The results of this study suggest that the transfer function

forecasting technique is superior to the Box-Jenkins and theoretical

forecasting techniques in predicting retail weekly item movement for

peanut butter and steak food products. The poor results of the econometric

model may suggest that additional research and analysis is needed to

determine other structural variables and or model specifications which are

more effective in explaining weekly item movement for retail food

products.

Another implication is the difference in forecast accuracies

observed between the brand and category level forecasts. This is an

important finding given the increased interest in category management and

popularity of private label products. Given that the brand forecasts were
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superior to the category forecasts, in this study, suggests that there are

different factors involved in forecasting and managing brands and

categories. The interest and implementation of ECR should focus on

forecasting demand relationships at the brand level as opposed to the

category level.

As pointed out in chapter III, different forecasting techniques were

found to generate superior forecasts under different circumstances. Thus,

there is a need for additional research in the area of forecasting demand

at the retail level. For example, store managers will want to know which

technicjue most accurately predicts weekly item movement for individual

variable weight and nongrocery products.

D. Limitations

One limitation of this study was that actual steak quantity was not

available and therefore item movement was used as a proxy. Another

limitation is that the study did not include coupons, which could have a

significant effect at the brand level, or special in-store advertising

and/or promotional activity. The brand level forecasts were superior to

the category level forecasts suggesting that the problem was not too

severe. A third limitation is that only one market and three foods were

used in this study. A fourth limitation is that seasonal price and

advertising were not included. These variables may provide valuable

information for making seasonal marketing decisions. A fifth limitation is

the absence of competing supermarkets price and advertising levels.

Further research should address the aforementioned limitations and should

include more foods and markets. The forecasting methods were limited in
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their functional form. Specifically, the theoretical and transfer function

forecasts were limited to linear relationships. These forecasting models

could be compared and evaluated to the forecasting abilities of nonlinear

model forecasts. A comparison of the linear and nonlinear forecasts (a

modification of the theoretical approach) would provide additional insight

into the feasibility of forecasting algorithms for supermarket food demand

using scan data bases.
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