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#### Abstract

Covering arrays are combinatorial objects used in testing large-scale systems to increase confidence in their correctness. To do so, each interaction of at most a specified number $t$ of factors is represented in at least one test; that is, the covering array has strength $t$ and index 1 . For certain systems, the outcome of running a test may be altered by variability of the interaction effect or by measurement error of the test result. To improve the efficacy of testing, one can ensure that each interaction of $t$ or fewer factors is represented in at least $\lambda$ tests. When $\lambda>1$, this leads to covering arrays of higher index. We explore two algorithmic methods for constructing covering arrays of higher index. One is based on the in-parameter-order algorithm, and the other employs a conditional expectation paradigm. We compare these two by performing experiments on real-world benchmarks and on uniform parameter sets.
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## 1 Introduction

Informally, we are concerned with systems that have $k$ factors $\left\{F_{1}, \ldots F_{k}\right\}$ that may affect correctness, individually or by interactions among the factors. Each factor $F_{i}$ has a fixed, finite number $v_{i}$ of levels (or values or options) that determine the manner in which the factor is set; we always have $v_{i} \geq 2$. When each of the $k$ factors is assigned one of its admissible levels, we obtain a test. Our objective is to choose a set of $N$ tests so that, by running each test and examining the responses, we can gain confidence that the system is operating as required.

A formal model is developed next. Let $N, t, k$, and $\lambda$ be positive integers with $k \geq t \geq 2$ and $\lambda \geq 1$. Let $v_{1}, \ldots, v_{k}$ be positive integers with $v_{i} \geq 2$ for $1 \leq i \leq k$. Let A be an array with $N$ rows, $k$ columns, in which each column contains symbols from a $v_{i}$-ary alphabet $\Sigma_{i}$. (Symbols in the alphabets are arbitrary, and can be driven by the intended application.) For every $t$-tuple ( $c_{1}, \ldots, c_{t}$ ) of distinct column indices and every $t$-tuple $\left(a_{1}, \ldots, a_{t}\right) \in \Sigma_{c_{1}} \times \cdots \times \Sigma_{c_{t}}$, the set $I=\left\{\left(c_{i}, a_{i}\right): 1 \leq i \leq t\right\}$ is an interaction of strength $t$, or a $t$-way interaction. Array A $s$-covers interaction $I$ if there exist (at least) $s$ distinct row indices $r_{1}, \cdots, r_{s}$ such that $A\left(r_{m}, c_{i}\right)=a_{i}$ for all $1 \leq$ $i \leq t$ and $1 \leq m \leq s$. When every $t$-way interaction is $\lambda$-covered, A is a mixed-level covering array of strength $t$ and index $\lambda$, denoted by $\operatorname{MCA}_{\lambda}\left(N ; t,\left(v_{1}, \ldots, v_{k}\right)\right)$. When $v_{1}=\cdots=v_{k}=v, \mathrm{~A}$ is uniform, and is a covering array, denoted $\mathrm{CA}_{\lambda}(N ; t, k, v)$. The most frequently studied situations arise when $\lambda=1$, for which we adopt the simpler notation of $\mathrm{CA}(N ; t, k, v)$. Naturally we are concerned with running as few tests as possible. The covering array number, $\operatorname{CAN}_{\lambda}(t, k, v)$, is the smallest $N$ for which a $\mathrm{CA}_{\lambda}(N ; t, k, v)$ exists.

An example is provided in Table 1, in which $N=14, t=3, k=6, v=2$, and $\lambda=1$. In columns 2,4 , and 5 , we box all 8 interactions that must appear in these columns; because $N>8$, some interactions appear more than once. In each set of 3 columns all 8 interactions are covered at least once, and so we have a $\mathrm{CA}(14 ; 3,6,2)$. This example establishes that $\operatorname{CAN}_{1}(3,6,2) \leq 14$.

Table 1 illustrates the application of covering arrays to testing of large-scale systems; each column corresponds to a factor, and each row represents a configuration of the system that can be used as a test. To evaluate the system, a tester runs each test, resulting in either "Pass" or "Fail" for each. If a fault of size at most $t$ exists within the system, then the covering array will detect that such a fault exists.

Such an outcome does not ensure that we can determine the number of faults, or the set of faulty interactions.

Detecting and locating arrays were introduced in Colbourn and McClary (2008) as a specialization of covering arrays to support the localization of faults; see Colbourn and Syrotiuk (2018) and Martínez et al. (2009/10), and for an application see Aldaco et al. (2015). Although detecting arrays impose further combinatorial requirements, a primary requirement is that the underlying covering array have higher index.

There are further reasons to ask for higher index. For example, executing tests may fail to produce a viable response due to environmental issues. Then if an interaction is covered in a single test, its effect cannot be observed. More seriously, an interaction effect may cause intermittent faults; then the probability of its being detected depends on the number of tests in which it is covered. In order to guard against the loss of test
Table 1 An example test suite (left), and the corresponding covering array (right), provided by NIST


[^1] be set to any value and would not affect whether the array is a covering array)
results and the effects of intermittent interactions, covering arrays of higher index are of interest.

There is a substantial literature on the construction of covering arrays with index 1; see, for example, Colbourn (2011), Kuhn et al. (2013) and Nie and Leung (2011). Current research on arrays of higher index is limited (see, for example, Akhtar et al. (2021)). In order to address needs for additional interaction coverage, naturally one could simply repeat each test $\lambda$ times using a covering array of index 1. In Sect. 2 we show that this naïve strategy often runs far more tests than needed; in the process we determine the extent of potential improvements over simple replication in order to identify parameter sets on which to evaluate construction techniques. In Sect. 3 we develop an IPO-style (one-column-at-a-time) algorithm, and in Sect. 4 we develop a conditional expectation (one-row-at-a-time) algorithm. In Sect. 5 we present computational results from these algorithms applied to a variety of parameter sets, both from real-world applications and from a range of uniform situations. In Sect. 6 we evaluate the results obtained.

## 2 Asymptotic upper bounds on higher-index covering arrays

In order to understand the relationship between the number of tests in covering arrays of index one and those of index $\lambda$, we first examine the asymptotics of the sizes for $M C A_{\lambda} s$.

Very few exact covering array numbers are known; consequently, these are typically bounded by considering the probability that a random array is a covering array with the desired parameters.

We employ the well-known probabilistic method (Alon and Spencer 2004); see also Deng et al. (2004). Let $N, t, k$, and $\lambda$ be positive integers with $t \leq k$, and let $v_{1}, \ldots, v_{k}$ be positive integers, each at least 2 . Let A be an $N \times k$ array in which the entries of column $i$ are chosen independently, and uniformly at random, from a set of $v_{i}$ symbols. What is the probability that a specific $t$-way interaction $I$ on columns $\mathcal{I}_{\mathcal{C}}=\left(c_{1}, \ldots, c_{t}\right)$ is not $\lambda$-covered in A ? The probability that $I$ is covered in a single row is $\phi_{t, I}=\prod_{c \in \mathcal{I}_{\mathcal{C}}} \frac{1}{v_{c}}$, and so the probability that it is not covered in any row is $\left(1-\phi_{t, I}\right)^{N}$. We write $\phi$ and $1-\phi$ when the parameters are clear from the context. The number of rows that do not cover interaction $I$ is equal to $\rho$ with probability $\binom{N}{\rho}(1-\phi)^{\rho} \phi^{N-\rho}$. Define $\psi_{N, t, I, \lambda}$ to be $\sum_{\rho=0}^{\lambda-1}\binom{N}{\rho}(1-\phi)^{\rho} \phi^{N-\rho}$. By the linearity of expectation, the expected number of interactions that are not $\lambda$-covered in A is precisely $\sum_{I} \psi_{N, t, I, \lambda}$. When this expected number is strictly less than 1 , an $\mathrm{MCA}_{\lambda}\left(N ; t,\left(v_{1}, \ldots, v_{k}\right)\right)$ exists.

We outline the proof of an asymptotically optimal bound, referring the reader to Dougherty (2019) for further discussion.

Theorem 1 Let $v_{1}, \ldots, v_{k}, t$ be fixed. For $\lambda \geq 1, k$ sufficiently large, and any $M C A_{\lambda}\left(N ; t,\left(v_{1}, \ldots, v_{k}\right)\right)$ with $N$ minimum, $N$ is $\Theta(\log k+\lambda)$, where the hidden constants are independent of $k, \lambda$ (but may depend on $v_{1}, \ldots, v_{k}, t$ ).
Proof (Sketch) For the lower bound, $\mathrm{CAN}_{1}(t, k, v)$ is $\Omega(\log k)$ Colbourn (2004), and deleting any $\lambda-1$ rows from covering array of index $\lambda$ yields a covering array of
index one. Hence $\operatorname{CAN}_{\lambda}(t, k, v)$ is $\Omega(\log k+\lambda)$. For the upper bound, the expected number of interactions that are not $\lambda$-covered in an $N \times k$ array, with entries chosen uniformly at random, is $\binom{k}{t} v^{t} \psi_{N, t, v, \lambda}$, where $\psi_{N, t, v, \lambda}=\sum_{\rho=0}^{\lambda-1}\binom{N}{\rho}(1-\phi)^{\rho} \phi^{N-\rho}$. We obtain an upper bound on $\psi_{N, t, v, \lambda}$ by applying the Cauchy-Schwarz inequality.

It suffices to obtain an upper bound on $N$ in the following equation:

$$
\binom{k}{t} v^{t}(1-\phi)^{N-\lambda}\left(\frac{e N}{\lambda}\right)^{\lambda}=1
$$

We use the Lambert $W$-function $W(x)$ ( $W$ is the inverse of the function $f(W)=$ $W e^{W}$ ) to obtain:

$$
N \leq \frac{\lambda}{\log (1-\phi)} W\left(\frac{\log (1-\phi)}{e\left(\binom{k}{t} v^{t}(1-\phi)\right)^{1 / \lambda}}\right) .
$$

By Alzahrani and Salem (2018), $N$ is at most $C \log k+D \lambda$ (for constants $C, D$ depending only on $v$ and $t)$, and hence is $O(\log k+\lambda)$. The extension to $\mathrm{MCA}_{\lambda}$ s is routine, by considering covering arrays on $\min \left(v_{1}, \ldots, v_{k}\right)$ and on $\max \left(v_{1}, \ldots, v_{k}\right)$ symbols.

For certain parameters, one could instead exploit concentration inequalities as in Alon and Gutner (2007) to establish that within a $t$-set of columns, the difference between the number of times that one interaction is covered and the number of times that another is covered is 'small' with high probability. Requiring this to hold for all $t$-sets of columns, each with large enough probability, would establish a lower bound on the number of times each interaction is covered for some covering array. We do not pursue this approach here.

In Sect. 4, our conditional expectation algorithm guarantees to meet the asymptotic bound of Theorem 1 . However, the asymptotics of Theorem 1 can be quite misleading when $k \approx t$. Indeed, using an approach from Ray-Chaudhuri and Singhi (1988), one obtains:

Theorem 2 Let $k, v_{1}, \ldots, v_{k}$, $t$ be fixed integers such that $v_{1} \geq \cdots \geq v_{k}$ and $k \geq t$. Then there is a sufficiently large constant $\lambda_{0}$ such that for any $\lambda \geq \lambda_{0}$, there is an $M C A_{\lambda}\left(N ; t,\left(v_{1}, \ldots, v_{k}\right)\right)$ having $N=\lambda \prod_{i=1}^{t} v_{i}$.

In summary, if the number of columns is sufficiently large, relatively few additional rows are needed; and if the number of columns is sufficiently small, relatively many more rows are needed. Scenarios of most interest therefore arise when $k$ is "moderately large." Moreover, by considering Theorem 2 and also the need to run relatively few tests, cases of most interest arise when $\lambda$ is a "small" constant.

## 3 IPOG family

The In-Parameter-Order (IPO) strategy for covering array generation was introduced in Lei and Tai (1998) for pairwise testing and later generalized to arbitrary strengths (Lei
et al. 2007). With this strategy, a covering array is constructed incrementally using horizontal and vertical extension steps; see Algorithm 1. In horizontal extension, a new column is added to the array and its values are assigned greedily to maximize the number of newly covered interactions. If uncovered interactions remain after horizontal extension, the algorithm attempts to cover all missing interactions by performing vertical extension. This process is repeated until a CA with the desired number of columns is constructed. In this paper, we consider three prominent algorithms of the IPO family: IPOG, IPOG- F and IPOG- F2, as detailed in Forbes et al. (2008).

```
Algorithm 1 IPO Algorithm
    Array \(\leftarrow\) cross-product of first \(t\) columns
    for \(i \leftarrow t+1, \ldots, k\) do
        Array \(\leftarrow\) HorizontalExtension(Array, \(i\) )
        if there are uncovered interactions then
            Array \(\leftarrow\) VerticalExtension(Array, \(i\) )
        end if
    end for
```


## Vertical Extension

The vertical extension step is equivalent for all considered IPO variants. Its purpose is to make sure all interactions are covered, if necessary by adding additional rows. First, for each missing interaction, existing rows are examined in an effort to find one to which the interaction can be added. This can be done if all entries in the row and columns of the $t$-selection either match with the corresponding values in the missing interaction or were not assigned previously by the algorithm. Such unassigned values are called don't-care or star-values. If such a row exists, the interaction gets added to it. Otherwise, a new row is added and the interaction is placed in it. Upon completion of vertical extension, a CA with the current number of columns has been constructed.

## Horizontal Extension

The horizontal extension step is used to expand the array until the desired number of columns is reached. Initially an empty column $i$ is added to the CA with $i-1$ columns. IPOG iterates over all rows in order and greedily assigns the values in the new column that maximize the number of newly covered interactions. IPOG- Fextends this by greedily selecting the order in which the rows are treated and the new values are assigned. In IPOG- F2 the selection of values is done heuristically, removing the need to search through uncovered interactions entirely. This can result in smaller run times, but generally produces larger arrays.

### 3.1 Adaptations for higher-index

For the IPO algorithms to support the generation of covering arrays of higher index, multiple adaptations are undertaken. First, the exact numbers of occurrences of interactions must be taken into account. For CAs with $\lambda=1$, the IPO algorithms can represent the current coverage status of an interaction by a single bit, using 1 to indicate an interaction that is already covered and 0 for one that is yet to be covered. The

| $c_{0}$ | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 1 | 1 | 1 |
| 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 1 | 0 | 1 |
| $*$ | 0 | 0 | 1 | 1 |  |
| $*$ | 1 | 1 | 0 | 0 |  |



Fig. 1 State of the $\lambda$-coverage-map after the first four rows have been assigned a value for column $c_{5}$ while constructing a $\mathrm{CA}_{\lambda}(N ; 2,5,2)$
coverage status of all interactions is stored in a data structure called coverage map, in which the state of each interaction is stored in a bit vector. In order to track the coverage information of all possible $t$-tuples for each of the $\binom{k-1}{t-1}$ different $t$-selections of columns that contain the newly added column, $\prod_{i=1}^{t} v_{i}$ bits are reserved in the bit vector, where $v_{i}$ is the cardinality of the alphabet of the $i$-th column of the $t$-selection. States can be updated by packing the values of the interaction into an integer used to index the entry in the bit vector. For a detailed description of the coverage map and the packing function, see Kleine and Simos (2018).

For higher-index arrays this is insufficient, so we track exactly how many times an interaction is covered. Therefore, to support higher indices, the bit vector is replaced by a vector of integers, each entry storing the total number of occurrences of each interaction. The size of the integer can be chosen with as few bits as needed, e.g., to support arrays of index $\leq 255$ a vector of bytes is sufficient. An example of such a coverage map can be found in Figure 1, which showcases the coverage status of all interactions when column $c_{5}$ is appended to a binary CA of strength two by means of horizontal extension. For example, in the 2 -selection consisting of columns $c_{1}$ and $c_{5}$, both the $(0,0)$ tuple, which is packed into the integer 0 , as well as the $(1,1)$ tuple, encoded to 3 , occur two times in the CA in rows 1 and 3 as well as 2 and 4 respectively, while the $(0,1)$ and $(1,0)$ tuple do not currently appear in the CA.

Horizontal extension only requires small adjustments to the calculation of coverage gains. In the IPOG algorithm, the selection of values based on the objective function remains as in the $\lambda=1$ case, including the tie-breaking behavior. However, the objective function is modified to consider how often the interactions are covered. Algorithm 2 describes the modified objective function. If an interaction is already covered $\lambda$ times or more, additional occurrences cannot improve the solution, and
hence it returns a gain of 0 . For all other interactions, the difference between $\lambda$ and the number of occurrences of the interaction is returned. This allows the algorithm to prioritize interactions that need to be covered more frequently.

```
Algorithm 2 Coverage Gain
    procedure CoverageGain(i)
        gain}\leftarrow
        for all interactions in the row i being extended do
            count }\leftarrow\mathrm{ coverage_count(interaction)
            if count <\lambda then
                gain}\leftarrow\mathrm{ gain }+\lambda\mathrm{ - count
            end if
        end for
    end procedure
```

Adapting the horizontal extension steps of the algorithms IPOG- F and IPOG- F2 to support higher index arrays is even simpler. Neither algorithm uses the coverage map for calculating the coverage gain; instead they maintain a separate data structure for counting/estimating the coverage gain for each row and value pair. When $\lambda=1$, the estimates start at $\binom{\ell}{t-1}$ where $\ell$ is the number of assigned columns in each row. This is an upper bound on the number of interactions that could be covered by selecting a value in the new column. Whenever a candidate value is selected for one of the rows, the estimates are updated for all row/value pairs based on the newly-covered interactions as well as the number of columns in which the rows share the same value. While IPOG-F does this exhaustively in order always maintain a precise value for the potential coverage gain of each row/value pair, IPOG-F2 uses a heuristic for this update step and therefore can only provide an estimate. For an in-depth explanation of the two algorithms as well as their differences we refer the interested reader to Forbes et al. (2008). In order to handle $\lambda>1$, it is sufficient to multiply this estimate by $\lambda$. This invalidates the interpretation of the estimate as the number of potentially coverable interactions in that row, however, since each interaction now needs to be covered $\lambda$ times, this approach still tracks which and how many interactions remain to be covered. Moreover, this objective function prioritizes interactions that have been covered fewer times in absolute terms.

Vertical extension requires the most substantial adaptation. First, interactions might still need to be added multiple times, specifically $\lambda$ minus the number of times it already occurs in the array. Therefore, when merging interactions into existing rows, we cannot limit our search to the first compatible row, because we could fall into the trap of merging the interaction into a prior occurrence of itself and not increasing the coverage. Thus, we skip occurrences of interactions that already appear in the array when selecting a compatible row and only consider rows that contain a partial match, where the corresponding entries in the row and $t$-selection of columns match or are star values and at least one of the entries is a star value. Lastly, when adding an interaction to an existing row, care is needed to not mark interactions in the existing row multiple times. This can be achieved by only considering newly added interactions. A schematic of the procedure is given in Algorithm 3.

```
Algorithm 3 Vertical Extension Algorithm for IPOG Methods
    procedure VerticalExtension(Array, \(i\) )
        for all uncovered interactions tuple do
            count \(\leftarrow\) coverage_count(tuple)
            while count \(<\lambda\) do
                if \(\exists\) row such that its entries partially match tuple then
                add tuple to Array \([r o w]\)
                increase coverage count of new interactions in row by one
                    else
                        add new row to Array containing only don't-care values
                    add tuple to new row
            end if
            count \(\leftarrow\) count +1
        end while
        end for
    end procedure
```


## 4 Conditional expectation

One-row-at-a-time methods for constructing covering arrays were pioneered in the AETG approach (Cohen et al. 1997). Using conditional expectations, Bryce and Colbourn (2007, 2009) established that such methods underlie polynomial time algorithms to produce covering arrays meeting the asymptotic bounds. Such conditional expectation methods, also called density algorithms, have been extended to employ compact representations of uniform covering arrays (Colbourn 2014; Colbourn et al. 2017) in order to improve both the asymptotic guarantee on the size and accelerate the computations. They have also been explored for mixed levels and variable strength (Moura et al. 2019), but our extension to higher index appears to be new.

The covering array is generated one-row-at-a-time, and the algorithm by Bryce and Colbourn is both deterministic and efficient. Let $\mathcal{F}=\left\{F_{1}, \ldots, F_{k}\right\}$ be a set of $k$ factors, and $\mathcal{I}$ be the set of all $t$-way interactions with values from the factors in $\mathcal{F}$. Generate a row $R$ of indeterminates, and consider each factor $F_{c}$ and each $t$-way interaction $T \in \mathcal{I}$, both in any arbitrary order. Iterate through all levels $\ell_{1}, \ldots, \ell_{v_{c}}$ that can be set for factor $F_{c}$. For each assignable level $\ell_{i}$, calculate the probability that $T$ would be covered in this row $R$ if we fix $F_{c}$ to $\ell_{i}$. If among the columns that are determined of $R$ it is the case that $T$ 's values disagree with them, this probability is 0 . Otherwise, let $f$ be the number of columns of $T$ not fixed to an entry; if we set a level to $F_{c}$ in $R$ (which is not fixed at this point), the probability that $T$ is covered in $R$ is $1 / v^{f-1}$, if all other entries are independently randomly chosen. Finally, fix the level $\ell_{\max }$ that maximizes the number of interactions covered for the first time in $R$ if $\ell_{\max }$ is the entry in factor $F_{c}$ of $R$. When $R$ has all of its entries determined, update $\mathcal{I}$ by removing all interactions covered in $R$ for the first time. The density of $R$ at each step is the expected number of $t$-way interactions that are covered for the first time in $R$.

When $\lambda \geq 2$, the existing method is insufficient because coverage of an interaction in a row does not imply that this interaction has been covered $\lambda$ times. Indeed, the probability of being $\lambda$-covered depends on how many times it has been covered in
earlier rows. Although here we also employ the idea of conditional expectation, we must correctly determine these probabilities. We first determine an upper bound for the number of rows $N$; for example, we could employ the elementary upper bound $\lambda\binom{k}{t} v^{t}$, or compute the smallest value consistent with the analysis of Theorem 1. We adopt the second approach mainly for efficiency.

### 4.1 Conditional expectation for higher index

We focus on several changes to the methods for $\lambda=1$. We generate an array one-row-at-a-time; suppose the currently formed array is $A$, and the factors are $\mathcal{F}=$ $\left\{F_{1}, \ldots, F_{k}\right\}$. At each point in the construction, let $M$ denote the number of rows already constructed, and let $\mathcal{T}$ be the set of interactions that are not (yet) $\lambda$-covered. We generate a row $R$ of indeterminates. Then we examine each factor $F_{c}$ in arbitrary order, and iterate through its levels one at a time in any order. However, instead of measuring the expected number of interactions covered for the first time, we require a finer measure of progress. Provided that A is not already a covering array of index $\lambda$, let $T \in \mathcal{T}$ be any interaction not $\lambda$-covered. Determine the probability that $T$ would be covered in $R$ one more time if we fix $F_{c}$ to $\ell_{i}$ in $R$. If $T$ was covered $\mu$ times prior to row $R$, we now have the probability that it is covered $\mu+1$ times after row $R$, and the complementary probability that it is covered $\mu$ times. Use these to calculate the probability that $T$ is (at least) $\lambda$-covered when the remaining $N-M-1$ rows are selected uniformly at random. This is the probability that $T$ is $\lambda$-covered if the termination of the algorithm occurs once $N$ rows are constructed.

Summing such probabilities for all interactions in $\mathcal{T}$ produces the expected number of uncovered interactions assuming all $N$ rows are to be completed. Therefore we choose a level for factor $F_{c}$ in row $R$ that minimizes this expectation. Having chosen a level, we increase the coverage count for each interaction in $\mathcal{T}$ that is covered in $R$. We also recalculate $N$ to again be the smallest value such that the total expectation is strictly less than 1 ; in this way, we may reduce the target number of rows but never increase it. A more formal description is presented in Algorithm 4.

Lemma 1 Each row generated by MAKENEXTROW in Algorithm 4 covers at least one interaction that is $i$-covered for some $i<\lambda$.

Proof Rows are only generated when at least one uncovered interaction remains. Suppose to the contrary that a row $R$ is generated that does not cover any interaction in $\mathcal{T}$. Let A be the array before the addition of $R$, and let $\mathrm{A}^{\prime}$ be the result of appending $R$ to A , so that $\mathrm{A}^{\prime}$ has one more row than A does. All values in $R$ are chosen so that they do not increase the expectation of the number of uncovered interactions at the end of the algorithm. If $R$ fails to cover an $i$-covered interaction for some $0 \leq i<\lambda$, this expectation must increase, a contradiction.

Even though Lemma 1 guarantees that at least one uncovered interaction is covered in each row generated, this may not ensure that the number of rows created does not exceed the $N$ bound calculated at the start. We address this next.

Lemma 2 The CONDITIONALEXPECTATION algorithm, presented as Algorithm 4, generates an $M C A_{\lambda}\left(N ; t,\left(v_{1}, \ldots, v_{k}\right)\right)$ where $N$ is asymptotically optimal (i.e., it asymptotically meets the bound from Theorem 1).

```
Algorithm 4 Conditional Expectation (CE) Algorithm to Produce CAs of
higher index.
    Factor levels \(L_{1}, \ldots, L_{k}\), with \(\left|L_{i}\right|=\ell_{i} ;\) Factors \(\mathcal{F}=\left(L_{1}, \ldots, L_{k}\right)\)
    Interaction \(T=\left\{\left(\gamma_{i}, \nu_{i}\right): 1 \leq i \leq t\right\}, \lambda(T)\) is \#times left to cover
    function UnCoverProb \(\left(\right.\) row, \(\left.N, T=\left\{\left(\gamma_{i}, \nu_{i}\right): 1 \leq i \leq t\right\}\right)\)
    \(c r \leftarrow 1 ; p \leftarrow\left(\prod_{c=1}^{t} \frac{1}{\ell_{\gamma_{c}}}\right)\)
    for \(c\) from 1 to \(t\) do
        \(c r \leftarrow c r \times \begin{cases}\frac{1}{\ell_{\gamma_{c}}} & \text { if } \operatorname{row}\left[\gamma_{c}\right]=\star \\ 1 & \text { if } \operatorname{row}\left[\gamma_{c}\right]=\nu_{c} \\ 0 & \text { if row }\left[\gamma_{c}\right] \notin\left\{\nu_{c}, \star\right\}\end{cases}\)
    end for
    return \(\sum_{i=0}^{\lambda(T)-2}\left(\binom{N-1}{i} p^{i}(1-p)^{N-1-i}\right)+(1-c r)\binom{N-1}{\lambda(T)-1} p^{\lambda(T)-1}(1-\)
    \(p)^{N-\lambda(T)}\)
    end function
    function MakeNextRow \((\mathcal{T})\)
        Initialize row to be a vector of \(k\) entries equal to \(\star\)
        \(N \leftarrow \min \left(M: \sum_{T \in \mathcal{T}} \mathrm{UnCoverProb}(\right.\) row \(\left., M, T)<1\right)\)
        for \(c \in\{1, \ldots, k\}\) do
            for \(s \in L_{c}\) do
                Form row from row by setting column \(c\) to \(s\)
                \(u c_{s} \leftarrow \sum_{T \in \mathcal{T}} \operatorname{UnCoverProb}\left(\right.\) row \(\left._{s}, N, T\right)\)
        end for
        row \([c] \leftarrow \sigma\) for some \(\sigma\) such that \(u c_{\sigma}=\min \left(u c_{s}: s \in L_{c}\right)\)
    end for
    return row
end function
procedure ConditionalExpectation \((t, \mathcal{F}, \lambda)\)
    \(\mathcal{T} \leftarrow\) all \(t\)-way interactions on \(\mathcal{F}\), each having \(\lambda(T)=\lambda\)
    while \(\mathcal{T} \neq \emptyset\) do
        row \(\leftarrow \operatorname{MakeNextRow}(\mathcal{T})\)
        Output row
        for each interaction \(T \in \mathcal{T}\) that appears in row do
            \(\lambda(T) \leftarrow \lambda(T)-1\)
                if \(\lambda(T)=0\) then
                    Remove \(T\) from \(\mathcal{T}\)
                end if
        end for
    end while
end procedure
```

Proof This follows from two crucial observations. First, the selection of a value for a factor in row $R$ cannot decrease the expectation for the current target value of $N$. Secondly, treating the expected number of uncovered interactions as a function of $N$, as $N$ increases, the expected number may decrease or remain unchanged. Hence, because selections of levels never increase the expected number, the target number of rows is never increased.

Theorem 3 Let $t, v_{1}, \ldots, v_{k}, \lambda$ be fixed integers. Then Algorithm 4 generates an $M C A_{\lambda}\left(N ; t,\left(v_{1}, \ldots, v_{k}\right)\right)$ in time polynomial in $k$.

Proof Conditionalexpectation invokes MakenextRow once per row constructed, which by Theorem 2 is $O(\log k+\lambda)$ times. In addition, it maintains the coverage status of each interaction, of which there are polynomially many because $t, v_{1}, \ldots, v_{k}$, and $\lambda$ are fixed.

MAKENEXTROW calls UnCOVERPROB for each member of $\mathcal{T}$, again a polynomial number. In addition, it calculates (and recalculates) the target number $N$ of rows. This can be efficiently handled by a binary search for the smallest value of $N$. UnCOVERProb can be computed in $O(\log N)$ time because $\lambda$ is fixed.

Hence an $\operatorname{MCA}_{\lambda}\left(N ; t,\left(v_{1}, \ldots, v_{k}\right)\right)$ is produced in time polynomial in $k$.

## 5 Computational results

For the experiments using the In-Parameter-Order strategy, the algorithms FIPOG, FIPOG-F and FIPOG-F2 were used, which implement the algorithmic and implementation-level enhancements proposed in Kleine and Simos (2018). All three algorithms are available as part of the tool (Wagner et al. 2020).

For all algorithms, we generated uniform covering arrays of higher index whenever $2 \leq t \leq 4,2 \leq v \leq 5, k \in\{10,15,20,50,100\}$ and $1 \leq \lambda \leq 4$. These parameters have been chosen to demonstrate the logarithmic growth of covering array sizes, and to show that the relative difference in the number of additional rows for higher $\lambda$ decreases as $k$ increases. Additionally, they illustrate differences between the implemented algorithms, because each has its own advantages and disadvantages.

In the presentation of results, we abbreviate FIPOG, FIPOG-F and FIPOG-F2 to G, F, and F2, respectively; CE denotes the density/conditional expectation method. Covering array sizes are reported in Table 2 for $t \in\{2,3\}$, and in Table 3 for $t=4$.

We also generate mixed-level covering arrays of higher index for certain parameter sets arising from real-world scenarios; the notation $v_{i}^{j}$ indicates that there are $j$ columns with $v_{i}$ symbols.

- mobile: $10^{8} 9^{1} 8^{4} 7^{5} 6^{10} 5^{4} 4^{6} 3^{9} 2^{28}$
- wireless: $5^{9} 4^{5} 3^{7} 2^{3}$
- flex: $5^{2} 3^{4} 2^{23}$
- make: $6^{1} 5^{1} 4^{2} 3^{4} 2^{14}$
- grep: $21^{1} 13^{1} 10^{1} 7^{1} 5^{1} 4^{1} 3^{3} 2^{1} 1^{4}$
- sed: $10^{1} 8^{2} 6^{1} 5^{3} 4^{3} 3^{1} 2^{7} 1^{1}$
- gzip: $34^{1} 6^{1} 5^{1} 4^{2} 3^{8} 2^{8} 1^{4}$


Fig. 2 Runtimes in seconds of the IPO algorithms are depicted for different values of $k$ on a logarithmic scale

- nanoxml: $6^{1} 4^{1} 3^{6} 2^{11} 1^{2}$

The resulting (mixed-level) array sizes are reported in Table 4; we again report their sizes for $1 \leq \lambda \leq 4$ and $t \in\{2,3,4,5\}$ (Fig. 2).

The experiments for the IPO family of algorithms were performed on a machine with an Intel Core i7-4770 CPU clocked at 3.40 GHz with 64 GB of RAM; for the conditional expectation algorithm, they were performed on a machine with an Intel Core i9 CPU clocked at 3.6 GHz with 16 GB of RAM. While the infrastructures used to evaluate the algorithms differ slightly, the run time results should still provide a good estimation on the performance and scalability of the different algorithms. The $\lambda$-coverage was verified using the CAMETRICS combinatorial coverage measurement tool (Leithner et al. 2018).
Table 2 Results for uniform CAs of strength $t=2$ and $t=3$

|  | $\lambda=1$ |  |  |  | $\lambda=2$ |  |  |  | $\lambda=3$ |  |  |  | $\lambda=4$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\overline{\mathrm{G}}$ | F | F2 | CE | $\overline{\mathrm{G}}$ | F | F2 | CE | $\overline{\mathrm{G}}$ | F | F2 | CE | $\overline{\mathrm{G}}$ | F | F2 | CE |
| $t=2$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $2^{10}$ | 10 | 10 | 10 | 8 | 14 | 14 | 15 | 12 | 20 | 18 | 17 | 17 | 24 | 24 | 24 | 20 |
| $2^{15}$ | 10 | 10 | 12 | 9 | 14 | 14 | 19 | 12 | 20 | 20 | 21 | 19 | 24 | 24 | 28 | 22 |
| $2^{20}$ | 12 | 12 | 13 | 10 | 16 | 16 | 20 | 14 | 24 | 20 | 23 | 20 | 28 | 28 | 32 | 24 |
| $2^{50}$ | 14 | 14 | 17 | 13 | 20 | 20 | 26 | 16 | 28 | 26 | 34 | 24 | 32 | 28 | 42 | 29 |
| $2^{100}$ | 16 | 16 | 21 | 15 | 24 | 22 | 29 | 20 | 32 | 28 | 40 | 27 | 36 | 32 | 49 | 30 |
| $3^{10}$ | 15 | 18 | 19 | 16 | 24 | 30 | 26 | 26 | 27 | 27 | 37 | 35 | 42 | 44 | 44 | 44 |
| $3^{15}$ | 21 | 18 | 23 | 20 | 33 | 33 | 34 | 31 | 45 | 45 | 46 | 40 | 51 | 46 | 52 | 49 |
| $3{ }^{20}$ | 23 | 21 | 28 | 21 | 39 | 33 | 43 | 33 | 48 | 45 | 52 | 43 | 53 | 50 | 62 | 53 |
| $3^{50}$ | 28 | 26 | 39 | 28 | 44 | 41 | 61 | 40 | 56 | 49 | 78 | 51 | 69 | 61 | 95 | 62 |
| $3^{100}$ | 33 | 30 | 47 | 30 | 51 | 43 | 69 | 44 | 62 | 56 | 95 | 58 | 79 | 68 | 115 | 70 |
| $4^{10}$ | 40 | 32 | 33 | 30 | 49 | 49 | 51 | 47 | 64 | 60 | 64 | 62 | 82 | 80 | 64 | 80 |
| $4^{15}$ | 40 | 36 | 42 | 34 | 57 | 52 | 64 | 53 | 71 | 72 | 79 | 70 | 85 | 82 | 64 | 88 |
| $4{ }^{20}$ | 40 | 37 | 49 | 37 | 60 | 55 | 73 | 58 | 77 | 76 | 91 | 83 | 95 | 88 | 112 | 96 |
| $4^{50}$ | 50 | 46 | 72 | 42 | 74 | 69 | 107 | 61 | 97 | 86 | 142 | 87 | 124 | 107 | 165 | 98 |
| $4^{100}$ | 56 | 53 | 84 | 52 | 82 | 77 | 131 | 68 | 108 | 98 | 173 | 92 | 136 | 118 | 209 | 117 |
| $5^{10}$ | 45 | 45 | 48 | 45 | 80 | 73 | 72 | 72 | 105 | 97 | 98 | 97 | 120 | 123 | 123 | 124 |
| $5^{15}$ | 48 | 49 | 61 | 52 | 87 | 77 | 90 | 83 | 112 | 102 | 117 | 109 | 120 | 127 | 141 | 135 |
| $5^{20}$ | 51 | 53 | 74 | 58 | 93 | 86 | 110 | 92 | 114 | 110 | 139 | 119 | 120 | 136 | 166 | 147 |
| $5^{50}$ | 68 | 70 | 110 | 75 | 113 | 105 | 161 | 114 | 159 | 136 | 209 | 143 | 195 | 163 | 254 | 175 |
| $5^{100}$ | 81 | 83 | 133 | 90 | 127 | 118 | 197 | 127 | 173 | 152 | 262 | 160 | 211 | 184 | 321 | 195 |

Table 2 continued

|  | $\lambda=1$ |  |  |  | $\lambda=2$ |  |  |  | $\lambda=3$ |  |  |  | $\lambda=4$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\overline{\mathrm{G}}$ | F | F2 | CE | $\overline{\mathrm{G}}$ | F | F2 | CE | $\overline{\mathrm{G}}$ | F | F2 | CE | $\overline{\text { G }}$ | F | F2 | CE |
| $t=3$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $2^{10}$ | 20 | 20 | 22 | 16 | 24 | 24 | 28 | 24 | 30 | 40 | 39 | 30 | 32 | 32 | 48 | 32 |
| $2^{15}$ | 24 | 22 | 29 | 23 | 37 | 32 | 45 | 30 | 40 | 41 | 62 | 36 | 48 | 48 | 57 | 42 |
| $2^{20}$ | 28 | 28 | 35 | 26 | 41 | 36 | 51 | 35 | 48 | 43 | 70 | 44 | 68 | 56 | 85 | 51 |
| $2^{50}$ | 44 | 40 | 49 | 41 | 53 | 48 | 72 | 54 | 65 | 56 | 93 | 64 | 105 | 70 | 117 | 71 |
| $2^{100}$ | 52 | 50 | 61 | 49 | 63 | 57 | 86 | 61 | 77 | 68 | 110 | 74 | 108 | 80 | 138 | 85 |
| $3^{10}$ | 68 | 65 | 76 | 64 | 109 | 96 | 117 | 99 | 171 | 126 | 152 | 129 | 162 | 150 | 181 | 157 |
| $3^{15}$ | 80 | 80 | 99 | 79 | 126 | 114 | 161 | 116 | 171 | 148 | 222 | 150 | 188 | 174 | 266 | 182 |
| $3^{20}$ | 91 | 89 | 117 | 92 | 134 | 125 | 181 | 134 | 192 | 160 | 249 | 168 | 205 | 191 | 312 | 203 |
| $3^{50}$ | 132 | 126 | 169 | 134 | 181 | 169 | 249 | 177 | 227 | 204 | 330 | 215 | 268 | 242 | 409 | 252 |
| $3^{100}$ | 165 | 158 | 209 | 168 | 217 | 205 | 295 | 216 | 270 | 243 | 386 | 257 | 304 | 280 | 475 | 296 |
| $4^{10}$ | 159 | 149 | 172 | 160 | 235 | 229 | 290 | 242 | 314 | 299 | 354 | 317 | 385 | 367 | 256 | 393 |
| $4^{15}$ | 198 | 189 | 233 | 198 | 287 | 272 | 387 | 288 | 366 | 352 | 537 | 375 | 450 | 425 | 623 | 457 |
| $4{ }^{20}$ | 228 | 217 | 275 | 228 | 321 | 307 | 440 | 326 | 408 | 389 | 605 | 415 | 489 | 464 | 767 | 493 |
| $4^{50}$ | 320 | 303 | 397 | 319 | 428 | 410 | 587 | 433 | 523 | 506 | 805 | 524 | 612 | 595 | 1024 | 616 |
| $4^{100}$ | 400 | 379 | 499 | 399 | 516 | 493 | 700 | 520 | 619 | 594 | 937 | 624 | 711 | 689 | 1179 | 718 |
| $5{ }^{10}$ | 305 | 316 | 367 | 322 | 521 | 440 | 587 | 489 | 649 | 584 | 759 | 638 | 699 | 719 | 909 | 775 |
| $5^{15}$ | 355 | 369 | 472 | 395 | 587 | 536 | 771 | 576 | 755 | 688 | 1063 | 738 | 977 | 834 | 1355 | 894 |
| $5^{20}$ | 393 | 419 | 558 | 450 | 631 | 605 | 876 | 646 | 826 | 768 | 1199 | 818 | 1045 | 911 | 1531 | 974 |
| $5^{50}$ | 590 | 603 | 802 | 633 | 819 | 812 | 1187 | 855 | 1067 | 1001 | 1601 | 1048 | 1307 | 1174 | 2056 | 1232 |
| $5^{100}$ | 762 | 744 | 988 | 783 | 998 | 975 | 1395 | 1027 | 1212 | 1179 | 1856 | 1233 | 1429 | 1367 | 2361 | 1427 |


Table 4 Results of generated arrays for testing real world applications

|  |  | $\lambda=1$ |  |  |  | $\lambda=2$ |  |  |  | $\lambda=3$ |  |  |  | $\lambda=4$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t$ |  | G | F | F2 | CE | G | F | F2 | CE | G | F | F2 | CE | G | F | F2 | CE |
| mobile | 2 | 157 | 151 | 203 | 170 | 255 | 243 | 314 | 275 | 357 | 351 | 406 | 377 | 448 | 446 | 497 | 481 |
|  | 3 | 2236 | 2085 | 2792 | 2389 | 3356 | 3144 | 4753 | 3530 | 4352 | 4142 | 6287 | 4609 | 5382 | 5162 | 8130 | 5703 |
|  | 4 | 27,538 | 25,747 | 34,303 | - | 39,263 | 36,872 | 52,905 | - | 49,946 | 47,066 | 75,069 | - | 60,191 | 57,052 | 95,115 | - |
|  | 5 | 304,887 | - | - | - | 421,857 | - | - | - | 528,744 | - | - | - | 629,708 | - | - | - |
| wireless | 2 | 45 | 45 | 54 | 48 | 80 | 72 | 83 | 72 | 105 | 96 | 106 | 101 | 120 | 123 | 128 | 127 |
|  | 3 | 315 | 309 | 378 | 315 | 524 | 421 | 611 | 468 | 646 | 557 | 826 | 618 | 684 | 686 | 1039 | 750 |
|  | 4 | 1841 | 1764 | 2153 | 1882 | 2739 | 2462 | 3378 | 2780 | 3388 | 3162 | 4811 | 3351 | 3825 | 3885 | 6026 | 4109 |
|  | 5 | 11,064 | 10,116 | 11,612 | 10,467 | 15,906 | 14,579 | 18,033 | 14,876 | 19,403 | 17,713 | 25,640 | 17,923 | 21,768 | 20,014 | 32,468 | 20128 |
| flex | 2 | 26 | 25 | 26 | 25 | 50 | 50 | 50 | 50 | 75 | 75 | 75 | 75 | 100 | 100 | 100 | 100 |
|  | 3 | 91 | 100 | 102 | 101 | 153 | 151 | 187 | 166 | 225 | 225 | 274 | 230 | 300 | 300 | 362 | 300 |
|  | 4 | 347 | 341 | 439 | 409 | 521 | 502 | 704 | 633 | 681 | 675 | 1085 | 803 | 900 | 900 | 1389 | 987 |
|  | 5 | 1164 | 1121 | 1362 | 1338 | 1679 | 1598 | 2357 | 2056 | 2128 | 2071 | 3594 | 2552 | 2711 | 2702 | 4869 | 2986 |
| make | 2 | 30 | 30 | 33 | 31 | 60 | 60 | 60 | 61 | 90 | 90 | 90 | 90 | 120 | 120 | 122 | 120 |
|  | 3 | 138 | 142 | 140 | 147 | 244 | 240 | 255 | 245 | 360 | 360 | 411 | 360 | 480 | 480 | 533 | 480 |
|  | 4 | 607 | 588 | 619 | 692 | 997 | 967 | 1186 | 1017 | 1446 | 1440 | 1794 | 1441 | 1920 | 1920 | 2280 | 1920 |
|  | 5 | 2208 | 2170 | 2293 | 2480 | 3356 | 3154 | 4350 | 3562 | 4515 | 4372 | 6207 | 4584 | 5848 | 5763 | 8556 | 5901 |
| grep | 2 | 273 | 273 | 273 | 273 | 546 | 546 | 546 | 546 | 819 | 819 | 819 | 819 | 1092 | 1092 | 1092 | 1092 |

Table 4 continued

|  | $\lambda=1$ |  |  |  |  | $\lambda=2$ |  |  |  | $\lambda=3$ |  |  |  | $\lambda=4$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t$ |  | G | F | F2 | CE | G | F | F2 | CE | G | F | F2 | CE | G | F | F2 | CE |
| sed | 3 | 2732 | 2730 | 2730 | 2730 | 5460 | 5460 | 5460 | 5460 | 8190 | 8190 | 8190 | 8190 | 10,920 | 10,920 | 10,920 | 10,920 |
|  | 4 | 191,75 | 19,110 | 19,144 | 19,115 | 38,220 | 38,220 | 38,297 | 38,220 | 57,330 | 57,330 | 57,425 | 57,330 | 76,440 | 76,440 | 76,440 | 76440 |
|  | 5 | 97,024 | 95,680 | 99,010 | 97,249 | 191,100 | 191,100 | 197,161 | 192,315 | 286,650 | 286,650 | 293,320 | 287,302 | 382,200 | 382,200 | 387683 | 382200 |
|  | 2 | 81 | 80 | 81 | 85 | 160 | 160 | 160 | 162 | 240 | 240 | 241 | 240 | 320 | 320 | 323 | 320 |
| gzip | 3 | 679 | 642 | 677 | 647 | 1284 | 1280 | 1317 | 1280 | 1920 | 1920 | 1957 | 1920 | 2560 | 2560 | 2586 | 2560 |
|  | 4 | 4546 | 4289 | 4692 | 4694 | 7885 | 7684 | 9189 | 7745 | 11,530 | 11,520 | 13,418 | 11,535 | 15,360 | 15,360 | 17,736 | 15,365 |
|  | 5 | 25,846 | 25,716 | 28,985 | 26,993 | 42,485 | 39,739 | 50,448 | 43,586 | 58,839 | 57,619 | 81,536 | 59,014 | 76,860 | 76,800 | 112,054 | 76800 |
|  | 2 | 204 | 204 | 204 | 207 | 408 | 408 | 408 | 409 | 612 | 612 | 612 | 617 | 816 | 816 | 816 | 822 |
| nanoxml | 3 | 1038 | 1085 | 1331 | 1187 | 2041 | 2040 | 2263 | 2103 | 3060 | 3060 | 3527 | 3187 | 4080 | 4080 | 4977 | 4103 |
|  | 4 | 5138 | 5251 | 6698 | 5825 | 8538 | 8231 | 12,124 | 9628 | 12,263 | 12,240 | 18,731 | 12,462 | 16,320 | 16,320 | 25,122 | 16,320 |
|  | 5 | 23,690 | 22,876 | 29,524 | - | 36,592 | 34,708 | 52,812 | - | 50,004 | 49,049 | 77,445 | - | 65,360 | 65,280 | 107,927 | - |
|  | 2 | 25 | 24 | 25 | 24 | 48 | 48 | 52 | 48 | 72 | 72 | 74 | 72 | 96 | 96 | 97 | 96 |
|  | 3 | 102 | 107 | 115 | 115 | 161 | 153 | 211 | 177 | 222 | 222 | 327 | 233 | 288 | 288 | 448 | 297 |
|  | 4 | 387 | 379 | 448 | 429 | 603 | 569 | 784 | 659 | 776 | 780 | 1198 | 849 | 1028 | 1009 | 1660 | 1033 |
|  | 5 | 1320 | 1255 | 1383 | 1432 | 2120 | 1884 | 2535 | 2178 | 2563 | 2417 | 3785 | 2782 | 3338 | 3141 | 5248 | 3319 |

## 6 Discussion and conclusion

In all instances, when $k>t$, all algorithms were able to create higher-index arrays whose size is smaller than the size of a $\mathrm{CA}_{1}(N ; t, k, v)$, found via the same methods, times the index $\lambda$.

This behavior is apparent in both the uniform and mixed-level experiments. This is not surprising, because in our experiments the largest $t$ is somewhat smaller than the smallest $k$, and we focus on small values of $v$. When $k$ is larger than $\max (t, v)$, even when $\lambda=1$ some interactions necessarily must be covered multiple times. In these situations, further rows may not need to consider as many interactions.

What is more remarkable is how few additional rows are needed even when $k$ is small. Consider the situation when $t=4, k=10$, and $v=3$. All four algorithms report a covering array size between 220 and 248 for $\lambda=1$; but for $\lambda=2$, the average increase was $61 \%$, and the increase diminishes for $\lambda \in\{3,4\}$. We expect that if $k$ is smaller, but still larger than $t$, these increases are more pronounced.

There are obvious differences between CE and the IPOG algorithms. CE builds rows of full length $k$, one-row-at-a-time. In contrast, the IPOG algorithms add columns during the construction. One advantage of CE over the IPOG methods is that an upper bound is determined at the start (which may improve as rows are built), whereas the IPOG methods do not make this determination. Nevertheless, neither method knows in advance the actual number of rows to-be-generated.

One advantage of the IPOG methods over CE is that they are faster in practice. CE repeatedly employs the number of times each interaction has been covered so far. Either this information is stored, or is recomputed whenever needed by iterating through the rows of the currently constructed array. This calculation cannot be avoided if one wants to achieve the guaranteed upper bound on the number of rows. IPOG deals with a substantially smaller number of interactions: $\binom{k}{t-1} v^{t}$ versus $\binom{k}{t} v^{t}$ for CE.

Both types of algorithms contain both local and global heuristics. Locally, each algorithm chooses a value in a single row and column that maximizes some quantity, but the choice made is based on what can occur after all interactions are considered. For the IPOG methods, this is maximizing the coverage gain; and for CE, this is maximizing the decrease of the expectation.

We have explored two algorithms for constructing higher-index covering arrays; one is based on the in-parameter-order algorithm, and the other is based on conditional expectation. Naturally, other methods for index one can (and should) be extended to treat higher index. For uniform arrays, one promising direction is to extend the methods of this paper to a very compact representation of (uniform) covering arrays, the covering perfect hash families introduced in Sherwood et al. (2006) and extensively explored in Colbourn et al. (2017). The extension to higher index is natural, and IPOlike strategies are quite effective on this compact representation (Wagner et al. 2021). In a similar way, the extension of the cyclotomic constructions (Colbourn 2010) to higher index is routine; some steps in this direction are taken in Akhtar et al. (2021). Finally, a major paradigm in recursive constructions employs other types of hash families in column replacement methods (Colbourn 2011), and generalizations of these to higher index have recently been considered (Dougherty and Colbourn 2020). We expect that for some parameter sets, such extensions can lead to covering arrays
with fewer rows than are found by our two sets of algorithms. However, the proposed directions all concentrate on uniform covering arrays. For mixed-level covering arrays, algorithms like those developed here appear likely to remain the most effective for quickly generating tests.
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