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Multimodal surface-wave tomography to obtain S- and P-wave velocities
applied to the recordings of unmanned aerial vehicle deployed sensors

Farbod Khosro Anjom1, Thomas Jules Browaeys2, and Laura Valentina Socco1

ABSTRACT

Exploration seismic surveys in hard-to-access areas such as
foothills and forests are extremely challenging. The Multiphy-
sics Exploration Technologies Integrated System (METIS) re-
search project was initiated to design an exploration system,
facilitating the acquisition in these areas by delivering the
receivers from the sky using unmanned aerial vehicles. Air
dropping of the sensors in vegetated areas results in an irregular
geometry for the acquisition. This irregularity can limit the ap-
plication of conventional surface wave methods. We have devel-
oped a surface wave workflow for estimating the S-wave
velocity (VS) and P-wave velocity (VP) models and that sup-
ports the irregular geometry of the deployed sources and receiv-
ers. The method consists of a multimodal surface-wave

tomography (SWT) technique to compute the VS model and a
data transform method (the wavelength/depth [W/D] method) to
determine the Poisson’s ratio and VP model. We applied the
method to the METIS’s first pilot records, which were acquired
in the forest of Papua New Guinea. Application of SWT to the
data resulted in the first 90 m of the VS model. The W/D method
provided the Poisson’s ratio averaged over the area and the VP

model between 10 and 70 m from the surface. The impact of the
acquisition scale and layout on the resolution of the estimated
model and the advantages of including the higher modes of sur-
face waves in the tomographic inversion are assessed in detail.
The presence of shots from diverse site locations significantly
improves the resolution of the obtained model. Including the
higher modes enhances the data coverage and increases the in-
vestigation depth.

INTRODUCTION

A significant fraction of onshore oil and gas deposits is in remote
areas with limited access, extreme environments, and challenging
topography, such as foothills, forests, and deserts. The difficulty
in transporting and deploying the acquisition equipment, as well
as the natural hazards associated with these unmarked regions,
makes the seismic acquisition very challenging. The conventional
seismic-data acquisition method in these areas usually leads to cost
overruns, delays, and a significant environmental footprint. In the
age of technological developments and innovations, the Multiphy-
sics Exploration Technologies Integrated System (METIS) research
project was created to reform the conventional acquisition methods
and enable seismic imaging of these areas (Lys et al., 2018). In the
scheme of METIS, the sensors are placed in the 40 cm downfall air
receiver technology (DARTs), and drones are used to deliver and

drop them to predefined positions. The DARTs are equipped with
radio transmitters that enable real-time recording (Pagliccia
et al., 2018).
The first METIS pilot was performed in the foothills of Papua

New Guinea (PNG) forests. The violent rains, intense humidity,
high temperatures, and dense vegetation make the foothills of
PNG an extreme environment for acquiring seismic data. The
PNG data acquisition was a success and satisfied the objectives
of METIS (Lys et al., 2018). Here, we use these data to obtain
near-surface S-wave velocity (VS) and P-wave velocity (VP) models
by analyzing the surface waves.
Surface waves (groundroll) contain important information re-

garding the shallow subsurface and are usually dominant in the re-
cordings (Socco et al., 2010). As a result, they are good candidates
for near-surface characterization. The phase velocities of the surface
wave propagation in layered media are characterized by geometric
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dispersion. The so-called surface-wave dispersion curves (DCs,
phase velocity versus frequency) are estimated and inverted to re-
construct the near-surface model. The most common surface wave
analysis method is based on multichannel recordings from an array
of receivers, which are used to compute a DC through wavefield
transform. Then, the DC is inverted to estimate a 1D VS model as-
signed to the center of the receiver array. Despite many efforts to
enhance the lateral resolution of the estimated DCs, the multichan-
nel method still suffers from low lateral resolution (Mi et al., 2017).
Moreover, many multichannel methods require 2D geometries and/
or evenly spaced receivers (e.g., the f-k method using the regular
Fourier transform). In the scheme of METIS, the deployment geom-
etry of the sources and receivers is based on the so-called carpet
recording, in which a fine grid of receivers is deployed, and the
number of sources is limited only to the accessible locations
(Lys et al., 2018). In the PNG pilot, the geometry of the deployed
receivers was also affected by the forest vegetation: The receivers
were delivered only into the spaces between trees. The limited sky
access resulted in an irregular layout of the receiver spread. The
surface wave multichannel approach can still be applied to these
data by selecting multiple receiver spreads over a 3D area. However,
this could lead to erroneous estimated DCs and failure in retrieving
the lateral variations in the inversion step.
An alternative approach in this kind of acquisition framework is

surface-wave tomography (SWT), which supports the irregular ac-
quisition layout and results in high-resolution model estimation.
SWT is a well-established method in earthquake seismology for
VS reconstruction of the crust and upper mantel (e.g., Shapiro et al.,
2005; Yao et al., 2006; Boiero, 2009; Bao et al., 2015; Wespestad
et al., 2019). Recently, a few authors showed the SWT applications
for the near-surface characterization using active (e.g., Socco et al.,
2014; Da Col et al., 2019) and passive data (Picozzi et al., 2009;
Badal et al., 2013).
Surface wave propagation is a multimodal phenomenon.

Although, usually, the fundamental mode of the surface wave is
solely excited or dominant in the whole bandwidth, under certain
conditions of the site and the source, multiple modes of surface
waves can be created. When available, higher mode data should
be included in the inversion because they represent additional in-
formation that can improve the model parameter resolution and also
increase the investigation depth thanks to the different displacement

patterns of higher modes (Ganji et al., 1998). The PNG data set is
characterized by the multimodal propagation of the surface waves.
In SWT methods, the recordings of a receiver pair aligned with a
source are used to estimate multiple path-averaged DCs. Unlike the
multichannel method, the two-station method does not provide
enough resolution to estimate multiple surface-wave modes. We
propose a two-station method that includes the muting in the x-t
domain and enables the estimation of multiple modes of surface
waves. The proposed method focuses on estimating a specific sur-
face wave mode at each attempt, in which a proper mute based on
the preliminary multichannel analysis of the data is used to damp
the other modes.
Most surface wave methods focus on estimating the VS model

only, and they require a priori VP and Poisson’s ratio for the inver-
sion step (Socco et al., 2010). Few researchers have investigated the
possibility of estimating VP from surface waves (Xia et al., 2003;
Bergamo and Socco, 2016; Socco and Comina, 2017). Socco et al.
(2017) discover a strong correlation between DC and the time-aver-
age VS (VSZ) that can be directly used to compute the static cor-
rections. They show that there exists a relationship between the
wavelength of DCs and the skin depth of surface waves (the wave-
length-depth [W/D] relationship). To construct the W/D relation-
ship, a reference DC and the corresponding VSZ model is
required. TheW/D relationship represents the wavelength and depth
couples corresponding to the equal surface wave phase velocity and
VSZ. Socco and Comina (2017) prove that the W/D relationship is
highly sensitive to Poisson’s ratio. They develop a method to esti-
mate time-average VP (VPZ), exploiting only the W/D relationship.
Khosro Anjom et al. (2019) show that, by using a Dix-type equation
and by imposing total variation regularization, it is possible to trans-
form VSZ and VPZ into interval VS and VP. The interval VS and VP

velocities can be used to estimate the Poisson’s ratio.
The purpose of this paper is to provide a multimodal SWTwork-

flow that supports METIS’s acquisition outline and provides VS and
VP model estimates. The proposed multimodal SWT method con-
sists of a two-station method to estimate the path-averaged DCs and
a tomographic inversion (Boiero, 2009) to estimate the VS model.
To obtain the a priori Poisson’s ratio required for the tomographic
inversion and determine the VP model, we use the multichannel
analysis and the W/D method (Socco and Comina, 2017; Socco
et al., 2017; Khosro Anjom et al., 2019). Here, we show and evalu-
ate the application of the method to the PNG data set.

PNG DATA FROM THE METIS PILOT STUDY

The PNG pilot study was performed in December 2017 over an
area of approximately 0.2 km2. Before the acquisition, 25 holes (ap-
proximately 2 m) were dug for mud-gun sources. In addition, the
location and the size of the gaps between the trees (sky holes) were
identified using an airborne lidar survey. The sky holes are the lo-
cations where the DARTs are expected to land safely. The prototype
DARTs were equipped with 10 Hz geophones and weighted ap-
proximately 1 kg. The drone could carry four DARTs at a time.
Figure 1a and 1b shows the prototype drone and DART, whereas
Figure 1c presents a real view of a drone dropping a DART in a
sky hole.
The mud guns were pressurized to 13.8 MPa to generate the air-

flow, and the real-time vertical displacement velocity was recorded
at 4 ms sampling rate and for a time window of 6.0 s. A total of 81
deployed DARTs properly landed on the ground with good

Figure 1. (a) The drone used in the PNG data acquisition, (b) a
DART, and (c) real view of a drone dropping a DART into a
sky hole (Pagliccia et al., 2018).
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coupling. However, the data from 43 geophones were not recovered
due to the difficulties of wireless transmission through the jungle
vegetations toward a single collecting antenna. At the end of the
pilot acquisition, the seismic crew collected the geophones, thanks
to the sensors’ positions registered by the global positioning system.
Currently, the METIS team is working on biodegradable sensors to
eliminate the need for sensor recovery after the acquisition.
In Figure 2a, we show the deployment geometry of the receivers

and the shots. At each source’s location, between five to eight shots
were performed. We removed the saturated signals before the stack-
ing of the traces.
In Figure 2b, we show the first 3 s of the normalized recordings

from the shot location highlighted in Figure 2a. The records are
displayed on a spatial axis that represents the source-receiver offset.
The first breaks are available for all receivers, although they are less
evident at the far offset. In Figure 2b, the solid red lines show the
surface wave’s time panel boundaries. The data show the excitation
of the fundamental mode and the first higher mode of the surface
wave; the separation of the two surface wave modes is evident in the
offset beyond 300 m. The two surface wave modes can also be ob-
served in the frequency-velocity spectrum in Figure 2c. The esti-
mated fundamental mode and the first higher
mode are very well separated in the whole fre-
quency band and are shown in blue and red, re-
spectively. In Figure 2c, the spectrum of the
records shows that surface wave energy exists
between 5 and 20 Hz. However, depending on
the source-receiver offset, the surface wave is
present up to 55 Hz. As a result, we estimate
the path-averaged DCs required for the SWT
within a 5–55 Hz frequency band.

PROCESSING WORKFLOW

The detailed steps of the multimodal SWT
workflow applied to the PNG data set are given
in the schematic diagram in Figure 3. The work-
flow’s final task is to obtain a 3D VS and VP

model of the subsurface over the area covered
by the receivers. The workflow is divided into
two main parts: multistation DC analysis and
SWT. The first is a preliminary analysis to define
the trend of the dispersion over the whole area
and use it as a guide during SWT processing.
Moreover, the multichannel DCs will be used to
obtain a velocity limit separating different modes
of the surface waves and to estimate Poisson’s
ratio. The second part aims to estimate the path-
averaged DCs along the path of a high number of
receiver pairs and invert them for a high-
resolution 3D VS model that will be further
converted into VP thanks to the Poisson’s ratio
estimated in the first part. In Figure 3, the green
and red rectangles highlight the multichannel
analysis and the SWT processing, respectively.
The data set suggested excitation of the funda-

mental and first higher mode of the surface waves.
As a result, we prepared the workflow for these
two modes; however, a similar method can be ap-
plied when various surface-wave modes are ex-

Figure 3. The full SWTworkflow used to estimate the VS and VP models, in which the
steps are divided into multichannel DC analysis in green and SWT in red.

Figure 2. (a) The outline of PNG acquisition used for SWT. (b) The
recordings from the highlighted (the green circle) shot in (a). (c) The
frequency-velocity spectrum, corresponding to the seismic data in (b).
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cited. The condition for the feasibility of this strategy is that the
modes are clearly separated in the whole processed frequency band.

Multichannel DC analysis of surface waves

In this part of the analysis, we make strong simplifying assump-
tions. We select subsets of receivers, and we neglect the underlying

lateral subsurface heterogeneity. Hence, we extract the relevant DC,
considering only the offset from the source and neglecting that the
receivers are spatially distributed and have different azimuth with
respect to the source point. We also stack the contribution of differ-
ent sources, thus averaging over the whole azimuth range. We use
the multichannel phase-shift method (Park et al., 1998), with which
it is possible to compute the frequency-velocity spectrum corre-
sponding to receiver spreads with irregular spacing and separate
the different surface wave modes.
We estimated DCs using various sets of sources and receivers of

the data set. In Figure 4a and 4b, we show the frequency-velocity
spectrum corresponding to two different sources and receiver de-
ployment geometry. The estimated fundamental mode and the first
higher mode are shown in blue and red, respectively.
Figure 4c shows all estimated fundamental and first higher modes

of surface waves using multichannel analysis. We used these DCs to
manually design a velocity limit that separates the fundamental and
first higher modes of the data. In Figure 4c, we also show the
adopted velocity limit in black. We will use the velocity limit in
the SWT processing step to separate the different modes of surface
waves. Because the modal curves are only used to define the limit
between the fundamental and first higher modes, we estimated as
many curves as possible, also picking weak spectral maxima, such
as the estimated first higher mode in Figure 4a. Among the esti-
mated DCs, we selected the reference fundamental and first higher
modes based on the frequency band. For the reference fundamental
mode, we considered the broadband DC that includes the low-fre-
quency elements. Figure 4c also shows the reference fundamental
and first higher modes with the dashed blue and red lines, respec-
tively. The reference modal curves are used to find the correct trend
of the two-station DCs. We also perform the W/D method on the
reference fundamental mode to estimate a priori Poisson’s ratio re-

quired for the SWT.

Poisson’s ratio: The W/D method

To compute a priori Poisson’s ratio required for
the tomographic inversion, we use the W/D data
transform workflow proposed by Khosro Anjom
et al. (2019). We assume negligible lateral varia-
tions of Poisson’s ratio, and we use the reference
fundamental mode from the multichannel analysis
to compute an average 1D Poisson’s ratio corre-
sponding to the investigation area.
Figure 5 presents the W/D method’s steps ap-

plied to the reference fundamental mode (Fig-
ure 4a). Considering a variable Poisson’s ratio
in a wide range (0.1–0.45), we inverted the refer-
ence fundamental mode using a Monte Carlo in-
version (Socco and Boiero, 2008). We used the
statistical Fisher test with a low level of confi-
dence (0.05) to select all models that belong to
the best-fitting model population. In Figure 5a
and 5b, we show the selected DCs and the corre-
sponding VS models. The VS of the accepted
models was transformed into VSZ using a reverse
Dix-type equation (Socco et al., 2017). The ac-
cepted VSZ models were averaged at each depth
to estimate a reference VSZ model corresponding
to the reference fundamental mode. In Figure 5c,

Figure 5. The W/D method to obtain the reference Poisson’s ratio. (a) The reference
fundamental mode with the DCs of the accepted models. (b) The VS of the accepted
models. (c) The VSZ of the accepted models, in which the reference VSZ is shown in
black. (d) The estimated W/D relationship shown with the synthetic W/D relationships,
each with a constant Poisson’s ratio. (e) The computed VS and VP models corresponding
to the reference fundamental mode. (f) The estimated Poisson’s ratio corresponding to
the reference fundamental mode in blue and the adopted Poisson’s ratio for the tomo-
graphic inversion in red.

Figure 4. Multichannel analysis of the data set. (a) The spectrum
used to compute the reference fundamental mode. (b) The spectrum
used to compute the reference first higher mode. (c) All estimated
fundamental modes (in blue) and first higher modes (in red) using
the multichannel method and the velocity limit (in black).
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we show the accepted and the reference VSZ models. The estimated
VSZ and the reference DC were used to compute the experimental
W/D relationship (Figure 5d). We then used the W/D relationship’s
sensitivity to Poisson’s ratio (Socco and Comina, 2017) to estimate
the apparent Poisson’s ratio and the reference VPZ model. Then, we
used a Dix-type equation and imposed total variation regularization
(Khosro Anjom et al., 2019) to transform the VSZ and VPZ into
interval VS and VP (Figure 5e). Finally, having estimated the VS

and the VP models, we computed the 1D Poisson’s ratio (Figure 5f)
corresponding to the reference fundamental mode.

Path-averaged DCs estimation using the two-station
method

The first step of the SWT is to estimate the path-averaged DCs.
These DCs are estimated using the recordings from receiver couples
aligned with a source. We implement an automatic algorithm to find
the receiver couples aligned with the source at each azimuth angle,
considering 1° tolerance for the deviation from a linear path. We
filter the receiver couples’ traces to center frequencies within the
required band, using zero-phase Gaussian filters. Then, the filtered
traces of the receiver couples are crosscorrelated and assembled to
form the cross-multiplication matrix. We use a third-order spline
interpolator to convert the cross-multiplication matrix to the fre-
quency-velocity domain. Finally, at each frequency, the phase
velocity is picked as the maximum of the cross-multiplication ma-
trix, closest to the reference DC.
Unlike multistation methods, the two-station method does not

deliver enough resolution to detect and pick multiple modes of sur-
face waves. As a result, in the presence of multiple modes (such as
the PNG data set), it is imperative to isolate each mode before per-
forming the crosscorrelation of the recordings (Halliday and Curtis,
2008). Yao et al. (2006) compute each recording’s group velocity,
and they use it to window the traces before applying the two-station
method. This method amplifies the fundamental mode and dampens
the other events available in the recordings; however, picking the
group velocity of all traces is very time-consuming. Besides, using
the higher modes in the process instead of losing
them can improve the investigation depth and en-
hance the resolution of the final VS model (Ganji
et al., 1998; Xia et al., 2003). We propose a mut-
ing technique based on which a dispersive veloc-
ity limit is used to automatically mute the seismic
data and isolate multiple modes of the surface
waves. We use the multichannel DCs to identify
the velocity limit that best separates the funda-
mental and first higher modes. We mute the re-
cordings before applying the two-station method
and perform the two-station method separately
for the computation of each mode of surface
waves. Depending on whether the fundamental
mode or the first higher mode is needed to be
isolated, we apply the velocity limit as a half-
Gaussian mute to the relevant time panel of
the pair receivers’ recordings. Appendix A
presents detailed steps of the two-station method.
In total, 505 possible paths were identified for

the data set. We used the velocity limit obtained
in Figure 4c to isolate the fundamental and first
higher modes of the surface wave. In Figure 6,

we show an example of two-station method applied to the record-
ings of a receiver pair for picking the fundamental mode (Figure 6a
and 6b) and first higher mode (Figure 6c and 6d), respectively. We
only picked the data points relevant to wavelengths smaller than
twice the distance between the receiver pair (the half-wavelength
rule; Heisey et al., 1982; Nazarian et al., 1983; Yao et al.,
2006). In Figure 6a and 6c, we show the half-wavelength line in
white. We also show the reference fundamental and first higher
modes obtained from multichannel analysis; we used the reference
DCs to locate the right trend when picking the two-station DCs.

Figure 6. Example two-station pickings from the data set, in which
the dashed lines are the reference DCs. (a) The fundamental mode
cross-multiplication matrix, in which the white line is the half-
wavelength limit. (b) The estimated fundamental mode from the
cross-multiplication matrix in (a). (c) The first higher mode
cross-multiplication matrix, in which the white line is the half-
wavelength limit. (d) The estimated first higher mode from the
cross-multiplication matrix in (c).

Figure 7. (a) The estimated DCs, (b) the observed paths, and (c) the azimuthal illumi-
nation, in which the numbers around the greatest circle are the azimuths and the smaller
circles show the number of available paths.
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In total, we computed 198 fundamental modes
and 168 first higher modes. The remaining paths
presented a noisy cross-multiplication matrix,
and they were discarded from the data. In Fig-
ure 7a and 7b, we show all of the estimated
DCs and the corresponding data coverage
(paths). In Figure 7c, we show the azimuthal il-
lumination of the estimated DCs as a polar plot;
most of the paths have azimuth angles between
0°–25° and 150°–179°.
The resolution and investigation depth of the

inversion is directly related to the wavelength cov-
erage of the estimated DCs. The wavelength cov-
erage for 3D data can be evaluated as pseudoslices
(Da Col et al., 2019), in which, for a wavelength
range, the available paths are plotted with a color
corresponding to the average phase velocity (the
apparent phase velocity). Figure 8a–8f shows the
fundamental modes’ pseudoslices corresponding
to six wavelength ranges.
The pseudoslices are useful tools for locating

possible lateral variations or outliers that do not
corroborate with the apparent phase velocity of
similar paths; for example, in Figure 8d, a signifi-
cant velocity contrast is observed, indicating a
considerable lateral variation. Figure 8a shows
inadequate coverage for the wavelength range
of 0–20 m; thus, a low resolution should be ex-
pected in recovering the first few meters of the
model. The wavelength coverage shows the high-
est number of paths between 20 and 150 m (Fig-
ure 8b–8d), whereas the coverage vanishes for the
wavelengths greater than 200 m (Figure 8f).
In Figure 9a–9f, we show the pseudoslices cor-

responding to the first higher modes within the
same six wavelength ranges as we used for the
fundamental mode (Figure 8). Similar to funda-
mental modes, for the wavelength range between
0 and 20 m, the wavelength coverage for the first
higher mode is limited to a few paths (Figure 9a).
The coverage reaches its maximum between 20
and 100 m of wavelength (Figure 9b–9c), and
it declines afterward. Unlike fundamental modes
(Figure 8f), the first higher mode shows coverage
up to 300 m of wavelength (Figure 9f).

Tomographic inversion

The tomographic inversion is based on Boiero
(2009). Concerning the formulation of Boiero
(2009), we included higher modes, and we intro-
duced a weighting system based on the wave-
length of the DC data.

Model

The inputs of the inversion are the estimated
path-averaged DCs and the reference (initial)
model. The model is a regular grid of laterally
invariant 1D models (model points). The param-

Figure 8. The data coverage of the estimated surface wave fundamental modes as pseu-
doslices corresponding to different wavelength intervals: (a) between 0 and 20 m, (b) be-
tween 20 and 50 m, (c) between 50 and 100 m, (d) between 100 and 150 m, (e) between
150 and 200 m, and (f) between 200 and 300 m.

Figure 9. The data coverage of the estimated surface wave first higher modes as pseu-
doslices corresponding to different wavelength intervals: (a) between 0 and 20 m, (b) be-
tween 20 and 50 m, (c) between 50 and 100 m, (d) between 100 and 150 m, (e) between
150 and 200 m, and (f) between 200 and 300 m.
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eters of the model are the thickness, VS, Poisson’s ratio, and density.
The only parameter that updates in the inversion is VS, whereas the
others are fixed a priori; thus, the number of unknowns of the in-
version is the number of the model points multiplied by the number
of the layers plus one (the half-space). We use constant thicknesses
for the layers within the investigation depth. We define the initial VS

model based on the trend of the selected VS models from the Monte
Carlo inversion of the reference fundamental mode obtained
through multichannel processing. Considering negligible lateral
variations for the Poisson’s ratio, we use the reference Poisson’s
ratio from the W/D method as the prior information for the
SWT inversion. Although the inversion is not very sensitive to Pois-
son’s ratio, the a priori Poisson’s ratio helps the inversion process to
get a more consistent and accurate VS model. The density has a
minor effect on the inversion, and it is chosen based on the infor-
mation available for the site’s geological properties.
We defined the 3D model consisting of 152 laterally invariant 1D

models. Each 1D model included nine layers overlying the half-
space with a constant thickness of 10 m. The initial model corre-
sponds to 1520 VS unknowns. The initial VS model was selected
based on the trend of the Monte Carlo inversion of the reference
fundamental mode (Figure 5b). TheW/D method provided the Pois-
son’s ratio for every 10 cm depth interval between 10 and 70 m from
the surface. The values were averaged within 10 m intervals to ob-
tain Poisson’s ratio corresponding to each model layer. We extrapo-
lated the Poisson’s ratio to cover the full 90 m required for the
inversion. In Figure 5f, we show the adopted Poisson’s ratio for
the tomographic inversion in red. The geologic properties of the
very shallow subsurface of a forest suggest very loose and uncon-
solidated soil. As a result, we considered a low density of 1400 kg/
m3 for the model’s first layer. The density of the rest of the layers
and the half-space was set at 1800 kg/m3.
To better comprehend the portion of the data affecting each

model point, we computed the number of DC paths crossing each
model point, disregarding the wavelength range of the DCs. In Fig-
ure 10, we show the obtained data coverage, where the white stands
for the zero path crossing the model points. The maximum data cov-
erage is obtained in the center of the model. Except for in the north-
west, the data coverage on the model’s edges is minimal, suggesting
a lower resolution in recovering the VS of these model points.

Forward operator

In this stage, the synthetic path-averaged DCs corresponding to
the observed paths are computed. As the first step, we compute the
local 1D synthetic DCs at each model point, using a Haskell (1953)
and Thomson (1950) forward model, developed by Maraschini
(2008) in MATLAB. Then, we discretize each path to evenly spaced
points. For each point and at each frequency, we compute the recip-
rocal of the phase velocity (slowness) as the bilinear interpolation
between the slowness of the four adjacent model points. We then
compute the path-averaged synthetic slowness as the mean slow-
ness of all discretized points along the path.

Inversion scheme

The estimated DCs are transformed to slowness and assembled in
a single vector as

pobs ¼ ½pfund:; phigh:�; (1)

where pfund: and phigh: are the estimated fundamental and first
higher modes, respectively. The penetration depth of the surface
waves is directly related to the wavelength. The nonuniform sam-
pling of the DC data in terms of wavelength usually drives the in-
version algorithms to the shallowest parts of the subsurface (Khosro
Anjom and Socco, 2019). We associate a wavelength-based weight
to each DC data point, correcting this nonuniformity in depth. For
the jth DC, we compute the weights of the ith data point as

wi;j ¼
Δλi;j
Δλj;max

; (2)

where Δλi;j is the wavelength distance from the closest data point to
the data point i. The larger the wavelength distance of the data
points, the larger the weight will be. The weights of each DC
are normalized to the maximum registered weight Δλj;max. For each
DC’s computation, if many shots from different source locations are
stacked, the individual shots can be used to compute a standard
deviation for each data point. The obtained uncertainties are used
in the inversion to build the covariance matrix corresponding to the
data points pobs as the diagonal matrix:

Cobs ¼

2
6666666666664

σ2
1;1

w1;1
0 0 0 · · · 0

0
σ2
2;1

w2;1
0 0 · · · 0

0 0 . .
.

0 · · · 0

0 0 0
σ2
1;2

w1;2
· · · 0

..

. ..
. ..

. ..
. . .

. ..
.

0 0 0 0 0
σ2i;j
wi;j

3
7777777777775

; (3)

where σi;j and wi;j are the standard deviation and the normalized
wavelength-based weight of the ith data point of the jth DC, respec-
tively. In Appendix B, we use a synthetic model to show the effect
of imposing the wavelength-based weights and including the first
higher mode on the tomographic inversion.
We use a weighted least-squares method to invert the estimated

DCs, which involves minimizing the misfit function Q:

Q ¼ ½ðpobs − pðmÞÞTC−1
obsðpobs − pðmÞ�

þ ½ð−RpmÞTC−1
Rpð−RpmÞ�; (4)

Figure 10. The data coverage on the model.
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Figure 11. The estimated VS model for the nine
layers corresponding to 90 m of investigation
depth: (a) 0–10 m, (b) 10–20 m, (c) 20–30 m,
(d) 30–40 m, (e) 40–50 m, (f) 50–60 m,
(g) 60–70 m, (h) 70–80 m, and (i) 80–90 m.

Figure 12. The estimated VP model between 10
and 70 m using the estimated VS model in Fig-
ure 11 and the reference Poisson’s ratio in Fig-
ure 5f. (a) 10–20 m, (b) 20–30 m, (c) 30–40 m,
(d) 40–50 m, (e) 50–60 m, and (f) 60–70 m.

R406 Khosro Anjom et al.
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where the first term is related to the data misfit and the second term
is the spatial regularization. The lateral regularization helps with
obtaining consistent results (Auken and Christiansen, 2004; Boiero,
2009), and it is achieved by imposing constraints on the variations
between the VS of the adjacent 1D models (Boiero, 2009). The term
Rp is the spatial regularization matrix, which relates the model
parameters of the adjacent model points, and CRp is the regulari-
zation covariance matrix, which defines the strength of the spatial
constraints. The termm is the vector of the model parameters; pðmÞ
is the vector of the synthetic path-averaged DCs, corresponding to
the experimental data points pobs; and C−1

obs is the reciprocal of the
covariance matrix shown in equation 3. Similar to Boiero (2009),
we use the weighted damped least-squares method (Marquart,
1963) to update the model as

mnþ1 ¼ mn þ ð½GTC−1
obsGþ RT

pC−1
RpRp þ λI�−1

× ½GTC−1
obsðpobs − pðmÞÞ þ RT

pC−1
Rpð−RpmnÞ�Þ; (5)

where G is the Jacobian matrix, which evaluates the sensitivity of
the DCs to the model parameters. The terms mn and mnþ1 are the
previous and updated model vectors, respectively.
There were a limited number of shots available for the data set,

preventing the computation of the uncertainty for the data points. As
a result, we fixed the standard deviation of the data points to 10% of
the corresponding phase velocities. We used lateral constraints of
100 m/s to increase the stability of the inversion. The inversion
stopped automatically at iteration 49, reaching the misfit minimum.

RESULTS

Figure 11 shows the horizontal slices of the estimated VS model
corresponding to the different layers. In Figure 11d–11g, the
estimated VS model shows a velocity contrast between the east
and the west.
We used the reference Poisson’s ratio (the blue curve in Figure 5f)

to transform the estimated VS model into the VP model. In Figure 12,
we show the estimated VP model. The estimated VP’s depth range

Figure 13. The checkerboard test’s perturbation
patterns. (a) The pattern used to perturb the model
between a depth of 0–40 and 80–90 m. (b) The
pattern used to perturb the model at a depth of
40–80 m.

Figure 14. Horizontal sections of recovered
perturbations at different layers: (a) 10–20 m,
(b) 30–40 m, (c) 50–60 m, and (d) 70–80 m.

Surface wave tomography for VS and VP R407
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depends on the estimated VS from SWT and the reference Poisson’s
ratio from theW/Dmethod. The estimated Poisson’s ratio is available
in a shorter depth range (10–70 m) compared to the estimated VS (0–
90 m). As a result, the estimated VP in Figure 12 is limited to a depth
of 10–70 m. The VP shows a high velocity between 10 and 30 m of
the subsurface. Then, following the drop in Poisson’s ratio (Fig-
ure 5f), the VP decreases (Figure 12c). Afterward, the VP gradually
increases until it reaches the maximum velocity (Figure 12f). We es-
timated a single reference Poisson’s ratio averaged over the area, ne-
glecting lateral variations. As a result, the lateral variations of the
estimated VP are solely related to the estimated VS.
We performed the checkerboard test to assess the spatial resolu-

tion of the final model. We perturbed the estimated VS model (Fig-
ure 11) 10%, negatively and positively. In Figure 13a and 13b, we
show the horizontal sections of the perturbations. The pattern of the
perturbation alternated every 40 m. Therefore, the first 40 m and the
last 10 m (80–90 m) of the model were perturbed using the pattern
in Figure 13a; the portion of the model between 40 and 80 m of
depth was perturbed by the pattern in Figure 13b. The synthetic
DCs of the perturbed model and corresponding to the observed
paths were computed. We did not add any noise to the synthetic
path-averaged DCs. We used the nonperturbed model as the initial
model for the tomographic inversion.
In Figure 14a–14d, we show the recovered perturbations at differ-

ent layers after the inversion. In the shallowest part of the model, the
perturbations are better estimated (Figure 14a and 14b); however, the

geometry of the perturbations (squares) is poorly recovered. This is-
sue is mainly related to the data set’s scale, the obtained data coverage
(Figure 7b), and the nonuniform azimuthal illumination (Figure 7c).

DISCUSSION

We developed a method to automatically isolate the data to es-
timate different modes of surface waves and included the higher
modes of surface waves in the SWT workflow. This approach is
valid when the reference modes are separated in the frequency do-
main. In the case of surface wave mode superposition, the method
can be applied to the high frequencies, where the separation of the
modes is secured. For the data set, the computed first higher modes
showed wavelength coverage up to 300 m (Figure 9f), whereas the
fundamental mode’s wavelength coverage was limited to 200 m. In
addition, many of the higher modes’ paths were unique with respect
to the estimated fundamental modes. In Appendix B, using a syn-
thetic example, we show the effect of including the higher modes on
the inversion resolution.
The laterally constrained tomographic inversion well converged,

and the synthetic DCs showed a proper fitting compared with the ex-
perimental ones. In Figure 15, we show examples of DC fittings at the
last iteration of the inversion. Four fundamental modes and three first
higher modes are displayed with distinct markers and colors.
We assigned weights to each data point based on the distribution

of the wavelength. To better evaluate the impact of the weight on the
DC fittings, we computed the residual misfit as

r ¼ vrsyn − vrobs; (6)

where vrsyn and vrobs are the vectors of synthetic (last iteration) and
observed data points, respectively. In Figure 16a and 16b, we show
a box plot of the residuals for the nonweighted and weighted SWT,
respectively. The box plot is defined by three lines showing the 25th
percentile, median, and 75th percentile of the residual’s distribution
and whisker lines extending from the box’s edges up to 1.5 times
the distance between the edges of the box. The rest of the data are
considered outliers and represented by “+.”We divided the residuals
based on the wavelengths of the experimental data points to analyze
the misfit within different ranges of wavelengths. For data points
with wavelengths between 0 and 50 m, the nonweighted inversion
(Figure 16a) shows slightly lower residuals compared to the
weighted inversion (Figure 16b); however, for the rest of the data

points with wavelengths larger than 50 m, the
weighted inversion shows a considerably lower
misfit. In addition, the significant underestima-
tions of the synthetic DCs observed for the wave-
lengths greater than 250 m of the nonweighted
inversion are well suppressed for the weighted
inversion. The outliers in both cases are mainly
from the paths close to the model’s edges, with
inadequate data coverage (Figure 10).
The azimuth distribution of the paths is an es-

sential property of the data for tomographic in-
version. A strongly nonuniform azimuthal
distribution can drive the inversion to the direc-
tion of the dominant angles. The azimuthal illu-
mination of the DC data (Figure 7c) showed a
nonuniform distribution, with very few azimu-
thal angles between 25° and 130°. The checker-

Figure 16. A box plot showing the residuals for different wavelength ranges. (a) Non-
weighted inversion and (b) inversion with wavelength-based weights.

Figure 15. Examples of data fittings. Different markers represent dif-
ferent DCs, whereas the different colors separate the synthetic and
experimental data, as well as the fundamental and first higher modes.
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board test confirmed the negative impact of paths’ directionality: A
limited portion and geometry of the perturbations were recovered
(Figure 14). The directionality of the azimuths is mainly due to the
limited number of available receivers and the source deployment’s
geometry. The latter could be overcome when more sparse locations
of shots, covering multiple sides of the receivers, are available.
To show this, we performed another checkerboard test, adding 10

hypothetical source locations to the PNG acquisition geometry. In
Figure 17, we show the 10 hypothetical source locations in green.
We computed the additional synthetic path-averaged DCs using the
model from the last iteration of the inversion and added them to the
observed ones. We repeated the checkerboard test on the new data.
In Figure 18, we show the checkerboard test results, in which the
perturbations are better recovered compared with the checkerboard

test in Figure 14, in terms of the values and geometry of the per-
turbation.

CONCLUSION

We developed a multimodal SWT workflow that can be applied
to challenging data sets acquired with irregular acquisition geom-
etries. We use SWT to estimate the VS model, and we use the skin
depth of the surface-wave fundamental mode (the W/D method) to
obtain the Poisson’s ratio and transform the VS model to the VP

model. We provided a method to automatically separate the multiple
modes of the surface wave, avoiding the surface wave modal analy-
sis for every receiver couple aligned with a source. The method’s
application to the data set confirms the possibility of obtaining near-
surface VS and VP models from the data recorded in the framework
of METIS. The resolution of the model is affected by the distribu-
tion of the azimuth angles. The checkerboard test that we performed
on the hypothetical geometry of the acquisition confirms this ob-
servation and suggests a better expected resolution of the model
if more diverse shot locations are used for the acquisition.
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APPENDIX A

SYNTHETIC EXAMPLE: MULTIMO-
DAL TWO-STATION PROCESSING

METHOD

Here, we explain how the path-averaged DCs
are estimated in the presence of two modes
through the application of the two-station
method to synthetic signals at two locations.
We created the two signals containing two events
at the expected times of the fundamental and the
first higher modes of surface waves for the 1D
layered system in Figure A-1a. The signals were
obtained by convolving a Morlet wavelet with a
time series containing a spike at the expected
time for each mode and each frequency and then
stacking on the whole frequency band (10–
25 Hz). In Figure A-1a, we show the computed
responses at positions 1000 m (T1) and 1200 m
(T2). The processing workflow requires a veloc-
ity limit, which separates the fundamental and
the first higher modes. For real data, we estimate
the velocity limit from the multichannel analysis.
Here, given the synthetic example, we obtained
the velocity limit by averaging the phase veloc-
ities of the true fundamental and first higher

Figure 17. Hypothetical geometry of the PNG acquisition, in which
10 hypothetical sources’ locations are added to the observed geom-
etry in Figure 2a.

Figure 18. The checkerboard test performed to the hypothetical geometry of acquisition
in Figure 17. The horizontal sections showing the layers at depths of (a) 10–20 m,
(b) 30–40 m, (c) 50–60 m, and (d) 70–80 m.

Surface wave tomography for VS and VP R409

D
ow

nl
oa

de
d 

12
/0

1/
22

 to
 1

30
.1

92
.2

32
.2

25
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

S
E

G
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 T

er
m

s 
of

 U
se

 a
t h

ttp
://

lib
ra

ry
.s

eg
.o

rg
/p

ag
e/

po
lic

ie
s/

te
rm

s
D

O
I:1

0.
11

90
/g

eo
20

20
-0

70
3.

1



modes at each frequency. In Figure A-1a, we also show the velocity
limit in black; the blue and red hatches below and above the velocity
limit are the fundamental and first higher mode zones, respectively.
We apply the two-station method twice to estimate the fundamental
and first higher modes of the surface waves.

In Figure A-1b and A-1c, we show, as examples, the processing
steps applied to estimate the first higher mode at 10 Hz and the
fundamental mode at 25 Hz, respectively. First, the velocity limit
is transformed into time at the location of each trace (T1 and
T2) by dividing the offsets (1000 m for T1 and 1200 m for T2)

to the velocity limit at the two considered
frequencies (690 m/s at 10 Hz and 488 m/s at
25 Hz). Based on the arrival times (1.45 and
1.74 s for T1 and T2 at 10 Hz, and 2.05 and
2.46 s for T1 and T2 at 25 Hz), mutes are de-
signed according to the intended mode estima-
tion (the first panels of Figure A-1b for the
first higher mode estimation at 10 Hz and Fig-
ure A-1c for the fundamental mode estimation
at 25 Hz). The traces are multiplied (×) by the
muting functions. Then, the muted traces are nar-
row-band filtered at the considered frequencies.
We perform the filtering in the frequency domain
by multiplying a narrow-banded zero-phase
Gaussian filter centered at the desired frequen-
cies (10 and 25 Hz) to the frequency domain rep-
resentation of the traces (T1 muted and T2
muted). For a more straightforward representa-
tion of the filtering, in the second panels of Fig-
ure A-1b and A-1c, we show the filtering of T1
muted and T2 muted in the time domain as the
convolution (*) to the 10 and 25 Hz filters. Fi-
nally, the muted and filtered traces are crosscor-
related (the third panels in Figure A-1b for the
first higher mode at 10 Hz and Figure A-1c
for the fundamental mode at 25 Hz). The
processing method in Figure A-1b and A-1c
shown at 10 and 25 Hz for the first higher and
fundamental modes is repeated for all frequen-
cies within the band 10–25 Hz. The crosscorre-
lated signals are assembled to form the cross-
multiplication matrices in the first panels of Fig-
ure A-1d and A-1e. Knowing the distance
between the two receivers (200 m), we use a
third-order interpolator to transform the cross-
multiplication matrix as a function of frequency
and time delay to the same matrix as a function of
frequency and velocity. In the second panel of
Figure A-1d and A-1e, we show the estimated
cross-multiplication matrices to estimate the fun-
damental and first higher modes, respectively;
the trends of the true fundamental and first higher
modes (the solid blue and solid red lines) are well
obtained by the two matrices, except for the first
higher mode above 23 Hz (the second panel in
Figure A-1d).

APPENDIX B

SYNTHETIC EXAMPLE: THE IMPACT OF
HIGHER MODES AND WAVELENGTH-BASED

WEIGHTS ON SWT

Here, we show the application of SWT to a synthetic 2D model to
evaluate the effect of including the first higher mode as well as theFigure B-1. The true synthetic model.

Figure A-1. The fundamental and first higher mode estimation of a synthetic example.
(a) The inputs of the method: the mechanical properties of the laterally invariant example,
the computed responses at location 1000 and 1200 m from the source, and the velocity
limit separating the fundamental and the first higher mode zone. (b) The steps for phase
velocity estimation of the first higher mode at 10 Hz. (c) The steps for the phase velocity
estimation of the fundamental mode at 25 Hz. (d) The estimated cross-multiplication ma-
trices in the frequency-time delay domain and the frequency-velocity domain aim to es-
timate the first higher mode. (e) The estimated cross-multiplication matrices in the
frequency-time and the frequency-velocity domain aim to estimate the fundamental mode.
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impact of imposing the wavelength-based
weights on the tomographic inversion. In Fig-
ure B-1, we show the true synthetic model, which
consists of 101 1D models, evenly spaced. Along
the 1 km line, we defined 612 paths with lengths
ranging from 10 to 60 m. We computed the syn-
thetic DCs corresponding to each path within the
frequency range of 5–30 Hz. In Figure B-2a, we
show the computed path-averaged surface wave
fundamental and the first higher modes in blue
and red, respectively.
In Figure B-2b and B-2c, we show the wave-

length distribution corresponding to the data
points of the fundamental and first higher modes,
respectively. The wavelengths of the fundamen-
tal mode are limited to 200 m of wavelength,
whereas the first higher mode has wavelength
coverage up to 300 m of wavelength.
In Figure B-3a, we show the initial model used

for the tomographic inversion. In Figure B-3b,
we show the results of the inversion using only
the fundamental mode and without imposing
weights for the inversion. The results show a rea-
sonable estimation of the first 70 m; however, the
lateral and vertical variations are not fully recov-

ered within the first 70 m of depth.
Then, we inverted the data using the fundamental mode and first

higher modes, again without imposing weights to the data points
(Figure B-3c). The inversion result shows much higher accuracy
in recovering the first 70 m. In addition, the investigation depth
is enhanced with respect to the fundamental mode inversion in Fig-
ure B-3b. In Figure B-3d, we show the result of the inversion using
the fundamental mode and the first higher mode and by imposing
wavelength-based weights, where it shows the successful recovery
of the model up to 140 m in depth.
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