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Modeling Cyber-Physical Production Systems
with SystemC-AMS

Enrico Fraccaroli, Member, IEEE, Sara Vinco, Member, IEEE,

Abstract—The heterogeneous nature of SystemC-AMS makes it a perfect candidate solution to support Cyber-Physical Production
Systems (CPPSs), i.e., systems that are characterized by a tight interaction of the cyber part with the surrounding physical world and
with manufacturing production processes. Nonetheless, the support for the modeling of physical and mechanical dynamics typical of
production machinery goes far beyond the initial application scenario of SystemC-AMS, thus limiting its effectiveness and adoption in
the production and manufacturing context. This paper starts with an analysis of the current adoption of SystemC-AMS to highlight the
open points that still limit its effectiveness, with the goal of pinpointing current issues and to propose solutions that could improve its
effectiveness, and make SystemC-AMS an essential resource also in the new Industry 4.0 scenario.

Index Terms—SystemC-AMS, SystemC simulation kernel, cyber-physical production system, digital twin, non linear systems,
mechanical models, schedulability, DAE solver, multi-discipline.

F

1 INTRODUCTION

INITIALLY designed for modeling and simulating inter-
acting mixed analog and digital functional subsystems,

the Analog and Mixed-Signal (AMS) extension of Sys-
temC, SystemC-AMS, has been adopted over time in sev-
eral heterogeneous domains, including extra-functional and
continuous-time ones. Table 1 reports some recent works
that use SystemC-AMS in non-standard contexts, ranging
from power and mechanical simulation to biological mod-
eling: this proves that the impact of SystemC-AMS went far
beyond the initial expectations.

The features that made SystemC-AMS a winning solu-
tion in such heterogeneous contexts are: its support for mul-
tiple Models of Computation (MoCs), that ensures flexibility
to heterogeneous domains, and its adaptability to different
abstraction levels, thus covering from system level (with the
data-flow paradigm) down to digital and analog Hardware
(HW) descriptions and signal flow constructs. Additionally,
SystemC-AMS has a user-friendly C++-based syntax, sup-
ported by the standardization of predefined primitives. This
allows a non-experienced user to model descriptions in
domains such as frequency analysis and linear circuits. Such
features made SystemC-AMS one of the reference languages
for the development of virtual platforms, where it is used for
implementing systems integrating the Software (SW) under
development with accurate models of the HW and with
physical components composing the underlying platform
and environment [1], [2].

These aspects make SystemC-AMS a promising candi-
date in the context of Cyber-Physical Production Systems
(CPPSs), i.e., systems where the cyber part (including SW,
HW and electronic parts) is tightly interwoven with me-
chanical parts, mechatronic subsystems (i.e., sensors and
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Table 1: SystemC-AMS extra-functional application do-
mains.

DOMAIN APPLICATION REFERENCES

MECHANICAL

MEMS and accelerometers [3], [4]
Fluidic systems [5]
Sensors [6], [7]
Automotive [8], [9]

ELECTRICAL

MEMS and accelerometers [3], [4]
Sensors [6], [7]
Circuit equivalent model [10], [11], [12]

POWER
Direct current domain [10], [13], [14], [15]
Alternating current domain [14]

THERMAL Circuit-equivalent models [11], [13]
OTHERS Chemical and biological [16], [17]

actuators) and with the dynamics of the surrounding envi-
ronment [18], [19]. In this scenario, a SystemC-based infras-
tructure would allow a holistic implementation of the differ-
ent aspects of the CPPS, through the adoption of SystemC
for the cyber part, SystemC-TLM for communication and
early SW development, and SystemC-AMS for the dynamic,
mechanic and physical subset of the system. The adoption
of a common infrastructure would ease integration issues
and allow the effective modeling of feedback loops between
the different parts of the system (e.g., production machinery
evolution and control SW). This solution would lead de
facto to the construction of a SystemC-based simulatable
model of the CPPS, thus allowing its validation and eval-
uation in varying application scenarios and configurations.

Even if the modeling of production machinery and of
mechanical components goes well beyond its initial scope,
SystemC-AMS could thus play an important role and be
extremely useful in the construction of simulatable models
where the heterogeneous nature of SystemC-AMS would
find its maximum expression. Nonetheless, SystemC-AMS
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currently is one step back w.r.t. its competitors, as its adop-
tion in the context of CPPS and digital twin development is
mostly limited to the cyber part, with ad-hoc cosimulations
built to support the production and manufacturing subsys-
tem [20].

This work analyses the current status of SystemC-AMS
from the perspective of CPPS development. The analysis is based
both on a detailed study of the SystemC-AMS simulation
kernel and on a number of case studies that will highlight
different aspects of the problem.The adoption of SystemC
and SystemC-AMS is widespread and well established for
modeling of the cyber part. Thus, the focus of this paper
is mostly on the physical and mechanical subset of a CPPS:
such domains go beyond the initial scope of SystemC-AMS,
and thus their support still hides several limitations. The
highlighted issues span across different levels of seriousness
and affect different aspects of SystemC-AMS, ranging from
scheduler-related and solver-related issues, caused by con-
straints on the schedulability or solvability of the systems, to
issues related to the current implementation of the standard
and possible extensions. The analysis starts from case stud-
ies and solutions proposed at state-of-the-art to make a point
on CPPS support. Our goal is thus not to provide novel
solutions per se, but to rather provide the reader with an
analysis of the current issues of SystemC-AMS in the CPPS
perspective, corresponding possible viable solutions (either
available in the literature or proposed by this work), and
draw a picture of the possible future evolution of SystemC-
AMS.

The paper is organized as follows. Section 2 explains
what CPPSs are and recaps the main features of SystemC-
AMS, in terms of supported MoCs and of simulation infras-
tructure. Section 3 presents a set of reference case studies,
either developed by the authors or taken from the literature.
Section 4 provides a more thorough description of the adop-
tion of SystemC-AMS in heterogeneous systems. Section 5
can be considered the core of this work, as it focuses on
the discussion of the issues posed by the CPPS context and
highlighted by the case studies, to propose currently avail-
able solutions and possible future improvements. Finally,
Section 6 draws our conclusions.

2 BACKGROUND

This section offers an explanation of what CPPSs are, and
an introduction to the SystemC-AMS language and to its
organization and simulation kernel.

2.1 Cyber-Physical Production System

Cyber-Physical Systems (CPSs) are systems of collaborating
computational entities which are in intensive connection
with the surrounding physical world and its on-going
processes. They provide and use, at the same time, data-
accessing and data-processing services [21]. Cyber-Physical
Production Systems (CPPSs) apply this concept to the man-
ufacturing context, so that the physical aspects being mod-
eled include also mechanical, mechatronic and production
processes with complex dynamics that must be monitored,
controlled and influenced both adaptively and intelligently.
Thus, The main feature of CPPSs is its multi-disciplinary

nature, in a sense that they require to bridge mechanics, elec-
tronics, engineering, control and computation [22]. Their
inherently complex nature, affects also the development
and simulation frameworks, that must span across multiple
domains and consider them not separately but rather jointly,
as their integration, interaction and inter-dependency are
crucial.

As highlighted by the survey in [22], this complex
design process can be effectively supported only by multi-
discipline modelling and simulation frameworks that span
across multiple domains. They must provide designers sup-
port for validating, evaluating and optimizing their design
in a single modeling environment. On the one hand, such
framework must be cross-multi-discipline, including sup-
port for different physical domains, modeling strategies
and time models, i.e., continuous-time (e.g., dynamics of
physical components) and discrete-time (for digital com-
puting components). On the other hand, the frameworks
must be capable of handling different time rates: different
physical domains are indeed characterized by different time
constants (e.g., nanoseconds for digital components, mil-
liseconds for power, seconds for temperature [13]), and the
simultaneous presence of such multiple time scales must be
handled with care, not to make the simulation too slow and
heavy.

2.2 SystemC-AMS
SystemC has been introduced in the early 2000s to answer
to the need of HW-SW co-design imposed by embedded
systems: on one hand, it reproduces the typical behaviors
and constructs of HW description languages; on the other,
the adoption of C++ as base language eases the integration
of SW as complex as operating systems [23].

2.2.1 Models of Computation (MoC)
The evolution of technology made systems tightly con-
nected to the environment and “smart”, i.e., capable of
sensing, actuating and reacting to the evolving conditions
surrounding the system itself. This required the definition of
its AMS extension, targeting interacting mixed analog and
digital functional subsystems.

SystemC-AMS provides different MoCs to cover a wide
variety of domains (Figure 1):

• Timed Data-Flow (TDF) models data processing systems:
processes are activated with a precise frequency, elab-
orate input tokens and produce output tokens. This
allows to schedule processes statically, by considering
their activation time step and producer-consumer de-
pendencies.

• Linear Signal Flow (LSF) supports the modeling of con-
tinuous time behaviors through a library of pre-defined
primitive modules (e.g., integration, or delay), each
associated with a linear equation.

• Electrical Linear Network (ELN) models electrical net-
works through the instantiation of predefined linear
primitives, e.g., resistors or capacitors, where each
primitive is associated with an electrical equation.

The characteristics of the three MoCs are deepened in Sec-
tion 4, where their adoption is exemplified on examples and
discussed in detail.
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Figure 1: SystemC-AMS simulation kernel and supported
MoCs.

2.2.2 SystemC scheduler extension for AMS simulation

The SystemC language uses an event-based architecture,
where a centralized scheduler controls the execution of pro-
cesses based on events, i.e., synchronizations, time notifica-
tions or signal value changes. The SystemC-AMS simulation
kernel enriches the standard SystemC kernel with three
additional blocks (Figure 1).

A TDF scheduler groups all TDF modules in clusters of
interconnected modules, and builds a static schedule of
each cluster depending on time step, activation rate and
dependencies of the modules.

A linear Differential-Algebraic Equation (DAE) solver is
used to handle ELN and LSF descriptions: it analyzes the
ELN and LSF instantiated primitives to derive the underly-
ing equations, that are solved to determine system state at
any simulation time. The solver uses lightweight numerical
methods, i.e., backward Euler and trapezoidal methods,
combined with optimization techniques, e.g., Lower-Upper
(LU) decomposition and Woodbury formulas, to speed up
matrix factorization, to provide a reasonable level of ac-
curacy and guarantee at the same time good simulation
performance [24], [25].

Finally, a synchronization layer uses the activation time
step of each module, primitive and cluster to insert the
execution of SystemC-AMS items in the standard SystemC
simulation flow. The synchronization layer stores the static
schedule of a cluster of components (i.e., modules or prim-
itives) built by the TDF scheduler as a list of pointers to the
cluster components:

• cluster activation period is determined by the module
with largest time step;

• the other modules are then listed by reflecting their
producer-consumer dependencies, and they may be
replicated a number of times, depending on their acti-
vation time step: if a module is activated multiple times
in a cluster period (i.e., the cluster period is a multiple
of its time step), one activation entry is listed for any
time that the module should be activated.

Models Dependencies

Generator
Model

Aerodynamic
Model Gear Box

Model

Delay

Delay

Gear Box Generator

Wind

Power

ωW

TE ωE

ωM

ωW
ωM ωE

Figure 2: Structure of the wind turbine model (ω is angular
speeds, T is torque, subscript W stays for wind, M for
mechanical and E for electrical).

This ensures a lightweight modeling of the static schedule,
as the activation list allows the scheduler to simply activate
all cluster modules in the correct order at simulation time
with no additional runtime scheduling overhead.

Recently, SystemC-AMS has been extended with the
design environment COSIDE, developed by COSEDA [26],
with the goal of easing the adoption of SystemC-AMS
and of speeding up the modeling of analog and mixed-
signal hardware and software systems. COSIDE includes
support for modeling and verification, through libraries
of predefined components, automatic code generation, a
graphical interface, and Universal Verification Methodology
(UVM) test-bench generation and assertion-based mixed-
signal verification support.

3 REFERENCE CASE STUDIES

This section introduces a set of case studies that required
a non-conventional modeling approach, both developed by
the authors or taken from the literature. The choice fell on
those case studies that better highlighted the potentialities
and the limitations and open issues of SystemC-AMS.

3.1 Wind turbine

The first case study is a wind turbine, part of a more
complex CPPS reproducing an electrical energy system, that
includes also houses (demanding power), a battery (feeding
the system when wind power production can not provide
enough energy), and a connection to the grid, to occasionally
buy or sell power. Such case study requires covering very
heterogeneous domains: as depicted in Figure 2, the wind
turbine model includes environmental quantities (i.e., the
wind activating the blades), mechanical and aerodynamic
equations (to convert to mechanical power, modeled by
the gear box), and electric power generation (encapsulated
by the generator). The model of the wind turbine used in
this work is based on [27], that reports in full detail the
underlying equations.
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Digital
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DAC OpAmp

ADC TIA Mirror

DAC OpAmp OpAmp

OpAmp
ELN TDF ELN

ROTATIONAL

Figure 3: Structure of the pico-projector, with MoCs used to
build the non-linear Operational Amplifier (OpAmp) and
presence of conservative non-electrical domains.

3.2 Digital Pico-Projector
The second case study is a pico-projector1, a Micro-
Opto-Electro-Mechanical System (MOEMS) implemented
by combining Micro-Electro-Mechanical System (MEMS)
and micro-optics technologies. The pico-projector modu-
lates three laser sources, whose light converges into a single
beam deflected by a micro-mirror. The mirror is moved
by drivers, in accordance to the decisions taken by a dig-
ital board (Figure 3). The signals provided by the digital
board are transmitted to the circuitry controlling the mirror
through a pair of two-stage OpAmps. The main issue of this
component is caused by the presence of non-linear behav-
iors of the following components: the two-stage OpAmps,
the micro-mirror, and the TransImpedance Amplifier (TIA).
Another issue is the heterogeneity of the domains involved:
digital for the board, rotational (linear and acceleration) for
the mirror, and electrical for the other blocks. Let us look
at the amplifier on top of Figure 3, that exemplifies how its
behaviour has been achieved by combining together differ-
ent MoCs, to circumvent some of the language limitations.
The component is interfacing with the Digital-to-Analog
Converter (DAC) and the subsequent OpAmp through an
electrical interface written in ELN, while the internal non-
linear behaviour is implemented by using a TDF module.

3.3 Direct Current (DC) Motor
A DC motor is a typical component of a CPPS, and it
is characterized by a high degree of heterogeneity, caused
by the simultaneous presence of electrical and rotational
kinematic modeling. An example of DC motor implemented
in SystemC-AMS has been proposed in [8]: the case study
includes an electro-mechanical subsystem with a DC motor
that manipulates throttle position, an Electronic Control
Unit (ECU) that determines the required throttle position
given the current state of the vehicle, and a control board.
The focus here is restricted to the DC motor subsystem:
Figure 4 exemplifies its structure and highlights at the same
time the heterogeneity of domains involved.

3.4 Diode
Diodes are key components of a variety of systems, ranging
from circuits to photovoltaic modules, sensors and electro-
mechanical components. The most critical characteristic of

1. Design provided by STMicroelectronics in the context of SMAC
(SMArt systems Codesign) European Project (FP7-ICT-2011-7-288827).

Armature
and Circuit
Elements

(ELN)

Electro-
mechanical
Converter

(TDF)

Mechanical
Behavior

(LSF)

Vs

i

Vb

Tm

ωm

ΘL

Vs(t)=R·i(t)+L· d i(t)
dt +Vb(t)

Tm(t)=N ·KT ·i(t)

ωm(t)=
1

N
·ωL(t)

Vb(t)=
1

N
·Kb ·ΘL

Figure 4: Structure of the DC motor, with the corresponding
partitioning into SystemC-AMS MoCs.

TDF resistance
calculation

Linear Electrical
Circuit

TDF controlled
resistor

p n

Figure 5: Structure of the diode, the piece-wise linear be-
haviour is given by the control structure which changes the
resistor value.

diodes is their well-known non-linear behaviour (character-
ized by a very steep exponential current-voltage curve), that
collides with the limitations of SystemC-AMS. Linearized
or Piecewise Linear (PWL) implementations proposed in
the literature provide appreciable accuracy only with very
small time steps (in the order of nanoseconds), that heavily
affect the simulation speed of the surrounding system. A
solution to the SystemC-AMS implementation of diodes has
been proposed by [28], and its structure can be summarized
by the simplified circuit of Figure 5. The diode is divided
into two parts, implemented in ELN and TDF. The electrical
part contains a TDF-controlled resistor and two inductors
that connect the two pins of the resistor to the output pins
(i.e., p and n). The TDF part instead controls the resistor
value based on the potential drop between the the two pins
of the controlled resistor. The issues related to the diode’s
behaviour are more thoroughly discussed later on in the
paper.

4 MULTI-DOMAIN MODELING WITH SYSTEMC-
AMS
SystemC-AMS does not formalize how to adopt its MoCs
in domains other than the functional one or the electrical
one. As a consequence, works in the literature going beyond
such domains focus on the specific challenges given by the
target application scenario. This section tries to recap the
main solutions adopted and to provide a uniform view of
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the modeling strategies given the kind of description. The
main dimensions that have to be considered to identify the
kind of description are:

• The level of abstraction, which includes time manage-
ment (i.e., discrete time or continuous time) and the
level of detail of the description (e.g., based on equa-
tions or on transfer functions).

• The adherence to conservation laws, specifically the at-
tention that has to be devoted to conservation laws
is a direct consequence of the lack of definition of
conservative domains other than the electrical one.

The electric domain has indeed a devoted abstraction
level, ELN, that directly applies conservation laws: when-
ever the designer is describing an electric network, he can
choose between a more abstract model, based, e.g., on
equations that must explicit conservation laws, or mapping
directly onto ELN constructs, that implicitly apply Kirch-
hoff’s conservation laws. For any other kind of conservative
description, the designer has to explicit also those depen-
dencies that originate by the intrinsic conservation laws
of the domain of interest. This is a limitation of SystemC-
AMS w.r.t. other AMS languages like Verilog-AMS [29].
Verilog-AMS is a standard modeling language, primarily
used to design analog circuits, which allows defining nets
of different disciplines. A discipline associates potential and
flow natures (e.g., voltage, current, force, position, velocity,
etc.) for conservative system. Verilog-AMS bases the ana-
log behaviour of conservative systems on the generalized
Kirchhoff’s Potential and Flow Laws (KPL and KFL).

4.1 Discrete time models
This class of models represents component evolution as
a function, a polynomial, an algebraic model or even a
waveform of values over time. This kind of models is
not restricted to functionality description (e.g., standard
Register-Transfer Level (RTL) models of digital HW), but
it rather includes abstracted non-functional models (e.g.,
Peukert’s model, reproducing battery dynamics through
equations) [5], [10] and discretized or linearized implemen-
tations of non-linear models (e.g., obtained via model order
reduction or through abstraction [7], [30]). This solution has
been adopted for the pico-projector case study, where the
non-linear and PWL behaviors of the OpAmp components
have been implemented as a set of equations controlled
by conditions. It is important to remember that a discrete
time model must incorporate all necessary equations, as
conservation laws do not apply.

Discrete time models perfectly fit the TDF MoC. Fig-
ure 6 exemplifies this for the aerodynamic model of the
wind turbine: the model is described as equations (top)
that determine the rotor torque depending on the angular
velocity of the rotor, blade radius and the characteristics
of the wind turbine. The model is encapsulated into the
processing() function, that is repeatedly executed over
time at any activation of the component (lines 10–15). The
initialize() method allows to set the activation time
step of the current module, thus tuning how often the
function shall be executed (lines 6–9). It is important to note
that the IEEE 1666.1-2016 standard extended TDF with the
possibility to dynamically change time step and data rate of

λ =
ωM ·R
v

γ =
λ

1 − λ · c1
Cp = c2 ·

(
c3
γ

− c4

)
· e

c5
γ

Tw =
Π
2 · Cp · ρ ·R2 · v3

ωM

ωM Rotor Angular Velocity
R Blades Radius
v Wind Speed
λ Tip Speed Ratio
Cp Power Coefficient
ρ Air Density

Tw Rotor Torque
ci Turbine-Specific Coeff.

1 SCA_TDF_MODULE (aerodynamic) {
2 sca_tdf::sca_out<double> Tw;
3 sca_tdf::sca_in<double> v;
4 sca_tdf::sc_in<double> Wm;
5 ...
6 };
7 void aerodynamic::initialize() {
8 Tw.set_timestep(1, sc_core::SC_MS);
9 ro = 1.225;

10 }
11 void aerodynamic::processing(){
12 lambda = varWm * radius / wind.read();
13 gamma = lambda/(1-0.035*lambda);
14 Cp = 0.5*(116/gamma-5)*exp(-21/gamma);
15 Tw.write(
16 (PI / 2) * Cp * ro * pow(radius,2)
17 * pow(v.read(), 3) / Wm.read()
18 );
19 }

Figure 6: Aerodynamic model of the wind turbine (top) and
corresponding SystemC-AMS TDF code (bottom).

processes, to handle more efficiently sporadically changing
signals and behaviors where frequencies, time steps and
data rates change over time. However, the driver function
adjusting dynamically the time step must be written by the
designer, and it strictly depends on both the desired level
of accuracy and the kind of component (e.g., accurate to
the clock cycle for RTL models, while models of physical
phenomena like temperature or power consumption might
update in the order of the tens of milliseconds).

4.2 Dynamic systems

Dynamic systems represent a physical system that evolves
over time by preserving a certain notion of memory, i.e.,
output values depend both on inputs and on system status
in the previous time instants. Dynamic systems are modeled
in different ways, ranging from differential and algebraic
systems of equations to transfer functions. SystemC-AMS
restricts the scope to linear dynamic models: it provides
specific LSF constructs for linear elements, e.g. gains and in-
tegrators, transfer functions in the frequency domain (used
for mechanical, chemical and fluidic systems [5], [16]) and
state-space equations (that allow the modeling of MEMS,
power models and mixed-technology systems [7], [31]).
Such constructs can be mapped onto the corresponding LSF
primitives, that are instantiated and connected in a way that
reproduces signal propagation.

As an example, Figure 7 shows the equations deriving
the angle θ between the wind turbine rotor and the gen-
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Θ =

∫
(ωE − ωM )

ωM =

∫
massmodel(TM , TW )

ωE =

∫
massmodel(TE , TM )

k
∫

k
∫

- k
∫ωM

ωE

Θ

1 sca_lsf::sca_integ
2 Wm("Wm", 1.0, 2.10001),
3 Wg("Wg", 1.0, 2.2192116114),
4 Theta("Theta", 1.0, 1.000268);
5 sca_lsf::sca_sub SubW("subW");
6 ...
7 Wm.x(...);
8 Wm.y(idtWm);
9 Wg.x(...);

10 Wg.y(idtWg);
11 SubW.x1(idtWg);
12 SubW.x2(idtWm);
13 SubW.y(sumW);
14 Theta.x(sumW);
15 Theta.y(thetaSig);

Figure 7: Equations to derive the angle θ between the wind
turbine rotor and the generator rotor from their angular
velocities and their mass model (left) and corresponding
LSF model (described in the block diagram notation, right,
and as SystemC-AMS code, bottom).

erator rotor from their angular velocities. The difference
between the angular speed of the turbine rotor and of the
generator rotor is mapped onto a sca_lsf::sca_sub prim-
itive (round primitive), while the integrators are mapped
onto sca_lsf::sca_integ primitives (square primitives).

As shown in the previous section, the pico-projector
presents a non-linear behaviour inside its operational am-
plifiers. Part of their internal behaviour is implemented
in the frequency domain with Laplace transfer functions.
In SystemC-AMS Laplace transfer functions are imple-
mented by using the primitives sca_lsf::sca_ltf_nd
and sca_lsf::sca_ltf_zp, which are the numerator-
denominator form and the zeros-poles form respectively.

4.3 Circuit models
The ELN MoC describes the electrical domain by provid-
ing a set of predefined circuit elements. A circuit model
can thus be straightforwardly implemented by connecting
such primitives: each primitive will define one (or more)
circuit equations, that will be enriched by the application of
Kirchhoff’s conservation laws. Note that this modeling style
has been used over time to describe also circuit-equivalent
models, i.e., models that emulate the behavior of a non
electrical component through an equivalent electrical circuit.
This approach applies to a wide range of domains, including
power simulation [10], thermal simulation [11], fluidic
systems [5] and MEMS [4], but requires deep knowledge
of both domains.

An example is provided in Figure 8, that shows a circuit
equivalent model of the battery [32] included in the energy
system case study. The circuit is implemented by mapping
its elements to ELN primitives: e.g., voltage source VOC

VOC = VB +RB · IB

VOC Open Circuit Voltage
R Internal Resistance
VB Battery Voltage
IB Current Demand

RB

−
+

Voc

IB

+

VB

–

n1

1 SC_MODULE (battery){
2 sca_tdf::sca_in<double> I;
3 sca_tdf::sca_out<double> SOC;
4 sca_eln::sca_vsource Voc;
5 sca_eln::sca_r Rb;
6 sca_eln::sca_node n1;
7 ...
8 SC_CTOR (battery) :
9 Voc("Voc"),

10 Rb("Rb") {
11 Voc.p(n1);
12 Rb.n(n1);
13 ...
14 }
15 };

Figure 8: Circuit model of a battery (left) and correspond-
ing implementation in SystemC-AMS (right), by mapping
circuit elements to ELN primitives.

is instantiated as an ELN sca_eln::sca_vsource object
(lines 9-10), and resistor RB as a sca_eln::sca_r object
(lines 11-12).

4.4 Mapping complex models to modeling styles

To determine the correct implementation of a component, it
is necessary to understand its characteristics in terms of time
management, presence of conservation laws and kind of
constructs adopted (e.g., integrative, state space equations).
This allows to easily map the component model onto one of
the three aforementioned modeling styles, and to adopt the
suitable SystemC-AMS MoC for its implementation. Note
that a model may contain a mix of such modeling styles,
e.g., combine circuit elements with signal flow elements or
equations. In this scenario, the model must be divided in
sub-blocks, each mapped to separate SystemC-AMS mod-
ules following the corresponding modeling style.

A clear example is given by the DC motor presented
in Section 3.3. Figure 4 clearly exemplifies its heteroge-
neous nature: the armature circuit of the DC motor and
the corresponding circuit elements are mapped to ELN, the
mechanical behavior is implemented as LSF primitives, and
TDF is used for connection and to implement the electro-
mechanical converter behavior. This process has been ap-
plied also to the simulatable model of the energy system,
as clear from the former subsections, and to the pico-
projector (Figure 3): the amplifier has been implemented
by combining together ELN for interfacing with the DAC
and the subsequent OpAmp, while the internal non-linear
behaviour is implemented by using TDF.
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5 ISSUES AND POSSIBLE FUTURE IMPROVEMENTS

This Section discusses the main issues we encountered when
modeling the non-standard systems in SystemC-AMS, with
a focus on the example case studies listed in Section 3. The
issues can be organized in five classes, depending on the
affected part of SystemC-AMS and on the seriousness and
impact on the standard:

A. scheduler-related issues, caused by constraints on the
schedulability of systems;

B. solver related issues, attributed to the current linear DAE
solver;

C. MoC-related issues, that are specific of each MoC;
D. implementation issues, caused by the current implemen-

tation of the SystemC-AMS simulation kernel;
E. extensions that would improve the effectiveness of

SystemC-AMS.

5.1 Schedulability issues
Section 2.2 explained that the basic concept of SystemC-
AMS scheduler is the construction of islands (called clus-
ters) of interconnected modules and primitives that can
be scheduled statically to ensure effective insertion in the
SystemC simulation cycle, thus speeding up simulation. The
assumption is that no cyclic dependency occurs, and that it
is always possible to determine a sequence of activations
of the modules and primitives, possibly allowing different
activation rates and thus a certain degree of buffering.
However, this synchronization strategy may encounter a
number of schedulability issues.

5.1.1 Enhanced support for schedulability analysis
The most typical one is caused by cyclic dependencies, typical
of TDF modules. Cyclic dependencies are quite easy to
find: the wind turbine presented in Section 3.1 hides cyclic
dependencies between its main components, that mutually
influence each other as an effect of the drive-train dynamics
(as highlighted by the arrows in Figure 2); the DC motor
includes a cyclic dependency between its electrical part and
its mechanical part. Most of such dependencies are easy
to solve by adding a delay (i.e., set_delay() function in
TDF, or sca_lsf::sca_delay primitive of LSF) [8], [33].
However, when the SystemC-AMS system becomes large,
with heterogeneous models working at different time steps
and rates, the source of error is often difficult to identify.
SystemC-AMS discovers such issues only at runtime, when
the synchronization layer tries to build the schedule of
the components: a schedulability error aborts simulation,
and is notified together with a list of the chained modules
and primitives that created the issue. This may be very
difficult to debug, above all when clusters and execution
chains include a large number of items: the reported list is
indeed often not complete, thus reducing the visibility of the
possible sources of error.

A different kind of synchronization issues is generated
by the integration with the SystemC scheduler: TDF clusters
may indeed generate causality issues, when events generated
by TDF are in the past with respect to the current advance
of time determined by the SystemC kernel. An interesting
analysis on this issue has been proposed by [34].

A B C D10 ns 20 ns

30 ns

5 ns

Figure 9: An example of a graphical representation that
could help debugging in the presence of scheduling prob-
lems. The annotation above edges represents the rate of each
output port. This example shows how this representation
can help pinpoint the schedulability issue.

Both these classes of issues may be solved by providing
support for enhanced static schedulability analysis. As an ex-
ample, the work in [35] proposes a static analysis of TDF
modules, that identifies schedulability issues both in the
TDF and the continuous time parts and proposes possible
solutions for their scheduling. [34] instead proposes a pre-
simulation symbolic analysis to identify schedulability is-
sues, implemented by mapping SystemC-AMS constructs
on Petri nets. Providing tools like the aforementioned ones,
and even integrating them in the COSIDE framework,
would allow the user to quickly identify the sources of er-
rors and to construct a feasible schedule with minor updates
to the system.

The dynamic scheduler poses new problems from the
point of view of error detection and schedulability analysis
in general. The scheduler has some trouble conveying in
a human-friendly way the necessary information for pin-
pointing the issue: the current debugging features simply
list the modules and primitives that are part of a cluster
that generates schedulability issues, with no additional in-
formation about the time steps or the rates that generate the
issues. One way the scheduler might help the user would be
to provide a graphical representation of the current sched-
ule, like the one in Figure 9. Specifically, SystemC-AMS
should provide a graphical representation of the relations
between the processes annotated with their time step, and
for each class, it should provide the list of activation chain.
An hypothetical representation in shown in Figure 9. This
graphical representation could contain other information
useful for finding the scheduling problem, the example of
Figure 9 shows only the output ports rates, which some-
times might be enough. Tools and algorithms like dot from
the graphviz library might be used to generate the directed
graphs for the graphical representation.

5.1.2 Supporting dynamic systems
Some schedulability issues are however impossible to solve
by simply adding explicit delays or carefully looking at
module settings. This is the case of dynamic systems, that are
widely adopted for the modeling of mechanical and phys-
ical components. Dynamic systems are modeled through
systems of equations (both algebraic and differential) that
must be evaluated simultaneously, rather than sequentially.
This creates dependency loops that can not simply be bro-
ken with a delay: at any time step, it is indeed necessary
to re-evaluate the system of equations a number of times,
until convergence is reached. Advanced dynamic system
simulators, like Simulink stateflow, are equipped with alge-
braic loop solvers, that requires no user intervention [36].
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ϕDS = IDS + IDR

ϕQS = IQS + IQR

IDS = ϕQS

IQS = ϕDS

ϕDR = IDS + IDR

ϕQR = IQS + IQR

dϕDR

dt
= ϕQR · ωE + IDR

dϕQR

dt
= ϕDR · ωE + IQR

TE = ϕQR · IDR + ϕDR · IQR

ωE Angular Velocity
ϕ Magnetic Flux
TE Electrical Torque
DS Stator Direct
QS Stator Quadrature
DR Rotor Direct
QR Rotor Quadrature

Figure 10: Equations of the wind turbine generator causing
cyclic dependency.

SystemC-AMS does not provide support for this kind of
scenarios: any simulation time step executes modules and
primitives exactly once, with no notion of stability and
convergence. This prevents the construction of complex
physical models.

An example is provided by the wind turbine, whose
generator falls in this category. The generator is described
by the set of equations in Figure 10, that clearly contains
a cyclic dependency between magnetix fluxes (for sake of
readability, all constants and negative signs are removed,
the original equations can be found in [27]). It is clear
that the cyclic dependencies can not simply broken with a
delay, as they are intrinsic of the model: the only solution
to implement such model in SystemC-AMS was thus to
solve symbolically the set of equations with a symbolic solver
capable of dealing with systems of linear equations [37].

However, the adoption of a symbolic solver is far from
trivial for a non experienced user. The possible solutions
to cover dynamic systems with SystemC-AMS in a more
organic way are two: the extension to other models of
computation (like the bond graph and the block diagram
formalisms [3], that do support algebraic loops but have
never been formalized in SystemC-AMS), or an extension of
the solver to manage algebraic loops, as done by competitor
tools. Such solutions would ease the modeling of dynamic
systems, making the presence of unbreakable algebraic
loops transparent to the user.

5.2 Solver issues

The current implementation of the SystemC-AMS DAE
solver is based on a combination of implicit backward
Euler and trapezoidal methods, extended with optimization
techniques (e.g., Lower-Upper decomposition and Wood-
bury formulas) [24], [25]. The choice of such light-weighted
methods determines a good compromise between accuracy
and simulation speed, when compared with simulators sup-
ported by more complex solvers (e.g., HotSpot, based on 4-
th order Runge-Kutta [11], and Simulink, supported by a
library of solvers of increasing complexity [14]). However,
this choice has severe limitations when modeling physical
and dynamic systems: such systems are often stiff and

Figure 11: Example of SystemC-AMS solver instability on a
marginally stable physical system (modified from [24]).

marginally stable, and thus become numerically unstable for
simpler numerical methods (unless the step size is extremely
small, e.g., 1ms in case of the wind turbine) [24].

A clear example of this issue is the crane proposed
in [24], whose position is tracked in Figure 11: the authors
clearly prove that the SystemC-AMS solver (dotted) never
reaches stability, while the adoption of a higher order nu-
merical solver, like 4-th order Runge-Kutta (dashed), allows
to quickly stabilize the system to the setpoint (solid), even if
no code modification has been applied.

These examples highlight that, when moving to physi-
cal and dynamic systems, it becomes necessary to extend
SystemC-AMS with additional higher-order solvers. Such
solvers should be transparent to the user, i.e., the user
should be able to seamlessly choose the solver at compi-
lation time, to both cover a wider range of models and to
provide different accuracy-simulation speed trade offs.

5.3 MoC related issues

Some issues are intrinsic of each MoC, even if they are
tightly connected to characteristics of the scheduling man-
agement or of the solver adopted by SystemC-AMS. For this
reason, they are treated separately in this section.

5.3.1 TDF issues

The Annex 2 of the SystemC-AMS standard extended TDF
with the possibility of varying the time step at run time.
This feature is extremely useful when modeling control
systems (that constitute a relevant portion of production
equipment), as it allows to modulate the granularity of
simulation and to avoid over- or under-sampling. How-
ever, the driver function adjusting dynamically the time
step must be written by the designer [38]. This might be
very challenging, as detecting the correct time step requires
detailed knowledge of time evolution and of the case study
of interest. On one hand, changing the time step too often
impacts on simulation time, as it requires to recompute the
schedule of clusters and to reinitialize the underlying solver
matrices. On the other, leaving the time step unchanged may
lead to signal oversampling, thus wasting computation time
without generating meaningful data for the simulation, or
undersampling, with the effect of missing potential crucial
events. Additionally, note that any modification of the time
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∣∣∣∣dfindt
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tsnext

diffmax

tsmax

Figure 12: Graphical representation of the linear equation
proposed in [38] to compute the time step tsnext: the x
coordinate corresponds to the difference value of the input
signal with respect to the time dfIN

dt (maximum difference
in amplitude diffmax), the y coordinate corresponds to the
time step over time (maximum time step tsmax).

1 void change_attributes() {
2 double dy = in_val - in_prev;
3 double dx = t_val - t_prev;
4 double ts_next;
5 double diff_max = amp_max / ts_max;
6 if (dx == 0.0)
7 ts_next = ts_min;
8 else
9 ts_next = ts_max * (1 - (fabs(dy / dx) / diff_max));

10 // Check that ts_next is inside the boundaries.
11 ts_next = std::min(ts_max, std::max(ts_min, ts_next));
12 // Set the maximum sampling period between two
13 // consecutive samples.
14 set_max_timestep(ts_next, sc_core::SC_SEC);
15 }
16 void processing() {
17 // Reading and writing port values ...
18 change_attributes();
19 }

Listing 1: Time step controller implementation as proposed
in [38]. The values of diff max, ts max and ts min and the
linear relationship in line 9 stricly depend on the system being
modeled.

step introduces a non negligible overhead, due to the nec-
essary re-initialization (or refactorization) of the underlying
solver matrices [25].

The work presented in [38] provides a possible imple-
mentation of the time step controller, which computes the
new maximum time step so that if the change of the input
signal with respect to time dfIN

dt is increasing, the time step
is decreased to ensure that all the variations of the signal
will be sufficiently sampled. This behavior corresponds to
a linear equation used to estimate the time step over time,
as depicted in Figure 12. The corresponding code is shown
in Listing 1. The critical aspects lie in the values chosen
to define the relationship between time step and value
difference over time (i.e., the angular coefficient of the linear
equation), and the maximum allowed thresholds for time
and value variations allowed in the model. All such values
strictly depend on the system being modeled, and thus can
not be generalized.

An example of a possible positive impact of a sound
implementation of dynamic time step is threshold crossing
detection, i.e., the capability of detecting the exact time stamp
at which an input signal crosses a threshold value [38]. Note
that this feature is crucial to support non-linear and piece-

wise linear constructs, and is supported by all other AMS
languages (i.e., Verilog AMS and VHDL-AMS). Threshold
crossing can be implemented with a careful management of
the dynamic time step feature: when the input signal ap-
proaches the threshold, the time step must become smaller,
so to determine much more exactly the crossing instant (e.g.,
in [38] the time step varies between 1.3ms and 0.1ms to
accurately detect threshold crossing of a simple sinusoidal
signal). Leaving such a crucial feature in the hands of the
user is dangerous, and the effectiveness of SystemC-AMS
would improve by embedding time step adjustment in the
synchronization layer.

5.3.2 LSF issues
The LSF MoC has two main issues that become particularly
critical in presence of physical and mechanical components.
The first problem is tied to the initialization of the integra-
tive constructs (i.e., the sca_lsf::sca_integ primitive).
Integration converges over time only if the correct initial
condition is set, thus requiring an effort from the designer to
determine the correct value (default is 0). From Figure 7 it is
possible to see that this may require up to ten digit precision:
any minor modification (e.g., stopping at the ninth digit)
would cause a divergence and stuck the integrator construct
at NaN, with very little tracing support. This issue happens
also in other simulation environments (e.g., Simulink), as
it is intrinsic of the integrative problem. However, other
simulators provide solvers for initial value problems of
ordinary differential equations, that suggest a correct initial
condition with no effort from the designer. Additionally, the
fixed time step strategy of SystemC-AMS and the adoption
of simple solvers to numerically solve the integral make the
problem even more critical, and leave far less debugging
information to the designer.

This problem could be partially diminished by dynam-
ically adjusting the time step during the simulation, so that
finer ticks could help detecting when the divergence occurs.
If the change in the monitored signal with respect to time is
increasing, then the next time step should be of decreasing
size to ensure that all the variations of the signal will be
sufficiently sampled. While, when the rate of change of the
signal is lower, the simulation time step could be increased,
resulting in a lower number of simulation points that should
be computed. This can lead to very effective results in terms
of simulation speed and accuracy, as it allows avoiding over-
sampling and in some cases also divergence. However, as
mentioned in Section 5.3.1, the management of the dynamic
time step is currently left entirely to the designer, thus result-
ing extremely challenging, and a very detailed knowledge
of the case study is required.

5.3.3 ELN issues
The primitives defined for the ELN MoC suffer from severe
limitations, that make its adoption in realistic industrial case
studies complex.

The current implementation of ELN does not support
non-linear components, e.g., diodes and transistors. To over-
come this limitations, different solutions have been pro-
posed in the literature to describe non-supported models,
like diodes and ideal switches [39], [40], [41]. However,
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Figure 13: Diode characteristic curve (left) and SystemC-
AMS implementation proposed by [40] (right).

these solutions are custom implementations, that in some
cases modify critical parts of the SystemC-AMS infrastruc-
ture, like the construction of the underlying system matrices
or the adoption of multiple solvers. As such, these solu-
tions are subject to errors and to inefficient computation. A
clear discussion of the problem is provided by [40], that
presents the modeling of an energy harvester, including a
diode. The behaviour of the diode is briefly explained in
Section 3.4 and its general structure is depicted in Figure 5.
The paper of Caluwaerts et al. [40] explores different im-
plementations of the diode, and identifies the one based on
a controlled switch as the most promising one. Figure 13
shows more in details how the switch is implemented
inside an instance of a TDF component, through a TDF-
controlled sca_rswitch. However, the authors highlight
that the instantaneous switching provided by the SystemC-
AMS primitive disturbs the state vector of the circuit. To
solve this issue, they had to introduce an artificial capacitor,
to maintain voltage evolution within reasonable levels. This
proves that extending ELN support to non-linear (or at least
piecewise-linear) elements would be crucial to enhance the
effectiveness of SystemC-AMS, and that it can not be simply
left to the intuition of the users.

Another major limitation of the ELN level is that it sup-
ports the Direct Current domain, while it does not support
the Alternate Current (AC) domain, that is nonetheless crucial
for modeling large scale production and energy systems
(that may even operate in tri-phase). Sinusoidal curves
are indeed supported only as sources of non-conservative
data (e.g., the sin_src LSF block), thus not applying the
conservation laws and the typical AC behaviors, e.g., the
phase that may occur between current and voltage curves
(that determines a possibly significant waste of power). To
overcome this limitation, the authors of [14] introduced
two possible ways to model AC curves in SystemC-AMS.
Once again, this is little more than a custom solution, that
should be engineered and introduced in the SystemC-AMS
environment to ensure correct and efficient computation.

5.4 Implementation issues

Two issues linked to system management and scheduling
are not caused by the standard per se, but rather by an ineffi-
cient memory usage in the Proof of Concept implementation
of SystemC-AMS.

5.4.1 Construction of static schedules
As mentioned earlier in the paper, the SystemC-AMS sched-
uler heavily relies on the construction of static schedules,
that are saved as activation lists reflecting the static order of
execution of each component. Such an activation list has a
maximum size, that can not be exceeded without incurring
in memory blocking errors (e.g., end of stack size). If system
size is limited, and modules work at the same time step (or
with few variations), everything works fine, and actually
this implementation of the scheduler is one of the reasons
for the fast simulation of SystemC-AMS.

However, in some scenarios, it is necessary to integrate
modules working at very different time scales: a valid
example is the work in [13], that runs TDF modules with
time steps that vary from 100ns to 1s, reflecting the dynamic
properties of the different system components (i.e., battery
chemical reactions are far slower than a processor clock
rate), thus implying a difference of 7 orders of magnitude.

A
1s

B
1ms

C
1ms

D
100ns

D
100ns

B
1ms

C
1ms

D
100ns

D
100ns

10 activations

1000
activations

Figure 14: Example of scheduling issue: if the modules in the
system execute at heterogeneous time rates, the activation
list constructed by the TDF scheduler may be very long,
despite of its periodicity. A more compact representation,
making explicit the relationship between time steps, would
impact on run time but allow the simulation of larger
systems.

The top of Figure 14 abstracts the problem by showing
the corresponding activation list: cluster schedule would
contain one module working at 1s (A), followed by 1000
entries to the modules working at 1ms (B and C), each
interleaved with the 10 entries to the module working at
100ns (D). This quickly leads to a crash of the synchro-
nization layer. Nonetheless, the decoupling at different time
steps is a key advantage of SystemC-AMS, and it would
be even more relevant in the context of plant or machin-
ery modeling, as different system components evolve at
very different speeds (e.g., fine grain mechanical models
versus gross grain models of the energy subsystem or of
thermal evolution). It might thus be necessary to re-think
the SystemC-AMS scheduler, e.g., by allowing a dynamic
reconstruction of the static schedule from activation queues
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of smaller periods (e.g., a list of all modules that must be
activated every 1ms, points to an entry summing up the
10 activation of the modules working at 100ns, as shown
on the bottom of Figure 14). This solution would increase
scheduling overhead at run time, but it would allow the
simulation of larger systems with more realistic features.

5.4.2 Primitive instantiation at initialization time
Another issue ascribable to the current implementation of
SystemC-AMS occurs at initialization time, during the con-
struction of the matrices used by the solver to determine
system state over time. The initialization of system matrices
makes an intensive use of recursive calls over LSF and
ELN primitives (e.g., to initialize system matrices), thus
making computation unfeasible for large systems, due to
stack overflows. To overcome this issue, artificially increas-
ing stack size is only a palliative. The impact is heavy on
descriptions that require a large number of primitives, as in
the case of the thermal simulator proposed in [11], where
the maximum achieved granularity of the thermal model
is determined by the memory limitations of the SystemC-
AMS solver for the instantiation of resistor and capacitor
ELN primitives, and not by flaws or intrinsic limitations of
the model itself. Thus, the future versions of the SystemC-
AMS library should bear in mind memory usage as a con-
straint, and re-design synchronization algorithms to avoid
extensive use of recursive calls.

5.5 Further extensions
The last two issues are rather nice-to-have features, that
would ease the job of the designer and enhance SystemC-
AMS simulation.

5.5.1 Multi-discipline systems
Section 4.3 clarified that the only conservative domain sup-
ported by SystemC-AMS is the electrical one: any other
kind of conservative description must be either reduced
to the electrical domain (e.g., through a circuit equivalent
model, or by relying on the analogies between domains),
or implemented as equations that explicit also the intrinsic
conservation laws of the domain of interest.

Nonetheless, it is easy to notice that the majority of
designs cited in Section 4 contains components belonging
to different disciplines: the wind turbine and the DC mo-
tor include mechanical equations, while the pico-projector
uses rotational and rotational acceleration constructs to
allow the evaluation of its control SW removing the rip-
ple effect. Let us now focus on the mirror component
of the pico-projector. It is an excellent example of multi-
discipline component since it was originally implemented
in Verilog-AMS by combining together the electrical
and the rotational_omega disciplines. Specifically, ro-
tational omega uses the angular acceleration as potential
nature, and the angular force as flow nature. Internally, the
mirror is divided into two stages: the first stage is electrical
and receives the signals from the two OpAmps compo-
nents; then, the electrical part is connected to the electro-
mechanical one, implemented by using the two rotational
disciplines.

A viable solution for extending SystemC-AMS to non-
electrical domains components could be the adoption of the
bond graph MoC [42]. A bond graph represents the energy
flow between generalized elements, defined by their effort
(voltage for the electrical domain) and flow (current) [43].
The physical quantity represented by effort and flow, and
the corresponding unit measure, strictly depend on the
modeled domain, as outlined in Table 22. Bonds between
elements define causality constraints, and allow to com-
pute system state by propagating equations and relations
between quantities. The bond graph MoC is adopted by
a number of simulators, including Simulink and Modelica,
thanks to its effective support for multiple domains; addi-
tionally, the analysis of the bonds allows to easily detect
model flaws, e.g., algebraic loops or ill-posed models.

Table 2: Bond graph effort and flow elements for different
domains (with unit measure)

DOMAIN EFFORT FLOW

ELECTROMAGNETIC Current (A) Voltage (V )
MECHANICAL LINEAR Velocity (m/s) Force (N )

MECH. ANGULAR Angular velocity (rad/s) Torque (N ·m)
HYDRAULIC Volume flow rate (m3/s) Pressure (Pa)

A preliminary implementation of bond graphs in
SystemC-AMS has been proposed over a decade ago, to-
gether with an analysis of how the SystemC-AMS simula-
tion infrastructure should be extended to include a bond
graph solver [42]. The increasing relevance of non-electrical
conservative domains for plant modeling makes bond graph
an even more crucial solution: thus, its definition could
contribute to an effective extension of SystemC-AMS in the
direction of modeling physical and dynamic systems.

5.5.2 SystemC-AMS parallelization
Many works in the literature proposed approaches to par-
allelize SystemC by exploiting the intrinsic parallelism of
RTL, and at times also of TLM, to achieve faster simulation
through the adoption of parallel schedulers or by moving
event-driveness to separate threads [44]. The work in [45]
highlighted a common limitation of all such approaches:
their integration inside of the SystemC kernel would be
impossible, as they do not follow its semantics and APIs,
or even completely remove the kernel for the sake of faster
simulation.

The structure of SystemC-AMS offers additional ways
to achieve parallelization, without distorting the building
blocks of SystemC. At this point, it is clear that SystemC-
AMS simulation relies on system partitioning into clus-
ters of highly interconnected modules and primitives. Such
clusters have few dependencies on each other, and their
producer-consumer dependencies are clearly defined by
the TDF semantics, that does not allow contention (e.g.,
multiple writers). Thus, it would be possible to foresee a

2. To effectively support multiple domains, the elements are extended
to generalized displacement (charge for the electrical domain), gener-
alized momentum (flux), resistance (resistance), inertance (inductance)
and compliance (capacitance).
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parallel extension of the SystemC kernel, where clusters are
executed independently, reducing synchronization only at
the borders. Despite of being a promising development of
the standard, this direction has not been explored yet.

6 CONCLUSION

The paper started from the analysis of the current state of
the art and from a set of heterogeneous case studies to make
a point on the current status of SystemC-AMS with respect
to the modeling of CPPSs. The analysis highlighted issues
with different levels of severity: some have to be considered
to allow an effective modeling of physical and mechani-
cal behaviors (e.g., solver extension, support for dynamic
systems and non-linear behaviors), while others are nice-to-
have, that would ease the modeling from the perspective
of a non-expert user or extend the expressiveness of the
language (e.g., multi-domain support, improved memory
usage). The discussion in the paper provided pointers to
current custom solutions and possible future developments
and improvements. The issues discussed in this work can
help prioritizing which issues should be addressed first for
improving SystemC-AMS, to make it an effective resource
also in the Industry 4.0 automation scenario.
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