
Science Arts & Métiers (SAM)
is an open access repository that collects the work of Arts et Métiers Institute of

Technology researchers and makes it freely available over the web where possible.

This is an author-deposited version published in: https://sam.ensam.eu
Handle ID: .http://hdl.handle.net/10985/23047

To cite this version :

Sijie HU, POLETTE ARNAUD, Jean-Philippe PERNOT - SMA-Net: Deep learning-based
identification and fitting of CAD models from point clouds - Engineering with Computers - Vol. 38,
n°6, p.5467-5488 - 2022

Any correspondence concerning this service should be sent to the repository

Administrator : archiveouverte@ensam.eu

https://sam.ensam.eu
https://sam.ensam.eu
http://hdl.handle.net/10985/23047
mailto:archiveouverte@ensam.eu
https://artsetmetiers.fr/


Vol.:(0123456789)1 3

Engineering with Computers 
https://doi.org/10.1007/s00366-022-01648-z

ORIGINAL ARTICLE

SMA‑Net: Deep learning‑based identification and fitting of CAD 
models from point clouds

Sijie Hu1 · Arnaud Polette1 · Jean‑Philippe Pernot1 

Received: 30 November 2021 / Accepted: 18 March 2022 
© The Author(s), under exclusive licence to Springer-Verlag London Ltd., part of Springer Nature 2022

Abstract
Identification and fitting is an important task in reverse engineering and virtual/augmented reality. Compared to the traditional 
approaches, carrying out such tasks with a deep learning-based method have much room to exploit. This paper presents 
SMA-Net (Spatial Merge Attention Network), a novel deep learning-based end-to-end bottom-up architecture, specifically 
focused on fast identification and fitting of CAD models from point clouds. The network is composed of three parts whose 
strengths are clearly highlighted: voxel-based multi-resolution feature extractor, spatial merge attention mechanism and 
multi-task head. It is trained with both virtually-generated point clouds and as-scanned ones created from multiple instances 
of CAD models, themselves obtained with randomly generated parameter values. Using this data generation pipeline, the 
proposed approach is validated on two different data sets that have been made publicly available: robot data set for Industry 
4.0 applications, and furniture data set for virtual/augmented reality. Experiments show that this reconstruction strategy 
achieves compelling and accurate results in a very high speed, and that it is very robust on real data obtained for instance 
by laser scanner and Kinect.

Keywords  Identification · Fitting · Deep learning · Transformer · Data generation · Virtual reality · Reverse engineering

1  Introduction

At a time when companies and individuals are increasingly 
immersed in the digital world, even the full 3D world, solv-
ing the question of moving from the real world to the vir-
tual one is becoming central. Thus, there is a clear need to 
develop fast and accurate reconstruction techniques also able 
to keep track of the possible evolutions and changes. This is 
particularly true in the context of the Industry 4.0 for which 
there is a large demand to model digital twins of products 
and systems, and to maintain the coherence between the real 
and virtual worlds in time [39]. With the development and 
spreading of 3D acquisition technologies, reverse engineer-
ing (RE) has been extensively exploited in recent years to 

support various applications, for instance in engineering 
design, robotics, metrology or cultural heritage [6]. For most 
engineering applications, the main objective is to extract 
information from the acquired raw data to reconstruct para-
metric CAD models that best fit to the current state of the 
object. Today, most existing RE techniques follow a time-
consuming patch-by-patch reconstruction strategy, wherein 
users have to face cumbersome trimming and stitching 
issues. At the end, dead CAD models are obtained and can-
not be modified later on. Moreover, in the absence of suit-
able approaches, very few RE techniques are able to deal 
directly and efficiently with the case of assemblies. Thus, 
the method generally consists in disassembling the various 
parts that will then serve as inputs of the RE process, and 
then most probably reassembled in the virtual world. This 
does not allow to study assemblies which cannot be disas-
sembled easily. As a consequence, these approaches do not 
fully address the requirements of the Industry 4.0 in terms 
of fast reconstruction or update of virtual environments and 
complete systems, which is the focus of this paper.

With the rapid development of computer technologies and 
hardware, deep learning has received increasing attention 
due to its numerous applications in different areas, such as 
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computer vision, simulation, natural language processing, 
and robotics. As a dominating branch of artificial intelli-
gence, deep learning has been successfully used to solve 
complex problems that are sometimes difficult to solve with 
more traditional approaches. Specifically, being able to iden-
tify parts and assemblies, segment point clouds and retrieve 
CAD model parameter values from a point cloud are essen-
tial steps, which could benefit a lot from a deep learning-
based approach. However, the use of deep learning to reverse 
engineer products or systems is a relatively poorly explored 
strategy, and notably when it comes to the reconstruction of 
parametric CAD assemblies [6]. Although some 3D recon-
struction methods based on deep learning have emerged 
in recent years [2, 3, 26, 27], these methods are all based 
on existing open datasets and are not specifically designed 
for reverse engineering, so their accuracy is far from meet-
ing the requirements of industrial applications. The lack of 
proper datasets is certainly partially responsible for such a 
low attention, as it is a bottleneck that makes very challeng-
ing this type of research. Indeed, most existing datasets are 
only designed for tackling part-level or instance-level 3D 
scene understanding, like 3D semantic segmentation and 
3D object detection or parameter-independent 3D recon-
struction. Moreover, these datasets usually originate from 
the Internet and require a huge amount of manual annota-
tions. The work presented in this paper not only aims to 
identify parts and assemblies from point clouds, but also 
to retrieve parameter values from the corresponding CAD 
models.

To solve those issues and allow a more global approach to 
reverse engineering, this paper introduces a deep learning-
based reconstruction technique. Figure 1 shows a reconstruc-
tion example following the proposed approach. It is based 
on a novel end-to-end bottom-up architecture, specially 
focused on fast identification and fitting of CAD models 
from 3D point clouds. If the point cloud embeds several 
semantic parts (e.g., chairs or tables), they are treated sepa-
rately after a segmentation step (Fig. 1b). The core of the 
approach relies on the so-called SMA-Net (Spatial Merge 
Attention Network) composed of three main parts: voxel-
based multi-resolution feature extractor, spatial merge 
attention mechanism and multi-task head. It is trained with 

both virtually-generated point clouds and as-scanned ones 
created from multiple instances of several CAD templates, 
themselves obtained with randomly generated parameter 
values. Using this data generation pipeline, the proposed 
approach has been validated on two different datasets: robot 
dataset for Industry 4.0 applications, and furniture dataset 
for virtual/augmented reality. Once trained, SMA-Net can 
be used on a new point cloud, to identify the correspond-
ing CAD template  (Fig.  1c) and estimate its parameter 
values (Fig. 1d). The CAD templates gather together prior 
knowledge on the parts to be reconstructed, including all the 
constraints to define the related B-Rep models. The geomet-
ric reconstructions are performed within a CAD software 
in charge of updating the CAD models using the outputs 
of SMA-Net. The adopted modeler also keeps track of the 
consistency of the generated models, including assembly 
constraints between parts if needed.

Experiments show that this reconstruction strategy 
achieves compelling and accurate results in a very high 
speed, and that it is very robust on real datasets obtained 
for instance by laser scanner and Kinect. Thus, these results 
are of particular interest in the context of the Industry 4.0, 
to maintain the coherence between real products/systems/
environments and their digital twins whose geometric mod-
els are a prior known, but whose configurations are evolving.

The contribution is threefold: (i) a novel reverse engi-
neering framework able to fit CAD models on point clouds 
segmented using a deep segmentation network; (ii) a virtual 
data generation pipeline able to generate datasets of CAD 
model instances together with their as-scanned point clouds 
and related parameter values; (iii) a light and fast bottom-up 
3D classification and fitting framework, named SMA-Net, 
able to identify objects from point clouds and estimate the 
parameter values of the corresponding CAD templates in 
an end-to-end manner. For the first time, such datasets used 
to validate the proposed identification and fitting technique 
have been made publicly available.

The paper is organized as follows. Section 2 reviews 
the works related to reverse engineering and deep learn-
ing. The overall framework is presented in Sect. 3 with the 
details of the three parts of SMA-Net. The experimental set 
up is detailed in Sect. 4, and the results are presented and 

Fig. 1   Fast reconstruction of a 
chair CAD model: a acquired 
chair point cloud and its envi-
ronment, b segmented point 
cloud, c CAD template and its 
parameters, d fitted CAD model 
generated by a CAD modeler 
with parameter values resulting 
from SMA-Net

(b) (b) (c) (d)
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discussed in Sect. 5. Section 6 ends this paper with conclu-
sion and discussion.

2 � Prior work

This section reviews previous reverse engineering and deep 
learning approaches for point cloud analysis. In reverse engi-
neering, a particular attention is paid on the template-based 
methods. Fayolle and Pasko proposed a system to recon-
struct solid models from digital point clouds by means of 
a genetic evolutionary algorithm [18]. Robertson et al. [45] 
have exploited the way to extract parametric models of fea-
tures from poor quality 3D data using RANSAC [19], but it 
can only estimate parameters of simple primitives (e.g. cyl-
inder, plan). As an extension of RANSAC [31, 37, 48], try 
to recover multiple primitives from a point cloud. However, 
the performance of these RANSAC-based methods is highly 
dependent on the tuning of parameters based on prior knowl-
edge of different primitive shapes and it is not able to reverse 
a full CAD model. These algorithms focus on the resolution 
of general reverse engineering problems. Therefore, it is dif-
ficult to achieve accurate reconstructions of 3D targets like 
template-based methods do. Bey et al. [5] have introduced 
a template-based method to reconstruct CAD models from 
3D point clouds, which is applied for civil engineering pur-
poses. Erdös et al. have presented a CAD model matching 
method and they have extended the type of features to torus 
and cuboids [16]. In these works, the authors also focus on 
basic shapes (e.g. cylinder and cuboids) and do not work on 
complete CAD models. Inspired by template-based reverse 
engineering approaches, Buonamici et al. [7] proposed a 
technique to fit a single CAD template on a point cloud, 
while using particle swarm optimization. Another fitting 
approach is proposed by Shah et al. [50], with a template-
based CAD reconstruction process optimized part-by-part 
using simulated annealing. These template-based methods 
show good results, but suffer from several limitations. For 
instance, manual intervention is required when pre-aligning 
CAD templates onto the point clouds, and a lot of time is 
spent in the iterative resolution process. In recent years, 
some template-based point cloud fitting methods based on 
deep learning have emerged. Armen et al. [2] perform scan-
to-CAD alignment by predicting 9-DoF (degree of freedom) 
of the CAD model.  [3, 26, 27] use similar way to align 
the CAD template with the 3D input. Then, to improve sur-
face reconstruction accuracy, Vladislav et al. [30] proposed 
to deform retrieved CAD models after their alignment to 
scans.  However, this mesh deformation based method 
can only achieve rough approximations, and it results in 
changes in the geometric properties of the CAD model that 
is transformed in a mesh. Thus, it is still difficult to meet the 

industrial requirements in terms of parameter-driven CAD 
template reconstruction.

Many different ways have been proposed to process point 
cloud data using deep learning, such as point-wise CNNs [8, 
29, 44, 64, 67], volume-wise CNNs [10–12, 24, 25, 53], 
multi-view CNNs [9, 35, 43, 52] and special CNNs, namely 
kernel-based parametric CNN [54, 59, 62] and graph reason-
ing [36, 51, 57, 58]. Considering point-wise CNNs, Point-
Net [8] is a pioneer in this direction. However, PointNet does 
not capture local structures limiting both its ability to rec-
ognize fine-grained patterns and its generalizability to com-
plex scenes. There have been some attempts to strengthen 
the ability to explain local features to learn deep point set 
features more efficiently and robustly [44, 64, 67]. Instead 
of directly processing the irregular points, voxel-based 
methods project point cloud on regular 3D grids in Euclid-
ean space. Graham et al. [24, 25] try to handle voxel-based 
data by sparse tensor and sparse convolution and achieved 
good results for the segmentation of indoor scenes. Chris-
topher et al. [11] introduced 4D Spatio-Temporal ConvNets 
that further improve the efficiency of sparse convolution 
through a more complex network structure. Multi-view 
CNNs represent the 3D point cloud with images rendered 
from different views and analyze the information based on 
a 2D CNN. Recently, Chen et al. [9] proposed to encode 
the sparse 3D point cloud with a compact multi-view repre-
sentation for the task of object detection. Abhijit et al. [35] 
chooses multiple different virtual views from a 3D input to 
generate representative 2D channels for training a 2D model 
for the task of indoor 3D semantic segmentation. Moreover, 
some work designed convolutional kernels in special ways to 
improve the parsing ability of convolutional operations. Xu 
et al. [65] introduced SpiderCNN whose kernel is defined 
by a Taylor polynomial function with neighbors weighted so 
as to extend convolutional operations from regular grids to 
irregular point sets. Thomas et al. [54] introduced KPConv 
a new point convolution kernel which optimize the position 
of each weights dynamically. Besides, Li et al. [36] explored 
the improvement of 3D scene understanding performance in 
a non-Euclidean space.

Deep learning approaches often rely on huge data-
sets.  ScanNet [14] and S3DIS  [1] are richly annotated 
datasets of 3D reconstructed meshes of indoor scenes spe-
cifically designed for scene understanding. For the task of 
part-level understanding, ShapeNetPart [66] and PartNet 
[40] introduce a large-scale dataset with instance-level 3D 
objects annotated. As an outdoor scene dataset, KITTI [20] 
is widely used for optical flow estimation, 3D object detec-
tion and 3D tracking. However, such datasets are not yet 
fully available when considering point clouds for parameter 
values estimation. Moreover, aforementioned deep learning 
methods as a backbone are often used in 3D classification, 
3D object detection and 3D scene segmentation tasks. There 
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exist few attempts to study their application in reverse engi-
neering, especially to reconstruct parametric CAD models 
[34, 60]. To circumvent those limitations, this paper intro-
duces SMA-Net, a multi-task convolutional neural network 
designed to perform both the classification and parameter 
estimation in one forward propagation during fitting pro-
cess. Furthermore, a virtual data generation pipeline is pro-
posed to allow the creation of large datasets ready for train-
ing, and to validate the approach.

3 � RE framework and SMA‑Net architecture

This section introduces the novel RE framework together 
with the architecture and technicalities of SMA-Net, the 
Spatial Merge Attention Network at the core of the proposed 
approach.

3.1 � Reverse engineering framework

The RE framework is presented on Fig. 2. It starts with the 
acquisition of a raw point cloud, which then undergoes a 
segmentation and clustering step, which can be done by 
the existing well-designed semantic segmentation net-
works [63] and clustering algorithms [47]. In our imple-
mentation, SSCNs [23] pretrained on ScanNet dataset and 
DBSCAN [17] are used for segmentation and clustering 
respectively. The output point clouds are then analyzed by 
SMA-Net, which has been pre-trained upstream. Thanks to 
an elegant deep neural network and an end-to-end learning, 
SMA-Net allows object identification and parameter estima-
tion into one module. It outputs the classes and estimated 
parameter values of the parts and assemblies identified in the 
point cloud. This information is then used as inputs of the 
reconstruction module in charge of generating all the CAD 
model instances using pre-defined templates. CAD templates 
include built-in constraints (e.g. symmetries, joints between 
parts) to be satisfied by the modeler during the reconstruc-
tion step. The whole framework is an end-to-end architec-
ture without any loop or iteration, which makes it very fast 
and easy to control. Here, CAD models do not need to be 
updated at multiple iteration steps, and they are generated 
only once after the fitting.

3.2 � Overview of the identification and fitting 
framework

To obtain the right class and precise parameter values, three 
problems have been tackled. The first is to extract features 
from the 3D object space in an efficient way, the second is 
to efficiently integrate information from a large amount of 
extracted features, and the third is to build a robust loss func-
tion to guide the learning process. SMA-Net has an elegant 
network architecture for solving these three problems. It con-
sists of three main components depicted on Fig. 3:

•	 Voxel-based multi-resolution feature extractor to effi-
ciently extract features from different spatial resolu-
tions (Fig. 3a). The input is a set of Np points of 3D coor-
dinates pi = (xi, yi, zi) ∈ ℝ

3 , with i ∈ [1…Np]. Firstly, 
the complete point cloud is voxelized at a voxel size of 
V s (s refers to the size of voxel) and then fed into a 3D 
CNN for feature extraction. The output is a set of feature 
maps generated at different resolutions and denoted as Fj , 
with j ∈ [1…Nl] and j the index of the extracted feature 
maps with different spatial resolutions.

•	 Spatial merge attention mechanism for robustly inte-
grating features of different resolutions (Fig. 3b). Each 
extracted feature map Fj is forwarded to the spatial atten-
tion (SA) mechanism, which emphasizes spatial mean-
ingful features of Fj along spatial axis. It generates a SA 
score Mj

s
 for each spatial resolution layer. Then, spatial 

recalibrated features Fj
s
 are computed by voxel-wise mul-

tiplications between Mj
s
 and Fj. A merge function is fol-

lowed to squeeze and extract the important features from 
Fj
s
 , which are then fused to form the global feature vector 

V. During this step, the information related to the size of 
the raw point cloud are also incorporated. Specifically, 
the merge function is composed of a set of transformer 
blocks and a channel attention block combined to pro-
duce the final feature vector.

•	 Multi-task head for multi-parameters learning 
(Fig.  3c).  After obtaining the final feature vector, 
highly characterized information is input to multi-heads 
part. The multi-heads is composed of a classifier and 
several parameter regressors. The output of the classifier 
is used to retrieve the CAD template model from data-

Fig. 2   Proposed RE frame-
work exploiting the pre-trained 
SMA-Net for fast identification 
and fitting of CAD models from 
point clouds
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base, and the parameter regressors are used for estimating 
parameter values precisely.

The outputs of SMA-Net then serve as inputs of the CAD 
reconstruction step, which extracts the identified CAD tem-
plate and instantiates it with the estimated parameter values 
to get the final CAD model fitting the point cloud (Fig. 2).

3.3 � Voxel‑based multi‑resolution feature extractor

Generally, any point feature extraction network can serve 
as the feature extractor. On the other hand, the grid-based 
methods have proven to be computationally efficient and 
are particularly suitable for image feature extraction due to 
their controllable receptive fields. Thanks to the emergence 
of sparse representation and sparse convolution technology 
[11, 25], these attributes have been well extended to the 3D 
field. Hence, the first component of SMA-Net exploits a 
voxel-based CNN for efficient feature encoding (Fig. 3a). In 
particular, the U-Net [46] architecture has been wildly used 
in 2D and 3D domains especially for the semantic segmenta-
tion because of its efficient encoder-decoder structure and 
hierarchical expression. Thus, SMA-Net follows the U-Net 
like architecture with sparse representation and sparse con-
volution technology. Unlike previous methods [11, 23] 
which only use the information of the last layer of U-Net to 
derive the final output, SMA-Net exploits different feature 
extraction layers containing different structure size informa-
tion. Indeed, even if their final output benefits from previ-
ous layers by skip-connections, these methods unavoidably 
miss useful information present at lower resolutions, which 
undoubtedly reduces the quality of the results. Actually, in 
a deep neural network, the receptive field increases as the 
depth of the network increases, and the deeper of the net-
work, the more abstract of the extracted features. In other 

words, the shallow layer contains rich local structure size 
information, while the deep layer contains more overall 
structure size information. For parameter estimation task, 
extracted features can represent the detail information of the 
target, but they are also able to express more abstract overall 
structural information.

To this end, the input point set are voxelized into volumes, 
then a series of sparse convolution operations are performed 
with skip connections to extracts features from different spa-
tial resolutions (Fig. 3a). Thus, the geometric and contextual 
features of different spatial resolutions are extracted. The 
output is a set of Nl feature maps generated at different 
spatial resolutions and denoted as Fj ∈ ℝ

Cj×Lj×Wj×Hj , with 
j ∈ [1…Nl] , j the index of features at different spatial reso-
lutions, and Cj the feature channels with spatial resolution 
at Lj ×Wj × Hj.

3.4 � Spatial merge attention mechanism

The attention mechanism has made great achievements in 
many visual perception tasks such as image caption gen-
erators, multi-object detection and semantic segmenta-
tion. More recently, the attention mechanism represented 
by transformer has been widely used in the image field 
with very impressive results [15, 33, 38]. Thus, this part 
of SMA-Net consists of two submodules detailed in the 
next subsections (Fig. 3b): (1) voxel-based multi-resolution 
spatial attention (SA), (2) data merge (DM) consisting of 
two transformer blocks and a channel attention block. They 
have been specifically designed for enhancing the repre-
sentational power of the network. The output of the Spatial 
Merge Attention mechanism is the feature vector V used as 
input of the multi-heads part (Fig. 3c).

Fig. 3   Spatial Merge Attention Network (SMA-Net) highlighting 
three main components: a feature extractor extracting per-volume fea-
tures Fj from different resolutions, b  spatial merge attention mecha-

nism aggregating multi-resolution features to a vector,  c  multi-task 
head predicting the class and its parameters
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3.4.1 � Multi‑resolution spatial attention

To further recalibrate spatial information, the SA submod-
ule learns a set of spatial probability maps to weight the 
conv-layer feature maps of the CNN. Specifically, given a 
feature map Fj encoded by the hierarchical U-Net struc-
ture, SA sequentially infers a 3D spatial attention map 
Mj

s
∈ ℝ

1×Lj×Wj×Hj (Fig. 4a). Next, the recalibrated feature 
map Fj

s
∈ ℝ

Cj×Lj×Wj×Hj can be computed as follows:

where �(⋅) is the spatial attention function and ⊗ the ele-
ment-wise multiplication. In SMA-Net, this function first 
aggregates spatial information of different feature maps by 
means of max-pooling and average-pooling operations. The 
outputs of those operations are then forwarded to a light 
sparse convolutional neural network. The process can be 
summarized as:

where � denotes the sigmoid function, ������ denotes 
sparse convolution, ���� and �� refer to Rectified Linear 
Unit activation function [22] and instance normalization [55] 
respectively, and ��� is the concatenate operation.

(1)
Mj

s
= �(Fj), with j ∈ [1…Nl],

Fj
s
= Mj

s
⊗ Fj

,

(2)
�(Fj) = �

[
������

(
Aj
)]
,

Aj = ����
(
��

(
������

(
���

(
Fj
max

,Fj
avg

))))
,

3.4.2 � Data merge

The data merge consists of two transformer blocks and a 
channel attention block. Figure 5.a illustrates the structure 
of a transformer block which consist of layer normaliza-
tion ( ��)  [4], multi-head self-attention ( ���)  [15, 56, 
61] and a feed forward network ( ��� ) that can be replaced 
by a MLP (Sect. 4.3.1). Each transformer block inputs a 
sequence, and outputs another sequence after a forward 
propagation [56] in which each sequence is composed of 
several tokens, where each token is represented by a vector 
of dimension ℝCt. Formally, the calculation of the output Zl 
of a transformer block can be formulated as follows:

where Zl−1 is the output of the last block. Furthermore, 
��� stands for multi-head self-attention, which is the 
core of transformer block and which can be formulated as 
follows (Fig. 5b):

where i ∈ [0, 1,… , h − 1] is the head index and h is the num-
ber of heads, dk

i
 is the dimension of Ki , and Mq

i
∈ ℝ

Ct

h
×

Ct

h  , 

Mk
i
∈ ℝ

Ct

h
×

Ct

h  , Mv
i
∈ ℝ

Ct

h
×

Ct

h  and Mc ∈ ℝ
Ct×Ct are weight 

(3)
Zl = ���

(
��

(
Ẑ
l
))

+ Ẑ
l
,

Ẑ
l
= ���

(
��

(
Zl−1

))
+ Zl−1

,

(4)

���(Z) = ���
�
A0,A1,… ,Ah−1

�
Mc

,

Ai = �������

⎛⎜⎜⎜⎝

QiKi
T

�
dk
i

⎞⎟⎟⎟⎠
Vi,

Qi = ZM
q

i
,Ki = ZMk

i
and Vi = ZMv

i
,

Fig. 4   Architecture of the 
attention mechanisms: a spatial 
attention submodule taking 
advantage of max-pooling 
and average-pooling opera-
tions forwarded to a 3D sparse 
CNN, b channel attention 
submodule combining outputs 
of max-pooling and average-
pooling using a shared MLP 
network
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matrices of linear projection functions. The self-attention 
operation in transformer block makes all tokens mutual inter-
act, which in theory can yield global receptive field. Thus, 
in the field of 2D images, the input image is usually divided 
into a number of fixed-size patches, and each patch is con-
sidered as a token, thereby converting the 2D image into a 
sequence [13, 15, 61].

Considering the identification and fitting tasks, a simple 
way to generate a token is transforming a feature map Fj 
into a token Tj. However, the number of tokens depends on 
the depth of the U-Net pyramid structure, which is very lim-
ited. This inevitably causes a design contradiction: obtaining 
more tokens by increasing the depth of U-Net. Moreover, 
although this way can fuse features from different resolu-
tions, considering the whole feature map in a resolution as a 
token will lose valuable details. To overcome this problem, 
a simple channel reshape strategy is used. Unlike [15, 61], 
tokens are not generated in spatial domain. Instead, tokens 
are produced along channel axis. L tokens are generated, and 
each token is represented by a Ct-dimensional vector.

In practice, data merge module takes the output of multi-
resolution spatial attention Fj

s
 as input. It is first squeezed 

into a vector along spatial axis, so the length of the vector 
is the number of feature channels Vj

s
∈ ℝ

Cj. Then, all Vj
s
 , 

with j ∈ [1…Nl] are concatenated into one vector Vs. This 
process can be summarized as follows (Fig. 3):

Moreover, the original size information, such as size d of 
the bounding box diagonal, maximum (xmax, ymax, zmax) and 

(5)
Vs = ���

(
V1

s
,V2

s
,… ,VNl

s

)
,

Vj
s
= �������

(
Fj
s

)
, with j ∈ [1…Nl].

minimum (xmin, ymin, zmin) of raw coordinate values P of 
point cloud provide a vital cues for 3D scene perception and 
understanding. Thus, the size information Gr of the original 
point cloud is also provided (Fig. 3):

Then, Vs and Gr are further projected into a high-dimen-
sional space and then combined through a concatenate 
operation to obtain Vc:

where Ms ∈ ℝ
len(Vt)×(L−1)⋅Ct and Mr ∈ ℝ

7×Ct are weight 
matrices. After, Vc is divided into L groups, resulting in L 
tokens.

where L ⋅ Ct is equal to the length of Vc. In this way, tokens 
are defined more efficiently. More explanations are unfolded 
in the ablation study. Next, transformer blocks take the gen-
erated tokens as input to further aggregate the information 
and learn a global context. Then, all tokens are recompressed 
into a vector Vt. Finally, given the merged feature vector Vt , 
a channel attention network is applied to refine the features 
and produce the final feature vector to be used for the multi-
task head (Fig. 4b):

(6)

Gr = ���(Xmax,Xmin, d) ∈ ℝ
7,

with

⎧
⎪⎨⎪⎩

Xmax =
�
xmax, ymax, zmax

�
= ���(P, axis = 1)

Xmin =
�
xmin, ymin, zmin

�
= ���(P, axis = 1)

d = ��Xmax − Xmin
��.

(7)
Vc = ���(V�

s
,G�

r
),

V�
s
= VsM

s
and G�

r
= GrM

r
,

(8)Tokens = �������
(
Vc

)
∈ ℝ

L⋅Ct ,

Fig. 5   Overview of trans-
former block. a architecture of 
transformer block, b multi-head 
attention in transformer block
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where M1 ∈ ℝ
(L⋅Ct)×Ch , M2 ∈ ℝ

Ch×(L⋅Ct) are weight matrices.

3.5 � Multi‑task head

Multi-group joint parameter regression can be considered 
as a multi-task learning problem, which is intrinsically a 
multi-objective optimization problem because different tasks 
may conflict each other [49]. It is very intuitive that differ-
ent classes which have similar shapes or sizes can contrib-
ute to each other when trained jointly, because they often 
share common features. During the training phase, these 
features can boost each other to achieve higher prediction 
results [68].

Thus, the last part of SMA-Net is a multi-group head 
network designed so that groups of similar shapes or sizes 
benefit from each other, and groups of different shapes or 
sizes stop interfering with each other. Let’s consider Nc 
classes distributed in Ng groups. For instance, the furniture 
dataset, as introduced in the results section, is composed of 
10 classes (4 chairs and 6 tables) distributed in 2 groups (the 
group of the chairs and the one of the tables). Each class 
c ∈ [1…Nc] belongs to a group g ∈ [1…Ng] and is charac-
terized by Nc

p
 parameters pc

i
 , with i ∈ [1…Nc

p
]. To be able to 

identify the class of a given object in a point cloud, and also 
find out its parameter values, the multi-task head module of 
SMA-Net is composed of (Fig. 3c):

•	 One classification head in which a multilayer percep-
tron (MLP) is applied to produce Nc classification scores 
{sc1, sc2,… , scNc

} ∈ ℝ
Nc that are further regularized by 

a cross entropy loss function Lcls. This part of SMA-Net 
allows identifying the class of an object in a point cloud, 
i.e. the class with the maximum score.

•	 Several parameter regressors, one for each of the Ng 
groups of classes. Each regressor is able to estimate all 
the parameter values of all the classes belonging to the 
corresponding group. Thus, depending on the class of 
the object identified by the classification head, only the 
subset of parameter values corresponding to that class 
is to be considered, and all the other parameter values 
are disregarded. The regressions are also realized by a 
MLP, followed by a parameter residual loss for guid-
ing the parameter estimation learning. For a parameter 
pc
i
 , the absolute deviation �pc

i
 and the relative deviation 

Δpc
i
 between the estimated value p̃c

i
 and the ground truth 

value p̄c
i
 can be computed as follows: 

(9)
V = Ac ⊗ Vt,

Ac = �������
(
VtM

1M2
)

(10)Δpc
i
=

𝛿pc
i

p̄c
i

=
p̃c
i
− p̄c

i

p̄c
i

, ∀i ∈
[
1…Nc

p

]
.

 The deviations are collected within the parameter resid-
ual loss function of the regressor related to the g-th group 
for enabling SMA-Net reducing relative errors: 

 where �c,g is equal to 1 if c is a class of group g and 
0 otherwise, and �(.) denotes the standard SmoothL1 
function. It makes the gradient of the model smoother, 
thereby, making the model more stable and easier to con-
verge during the training process.

To improve the overall performance of classification and 
parameter estimation, SMA-Net is trained to minimize a 
joint loss function:

with �g the hyper-parameters controlling the balance 
between the different loss functions. Finally, even though 
SMA-Net is a unique identification and fitting framework, 
Euclidian distances between the point cloud and the CAD 
model are not directly minimized during the learning, and 
the fitting is carried out at the parameter level. Those dis-
tances are however used at the end to check the quality of 
the fitting.

4 � Experimental setup

This section introduces the virtual data generation pipeline 
designed to set up the databases and validate SMA-Net on 
both identification and estimation tasks. It also details the 
technicalities and settings of the different components of 
SMA-Net, including the implementation details on how two 
known network have been modified to allow a comparison 
with SMA-Net.

4.1 � Virtual data generation pipeline

To evaluate and test SMA-Net on both identification and 
parameter estimation tasks, annotated 3D datasets are to be 
defined. Montlahuc et al. [41] have introduced an as-scanned 
point clouds generation strategy able to produce point 
clouds of CAD assembly models, similar to the ones that 
would have been obtained with a real scanner, i.e. includ-
ing artifacts resulting from real acquisitions (e.g. noise, 
heterogeneous density, incompleteness). However, their 

(11)

L
g
reg

=

Nc�
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⎛
⎜⎜⎝
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method produces point clouds without associating both the 
classes of the parts (e.g., tables and chairs) and the numeri-
cal parameter values of the CAD models, which are to be 
used for training a network. Here, the idea is to propose a 
virtual data generation pipeline, able to generate as-scanned 
point clouds, labeled for learning on both identification 
and parameter estimation tasks. The complete pipeline is 
presented in Fig. 6. For a given CAD template, it allows 
the creation of multiple CAD model instances as well as 
multiple as-scanned point clouds. The process starts by 
randomly generating parameter values used to generate the 
instances with a CAD modeler, i.e. the open-source para-
metric modeler FreeCAD in this work. The output of the 

CAD modeler is input to the point cloud virtual generation 
algorithm. If virtual scan flag is set, HPR-based algorithm 
is used for generating as-scanned point clouds [32]. At the 
beginning, the origin and view direction of each virtual cam-
era are randomly defined. After that, a post-processing step 
is performed to insert noise and to sub-sample the point 
clouds. At the end of each loop, the information is collected 
and stored: generated CAD model instance and mesh, as-
scanned point cloud, label and parameter values.

4.2 � Robot and furniture datasets

Two datasets have been designed to validate SMA-Net: robot 
dataset and furniture dataset. Generally, from the perspec-
tive of machine learning, angle-type parameters are more 
difficult to understand than general distance-type param-
eters. Thus, the considered robot template only includes 
angle-type parameters. This is used to verify the angle per-
ception ability of SMA-Net, and to study its application for 
assembly fitting. The furniture dataset contains some com-
mon furnitures, i.e. chairs and tables, and the CAD templates 
include both angle-type and distance-type parameters. This 
second database is used to test the general performance 
of the proposed approach. Moreover, due to the presence 
of occlusion and noise in the real scene, as-scanned point 
clouds are generated for both datasets. Thus, it is possible 
to evaluate SMA-Net on point clouds obtained in real-
world conditions, and not only using virtually-generated 
data. Importantly, SMA-Net has been trained and tested on 
the two datasets separately, and the datasets (labeled model 
instances, point clouds and parameter values) are made pub-
licly available at the following URL: https://​doi.​org/​10.​5281/​
zenodo.​50316​17.

Robot dataset This dataset is composed of 5000 point 
clouds generated from a robot template (Fig. 7a). The pose 
of the robot is controlled by 4 angles A 1–A4 , whose values 
have been randomly changed in the range of [0, 90]. For each 
pose, an instance of the CAD template is generated, together 
with its mesh and as-scanned point cloud. Figures 7b1 and 
b 2 shows meshes corresponding to two different poses, 7c1 
and c 2 are the virtually-generated point clouds, 7d1 and d 2 

Fig. 6   Virtual data generation pipeline that uses labelled CAD tem-
plate to generate many point cloud instances with their parameter val-
ues

Fig. 7   Generation of as-scanned point clouds for the robot dataset: a robot template and its 4 control angles, b i  updated meshes of two different 
poses, c i  virtually-generated point clouds for the two poses, d i  as-scanned counterparts for the two poses

https://doi.org/10.5281/zenodo.5031617
https://doi.org/10.5281/zenodo.5031617
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the as-scanned point clouds of those poses. The data is then 
split to training sub-dataset including 4000 data and test-
ing sub-dataset including 1000 data. In addition, to evaluate 
the performance of the model during training, the training 
data is further divided into 3200 for training and 800 for 
validating. In this database, there is a single class ( Nc = 1 ) 
belonging to a unique group ( Ng = 1 ), and therefore a single 
regressor is used in the multi-task head. Here, the validation 
consists in testing the performance of SMA-Net to estimate 
the values of the 4 angles for an unknown pose represented 
by its possibly incomplete point cloud.

Furniture dataset This dataset contains two groups 
( Ng = 2 ) for a total of 10 classes (Nc = 10). Thus, SMA-
Net is here composed of two regressors in its multi-task 
head, one for each group. Each regressor is in charge of 
estimating the parameter values of all the classes of the cor-
responding group. The first group gathers together 4 types 
of chairs, and the second 6 types of tables. Figure 8 shows 
the elements of the database, i.e. all the CAD templates of 
the considered classes, and examples of point clouds pro-
duced with different parameters. The 10 CAD templates are 
parameterized by more than 50 control parameters. Figure 9 
shows the parameterization of a chair and a table for a total 
of 13 parameters. The final dataset consists of 20,000 point 
clouds, 2000 for each of the 10 classes. The point clouds are 
divided into 17,000 training and 3000 testing samples. To 
ensure the fairness of the test, 300 samples are uniformly 
randomly selected from each class for testing, and the rest 
for training. For experimental studies, the original training 
set is split into 15,000 training samples and 2000 validation 
samples. In the same way, 200 samples are uniformly and 
randomly selected from each class for validating and the 
rest for training. Here, the validation consists in testing the 
performance of SMA-Net to identify the class of an object 
and estimate its parameter values from a raw point cloud.

4.3 � Technicalities and settings

This section details the way SMA-Net has been implemented 
and parameterized. It also explains how two classic networks 
have been tuned for comparison with SMA-Net.

4.3.1 � SMA‑Net

The implementation of SMA-Net is based on PyTorch [42] 
and MinkowskiEngine [11] for sparse convolution and other 
essential layers. The voxel size is set to 10 to balance the 
computational cost and accuracy. Higher performance could 
be achieved through setting a small voxel size, but it would 
bring more footprint than expected, especially in low-latency 
systems. Then, the three components of SMA-Net are cus-
tomized as follows:

•	 For the multi-resolution feature extractor, the depth of the 
U-Net hierarchy is set to 6 ( Nl = 6). Deeper layers help 
extracting higher level features, and consequently more 
information after combination. To balance performance 
and computational complexity, a slim layer design strat-
egy has been adopted. Thus, the output channels under 
each level in U-Net are set to m, 2m, 3m, 4m, 5m, 6m 
respectively, where m is empirically set to 24 to have a 
good balance between the performance of the model and 
the memory consumption.

•	 For each spatial attention module, 2 sparse convolutional 
layers are used with kernel size equal to 3. Normally, 

Fig. 8   Generation of as-scanned point clouds for the furniture data-
set.  First four rows are the chairs (Chair_1 to 4), and next six rows 
are the tables (Table_1 to 6). First column are CAD templates, second 
and third are updated meshes, fourth and fifth are virtually-generated 
point clouds, and last are as-scanned ones



Engineering with Computers	

1 3

convolution with kernel size equal to 3 is more efficient 
on GPU than other kernel size.

•	 For data merge, L and Ct are set to 32 and 64, respec-
tively. The number of head in ��� is set to 16 ( h = 16 ), 
while Ch is set to L⋅Ct

16
 in the current implementa-

tion. Moreover, ��� has been implemented by a two-
layer MLP, where the dimension of the features in the 
hidden layer is equal to 4 times the dimension of the 
input features.

•	 For multi-task head, one head is used for classifica-
tion, the others regress the parameters of different 
groups. MLP is used in both cases. Specifically, MLP 
in classifier has 2 hidden layers. Regressors have more 
parameters to predict and more abstract prediction 
goals, which is more difficult. Thus, 4 hidden layers are 
deployed in regressors. Empirically, one can observe that 
batch normalization largely hinders the regressor’s learn-
ing ability, so the batch normalization of the last two 
layers has been removed.

During the training, data augmentation is applied on-the-
fly by flipping with 50% probability, randomly rotating 
the objects along up-axis, and jittering data with Gauss 
noise. This is needed to be able to identify objects in any 
configuration when considering real-world examples. To 
strengthen the identification and estimation capacities of 
SMA-Net in various conditions, virtually-generated point 
clouds are also merged with as-scanned ones. Specifically, 
during the training, 40% of virtually-generated data are ran-
domly selected and replaced by the as-scanned data. For 
testing, only as-scanned point clouds are used to validate 
the approach on real-life data.

The whole SMA-Net is trained in an end-to-end man-
ner while minimizing the total loss function of Eq. (12) 
with hyper-parameters �g = 1.0. For the minimization, the 
Adam optimizer is adopted with an initial learning rate of 
1 × 10−3 and decay the learning rate by a factor of 0.7 every 
20 epochs and train for 200 epochs. All experiments have 
been performed on a laptop with NVIDIA RTX2080 GPU 
and Intel(R) Core(R) i7-9750 CPU.

4.3.2 � Comparison setting

Two known models, namely Pointnet2† and Resnet†  [28, 
44], have been tuned for comparison with SMA-Net on our 
dataset. In particular, for Pointnet2† , the implementation 
of [44] has been used as a starting point. In order to make 
it suitable for both classification and estimation tasks, the 
classification head of the original implementation has been 
replaced by the multi-heads part proposed in this paper. For 
training, the original input have been uniformly sampled 
with 4096 points. For Resnet† , the 3D-Resnet [11] based 
on MinkowskiEngine sparse convolutional library has been 
re-implemented. More concretely, sparse tensor and sparse 
operation replace the dense tensor and related operations 
in original Resnet†. Similarly to Pointnet2† , the multi-heads 
part of SMA-Net replaces the original classification head of 
Resnet†. In addition, the structure of Res-34 has been used in 
our experiment. Finally, the same training strategy of SMA-
Net has been adopted to train both Pointnet2† and Resnet†. In 
this paper, † thus indicates that multi-head is used instead of 
the original classification head to make the model compat-
ible with the fitting task.

5 � Results and discussion

The proposed approach has been validated on two up-to-
date challenging scenarios. The first scenario illustrates how 
SMA-Net can be used to follow the evolutions of a real robot 
and update its digital twin for Industry 4.0 applications. The 
second scenario shows how SMA-Net can identify objects 
in a real environment, and estimate their parameter values 
to allow fast reconstruction of 3D environments for BIM 
applications.

5.1 � Evaluation criteria

Several criteria are here adopted to evaluate the perfor-
mances of SMA-Net on both identification and parameter 
estimation tasks. For the identification task, the adopted 

Fig. 9   Examples of CAD 
templates and related param-
eters: a Chair_3 template and its 
parameters, b

1
 Table_1 template 

and its parameters (b
2
 , b

3
)
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criterion is the one of [8]. For parameter estimation task, the 
accuracy of the estimations can be carried out in an absolute 
but also relative manner. Therefore, for a given parameter pc

i
 

related to a class c, the average of the absolute and relative 
errors on a test dataset can be computed as follows:

where Nc
test

 refers to the number of samples of class c in the 
test dataset, Δpc

i
(k) and �pc

i
(k) represent respectively the 

relative and absolute errors of parameter pc
i
 on the k-th ele-

ment of class c in the test dataset. Errors are computed using 
Eq. (10). If angle-type and distance-type parameters appear at 
the same time when computing the average value, by default 
all parameter values are directly added to calculate the average 
value. Further, the mean average values ( Em

r
 and Em

a
 ) are used 

to describe the overall errors, which are defined as follows:

where Nc and Nc
p
 refer respectively to the number of classes 

and the number of parameters in class c.
In addition, to assess the quality of a fitting result, Euclid-

ian distances are computed between the point cloud and the 
CAD model updated with parameters estimated by SMA-
Net. This is performed in CloudCompare, and for a sample 
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of the test dataset, average distance, max distance, and 
standard deviation are provided. Finally, the efficiency of 
SMA-Net is evaluated in terms of time required to perform 
both the identification and estimation tasks. Classically, the 
efficiency is expressed in Hertz (Hz) to show how many 
samples the network treats every second.

5.2 � Quantitative analysis

Figure 10 shows the evolution of the relative and abso-
lute errors during the training on the robot dataset, and 
Table 1 gathers the results of the evaluation of Pointnet2† , 
Resnet† and SMA-Net on the test dataset composed of 
as-scanned point clouds. Here, there is no identification 
task as the dataset is composed of a single class, i.e. the 
four-axis robot. Compared with Pointnet2† and Resnet† , 
SMA-Net achieves the best results for the estimation of the 
four angles. From the results, axis-1 ( A1 ) and axis-2 ( A2 ) 
have smaller absolute error around 0.7◦ and 0.6◦ , respec-
tively. The absolute error of axis-4 ( A4 ) is larger which 
around 3.1. The results are very intuitive, the spatial position 
of axis-3 and axis-4 strongly dependent on the position of 
axis-1 and axis-2. SMA-Net thus gets more information from 
the changes of axis-1 and axis-2 whose behavior is therefore 
better approximated. In terms of efficiency, the training takes 
around 5 h, and SMA-Net is able to estimate the angles at a 
frequency of 30.83 Hz, which is far enough for Industry 4.0 
applications, including updating the digital twin of such a 
system evolving in time. Moreover, the size of the model is 
12M parameters, which makes it possible to consider appli-
cations on low performance devices.

Table 2 show the results of Pointnet2† , Resnet† and SMA-
Net for both the identification and parameter estimation 

Fig. 10   Training curves with relative errors Eavg

r  (dotted line) and absolute error Eavg

a  (solid line) for the robot dataset and its four angle values to 
estimate: result curve on training set (top), result curve on validation set (down)
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tasks on the furniture dataset. It proves that the three mod-
els can all accurately identify CAD models from the data-
base (Acc.= 1.0 in Table 2), but that SMA-Net far outper-
forms Pointnet2† and Resnet† on the estimation task. Indeed, 
Pointnet2† fails to estimate accurately the parameter values, 
and Resnet† also generates large estimation errors com-
pared with SMA-Net.  In the appendix, Tables  7, 8, 9, 
10, 11, 12, 13, 14, 15 and 16 illustrate the result of each 
parameter. From the results, SMA-Net is able to manage 
both angle-type and distance-type parameters, to iden-
tify object and to perform estimations in a highly efficient 
way. For example, considering Chair_3 (Fig. 9a, Table 9), 
’back_leg_angle’ ( p16 ) relative error is 0.013 which is on the 
same order of magnitude as the relative error of the other 
distance-type parameters. Table_1 (Fig. 9bi  ) has 8 param-
eters, and compared to parameters of ‘length’ ( p23 ), ‘width’ 
( p24 ) and ’leg_high’ ( p30 ), parameters of ‘back_railgap’ 
( p25 ), ‘side_railgap’ ( p26 ), ‘rail_high’ ( p27 ), ‘leg_radius_1’ 
( p28 ) and ‘leg_radius_2’ ( p29 ) have a very small size, which 

make them more difficult to fit. Indeed, the fitting of small-
size features usually consumes more iteration cycles than 
large-size ones. In terms of efficiency, the training takes 
around 14 h, and SMA-Net is able to identify objects and 
estimate parameter values in one forward propagation, and 
at a frequency of 30.03 Hz, which is very promising for the 
development of AR/VR applications. Here, the model only 
takes 13.9 M parameters.

Furthermore, the sensitivity of SMA-Net to noise has 
been evaluated while generating a series of virtual scan data 
incorporating different levels of noise. Specifically, noise 
is added using a Gaussian noise distribution controlled by 
an amplitude factor varying from 0 to 30 mm as shown in 
Table 3. For all evaluations in Table 3, the same pre-trained 
model is used. One can see that when the noise increases 
from 0 to 5 mm, the absolute error of the parameter changes 
less than 0.6. Then, the absolute error grows slightly with 
the noise of 10 mm, however, when the noise increases to 
30 mm, the absolute error of the model increases signifi-
cantly. It can be concluded that SMA-Net is not sensitive to 
the presence of a reasonable noise, i.e. a level of noise that 
can be encountered with current acquisition devices.

5.3 � Qualitative analysis

Figures 11 and 12 illustrate how the proposed RE frame-
work can be used to fit efficiently CAD parts and assemblies 
on point clouds. Here, the point clouds have been obtained 

Table 1   Evaluation result on the robot test dataset ( NRobot
test

= 1000)

Parameter A i  and its Eavg

r (c, i) and Eavg

a (c, i) values

Model A
1

A
2

A
3

A
4

Pointnet2† 0.007 0.92◦ 0.007 0.84◦ 0.010 1.27◦ 0.028 3.62◦

ResNet† 0.006 0.82◦ 0.006 0.69◦ 0.013 1.62◦ 0.027 3.46◦

SMA-Net 0.005 0.68◦ 0.004 0.57◦ 0.007 1.05◦ 0.025 3.09◦

Mean

Model Em
r

Em
a

Params. (M)

Pointnet2† 0.013 1.66◦ 4.6
ResNet† 0.013 1.65◦ 64.1
SMA-Net 0.011 1.35◦ 12.1

Table 2   Results on the furniture test dataset ( NFurniture
test

= 3000)

Mean

Model Em
r

Em
a

Acc. Params. (M)

Pointnet2† 0.097 20.15 1.0 6.2
ResNet† 0.033 8.26 1.0 64.7
SMA-Net 0.027 6.48 1.0 13.9

Table 3   Evaluation result of 
the absolute errors Eavg

a (c, i) 
with respect to the amplitude 
of the inserted noise (0 mm, 
1 mm, 5 mm, 10 mm, 30 mm 
) on the robot test dataset 
( NRobot

test
= 1000)

Class c Parameter pc
i

Absolute errors Eavg
a (c, i)

0 mm 1 mm 5 mm 10 mm 30 mm

Robot A
0 0.78◦ 0.68◦ 1.11◦ 2.39◦ 8.68◦

A
1 0.67◦ 0.57◦ 0.84◦ 1.62◦ 4.94◦

A
2 1.17◦ 1.05◦ 1.26◦ 1.64◦ 6.98◦

A
3 3.39◦ 3.09◦ 3.78◦ 5.72◦ 18.95◦
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following the novel virtual data generation pipeline. Given 
an input point cloud, SMA-Net identifies the label of the 
object  (e.g. Robot and Chair_3 in those examples) and 
estimates the parameter values in one forward propaga-
tion. Those values are then forwarded to the CAD modeler 
that updates the corresponding CAD model and creates the 
mesh. Then, it is possible to compute distances between 
the point cloud and the mesh to display a color map. With 
quite low mean distances when compared to the size of the 
objects, those results clearly show the capacity of SMA-Net 
to identify and fit an object in an incomplete point cloud.

The proposed identification and fitting technique has 
also been validated on real scanned data. Figure 13 shows 
the result of a fitting on a point cloud acquired with a laser 
scanner ROMER Absolute Arm 7520 SI and sub-sampled 
to 10,000 points. Here, an ICP [21] algorithm aligns the 
input point cloud and the mesh resulting from the update of 
the CAD template with the parameter values obtained from 

SMA-Net. Results are good, even though a bit below the 
ones obtained on as-scanned point clouds. This is because 
the adopted CAD template does not fully match the scanned 
chair. Moreover, chairs are slightly deformable objects, 
which may also explain possible deviations between a real-
world point cloud and a perfect CAD template.

Figure 14a, b illustrate how the proposed RE framework 
can be used for real-time reconstruction of CAD models 
within a virtual scene. From left to right, the raw point cloud 
is first acquired using Kinect V1, and then transferred to a 
pre-trained semantic segmentation model [23] to label points 
and extract objects of interest by clustering [17]. Then, for 
each segmented point cloud, SMA-Net is used to identify the 
underlying object and estimate its parameters in one forward 
propagation. Finally, using the outputs of SMA-Net, CAD 
models can be reconstructed and located in the virtual scene 
using ICP. Here, measured deviations can be ascribed to the 
fact that the underlying CAD templates are simplified ones, 

Fig. 11   Robot fitting results on five different poses of the test dataset: as-scanned point clouds (colored points where red indicates larger devia-
tions) used as inputs of SMA-Net, and meshes (gray) generated from the updated CAD models using outputs of SMA-Net

Fig. 12   Chair_3 fitting results 
on samples from the test 
dataset: as-scanned point clouds 
used as inputs of SMA-Net, 
and meshes generated from the 
updated CAD models using 
estimated outputs of SMA-Net
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which cannot capture the full complexity of the acquired 
objects, and more parameters would be necessary. This need 
is also true when considering possible object deformations 
due to aging, which would require additional modeling 
parameters. Finally, outliers and artifacts due to the acqui-
sition with Kinect also have an impact on the results and 
create a larger variance in some places.

5.4 � Ablation study

The architecture of SMA-Net has been designed around 
three components, namely multi-resolution feature extrac-
tor, spatial merge attention module and multi-head module, 
all of which have a vital impact on the performances. This 
ablation study evaluates how each component affects the 

Fig. 13   Multiple views (b
1
–b

3
 ) 

of the fitting result of Chair_3 
on the point cloud acquired with 
a laser scanner (a)

Fig. 14   Complete reconstruction of virtual environments from point 
clouds captured with Kinect V1. The whole scene is first segmented 
by a deep segmentation network, and a clustering algorithm is used 
to group points. Then, for each point cloud, SMA-Net identifies the 

label of the underlying object and estimate its parameters in one for-
ward propagation.  Finally, CAD models are reconstructed using the 
output values of SMA-Net, and they are located in the 3D scene using 
ICP
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average of the relative errors. For fast evaluation, a sub-
dataset of furniture dataset is exploited, which consists of 
six classes namely Chair_1, Chair_2, Chair_3, Table_4, 
Table_5, and Table_6. The configuration of the hyperparam-
eters is the same as for the above experiments. Table 4 shows 
the experimental results. The five leftmost columns are used 
to configure the experiments. Indeed, the second column 
represents the possibility to combine or not the information 
from multiple resolutions (MR) during the feature extraction 
stage. The third one indicates the adoption or not of the spa-
tial attention (SA) mechanism. The fourth column tells the 
data merge module (DM) is applied or not. The fifth column 
characterizes whether multiple-heads (MH) are used or not 
to regress the Ng groups. To highlight the contribution of 
each component, seven experiments were conducted.

The first experiment can be considered as a baseline. Spe-
cifically, as each component is set up to ’No’, only the output 
of the last layer of the feature extractor is used as input of 
the next part, the spatial attention and merge modules are 
removed, and for the final parameter prediction, only one 
regressor is integrated. The second experiment clearly shows 
that multi-heads can help to decouple features between differ-
ent groups to a certain extent. Then, for the third experiment, 
the MR feature extractor is activated to integrate features 
from different scales. The result shows that rich multi-scale 
features help improve the performance of SMA-Net. Instead 
of getting better results, deploying the SA sub-module 
slightly hurts the performance of the model. This is because 
the features after calibration of SA are too abstract to parse 
it through a simple network. This reflects the effectiveness 
and importance of the transformer-based DM sub-module 
from the other side. Finally, in the sixth experiment, all four 
modules are activated, and the best results are obtained.

In addition, for the last experiment, tokens are gener-
ated by transforming a feature map Fj into a token Tj that 
is detailed in Sect. 3.4. From the results, it is clear that the 
proposed token generation process is more efficient than just 
simply transforming a feature map Fj into a token Tj.

As a conclusion, the extraction of features from multi-
ple resolutions can get more useful information than just 

collecting features from only one layer. Moreover, intro-
ducing spatial merge attention module can help SMA-Net 
integrating more meaningful information and have a larger 
receptive field during the feature merge stage. In addition, 
multi-head makes it possible to deal with different target 
groups. Moreover, it can also reduce the coupling between 
different groups, and at the same time it helps promoting 
mutual boost between the classes which belong to the same 
group.

6 � Conclusion and future work

This paper introduces a novel reverse engineering frame-
work able to identify and fit CAD models from incomplete 
point clouds. The core of the approach is SMA-Net, a fast 
bottom-up 3D classification and fitting framework able to 
identify objects and estimate the parameter values in an end-
to-end manner. The network is trained using point clouds 
generated following a virtual data generation pipeline able 
to create many as-scanned point clouds.

Differently, from the traditional reverse engineering tech-
niques working at the level of the patches and facing numer-
ous trimming and stitching issues, the proposed approach 
carries out an end-to-end identification and parameter esti-
mation in one forward propagation, and it achieves very 
good results on both virtually-generated datasets and real-
life acquisitions. The geometric modeling operations are 
left to the CAD modeler in charge of generating CAD mod-
els from CAD templates using the output values of SMA-
Net. Considering possibly incomplete point clouds, resulting 
from the occlusion phenomenon, the results have shown that 
SMA-Net is able to rely on other features to infer reasonable 
parameter values for the partially visible parts. In addition, 
future works should focus on integrating all modules shown 
in Fig. 2 into a unified reverse engineering framework to 
realize end-to-end reasoning from the entire scene to the 
CAD model. Also, needs concern the possibility to auto-
matically adjust CAD templates to take into account local 
deformations and thus be able to model structural ageing.

Table 4   Ablation study 
evaluating the interest of each 
component of SMA-Net

The values in bold indicate the optimal results
The ”‡ ” refers to tokens generated by transforming a feature map Fj into a token Tj , following details in 3.4

Model MR SA DM MH Em
r

Em
a

 (mm)

SMA-Net No No No No 0.035 13.19
SMA-Net No No No Yes 0.031 10.94
SMA-Net Yes No No Yes 0.024 8.06
SMA-Net Yes Yes No Yes 0.025 8.66
SMA-Net Yes No Yes Yes 0.023 7.23
SMA-Net Yes Yes Yes Yes 0.022 6.5
SMA-Net‡ Yes Yes Yes Yes 0.025 8.29
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Moreover, two application scenarios have been presented 
with promising results to serve in the context of the Industry 
4.0. The one on the robot is particularly adapted to maintain 
the coherence of the digital twin to track the evolution of 
the physical twin in time. The second one involves the com-
plete reconstruction of a virtual environment from a Kinect 
acquisition. In both cases, SMA-Net demonstrated good 
accuracy and very high speed in identification and estima-
tion tasks, and its performances are compatible with Indus-
try 4.0 real-time simulation requirements. Both datasets are 
made publicly available at the following URL: https://​doi.​
org/​10.​5281/​zenodo.​50316​17. Last but not least, the results 
obtained from our method can also be considered as a group 
of initial parameters for the next step of fine-tuning based 
on more traditional methods. At the same time, a good ini-
tialization will allow the algorithm to converge quickly to a 
local minimum and thus gain higher accuracy, which is of 
great research interest and practical value.

Appendix 1

See Tables 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15 and 16.

Table 5   Parameter name and index relationship of the chairs in the 
furniture dataset

Class c Name Parameter pi

Chair_1 p_seat p
1

u_shape_dia p
2

u_loc p
3

leg_loc p
4

leg_high p
5

Chair_2 sideRails_length p
6

seat_length p
7

width p
8

backlegs_high p
9

frontLegs_high p
10

Chair_3 length p
11

width p
12

leg_high p
13

total_high p
14

back_rails_high p
15

back_leg_angle p
16

Chair_4 width_seat p
17

fillet_seat p
18

rail_seat p
19

high p
20

u_len p
21

u_dis p
22

Table 6   Parameter name and 
index relationship of the tables 
in the furniture dataset

Table_1 length p
23

width p
24

back_railgap p
25

side_railgap p
26

rail_high p
27

leg_radius_1 p
28

leg_radius_2 p
29

leg_high p
30

Table_2 upLength p
31

upWidth p
32

downLength p
33

downWidth p
34

legHigh p
35

legDis p
36

legDia p
37

Table_3 upLength p
38

downLength p
39

legHigh p
40

legDia p
41

Table_4 high p
42

dia p
43

leg_dis p
44

support_dis p
45

u_len p
46

u_dia p
47

u_loc p
48

Table_5 width p
49

length p
50

high p
51

radius p
52

Table_6 high p
53

dia p
54

leg_angle p
55

support_dis p
56

https://doi.org/10.5281/zenodo.5031617
https://doi.org/10.5281/zenodo.5031617
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Table 7   Result of Chair_1 in the furniture test dataset ( NFurniture
test

= 3000 ), with the name of each parameter pi provided in Table 5

Parameter pi and its Eavg

r (c, i) and Eavg

a (c, i) values

Model p
1

p
2

p
3

p
4

Pointnet2† 0.022 6.02 0.270 11.14 0.059 8.88 0.023 5.92
ResNet† 0.011 2.96 0.035 1.37 0.026 4.07 0.011 2.55
SMA-Net 0.008 1.89 0.028 1.12 0.014 2.16 0.007 1.56

 Model p
5

Pointnet2† 0.012 6.51
ResNet† 0.010 5.25
SMA-Net 0.004 2.01

Table 8   Result of Chair_2 in the furniture test dataset ( NFurniture
test

= 3000 ), with the name of each parameter pi provided in Table 5

Parameter pi and its Eavg

r (c, i) and Eavg

a (c, i) values

Model p
6

p
7

p
8

p
9

Pointnet2† 0.060 27.03 0.053 26.88 0.070 33.28 0.008 9.38
ResNet† 0.012 5.66 0.010 5.78 0.014 7.72 0.006 6.90
SMA-Net 0.010 5.21 0.009 5.26 0.011 5.88 0.003 3.51

 Model p
10

Pointnet2† 0.018 14.91
ResNet† 0.008 5.98
SMA-Net 0.006 4.07

Table 9   Result of Chair_3 in the furniture test dataset ( NFurniture
test

= 3000 ), with the name of each parameter pi provided in Table 5

Parameter pi and its Eavg

r (c, i) and Eavg

a (c, i) values

Model p
11

p
12

p
13

p
14

Pointnet2† 0.094 48.48 0.084 46.71 0.039 18.61 0.026 24.69
ResNet† 0.019 9.06 0.016 7.94 0.011 5.50 0.012 11.09
SMA-Net 0.016 7.83 0.012 6.25 0.014 6.72 0.005 4.67

 Model p
15

p
16

Pointnet2† 0.571 101.89 0.029 4.37
ResNet† 0.031 4.38 0.014 2.21
SMA-Net 0.022 3.10 0.013 1.94
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Table 10   Result of Chair_4 in the furniture test dataset ( NFurniture
test

= 3000 ), with the name of each parameter pi provided in Table 5

Parameter pi and its Eavg

r (c, i) and Eavg

a (c, i) values

Model p
17

p
18

p
19

p
20

Pointnet2† 0.064 34.90 0.173 10.76 0.123 24.15 0.025 11.12
ResNet† 0.050 26.42 0.117 7.77 0.083 15.03 0.033 14.86
SMA-Net 0.043 23.29 0.090 5.97 0.078 13.48 0.026 11.56

 Model p
21

p
22

Pointnet2† 0.394 21.20 0.663 45.81
ResNet† 0.099 5.01 0.250 10.99
SMA-Net 0.090 4.49 0.229 9.50

Table 11   Result of Table_1 in the furniture test dataset ( NFurniture
test

= 3000 ), with the name of each parameter pi provided in Table 6

Parameter pi and its Eavg

r (c, i) and Eavg

a (c, i) values

Model p
23

p
24

p
25

p
26

Pointnet2† 0.021 28.42 0.025 14.80 0.189 11.67 0.101 7.71
ResNet† 0.015 18.79 0.021 12.17 0.088 4.83 0.053 3.73
SMA-Net 0.010 12.92 0.015 8.16 0.063 3.39 0.042 3.09

 Model p
27

p
28

p
29

p
30

Pointnet2† 0.332 16.57 0.176 4.49 0.123 3.19 0.020 13.36
ResNet† 0.059 2.62 0.030 0.72 0.027 0.72 0.014 8.83
SMA-Net 0.058 2.56 0.022 0.54 0.027 0.71 0.007 4.54

Table 12   Result of Table_2 in the furniture test dataset ( NFurniture
test

= 3000 ), with the name of each parameter pi provided in Table 6

Parameter pi and its Eavg

r (c, i) and Eavg

a (c, i) values

Model p
31

p
32

p
33

p
34

Pointnet2† 0.019 19.94 0.029 16.54 0.058 34.93 0.061 27.07
ResNet† 0.011 11.68 0.017 9.90 0.018 10.69 0.022 9.59
SMA-Net 0.009 9.71 0.011 6.54 0.013 7.72 0.013 5.86

 Model p
35

p
36

p
37

Pointnet2† 0.011 8.51 0.118 27.68 0.118 12.49
ResNet† 0.010 7.07 0.022 4.97 0.015 1.82
SMA-Net 0.003 2.39 0.019 4.34 0.014 1.61
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