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Abstract. Convolutional neural network (CNN) is a popular tool to recognize image 
features even though its weakness requirement of massive training dataset. However, the 
implementation of the network in production process needs to worry about, that is, the deal 
with at least two constraints, small training dataset and the less diversity of browning stages 
among the bread production batches. This paper is aimed to achieve a high predictive 
accuracy model to classify the bread browning stage that is capable to deal with these 
constraints. With small training dataset of 900 original images from a production batch, the 
research performs five steps, starting with a few convolutional layers, adding image 
augmentation technique and transfer learning with pre-trained CNN model to enhance 
feature extraction with fine-tuning in final step. The final model of VGG-16 transfer 
learning and fine-tuning, trained with 18,000 artificial images, successfully achieves very high 
training accuracy of 98.89% and a very low loss of 2.86% at a small number of epochs 30 
with its predictive accuracy of 100%. 
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1. Introduction 
 
Most bread customers are very sensitive to the bread 

color appearance. Although other criteria such as smell 
and softness is very important but color is the most 
consideration the customer will give the first consideration.  
Many bread manufacturers are looking for automated 
inspection system to improve their processes and bread 
appearance to be more appetite, efficient and profitable 
with customer satisfaction in-mind. 

Today, there are many innovative companies [1]-[2] 
that manufacture machine vision system for bread 
inspection based on image processing techniques. The 
system can inspect both varieties of bread types and bread 
defects. Examples of bread types are bread, bun, cookie, 
biscuit, croissant, muffin, etc. Some bread defective 
examples are the values of surface color, the area of 
topping coverage, crack length and width, etc. Small pieces 
of metals can be detected by x-rays. An innovative 
company, Sesotec [3], manufactures an artificial 
intelligence (AI) that utilizes x-rays beam with machine 
learning algorithm to detect different types of metals. 
Recently, contaminants within bread are studied with near 
infrared (NIR) spectroscopy for detection [4] and fully 
convolutional neural network for classification. 

Machine learning tools are recently utilized together 
with digital image processing techniques, to detect bread 
browning stages and other defects A color-based machine 
vision system is developed to evaluate muffin surface 
stages utilizing the discriminant analysis classification 
algorithm [5] with accuracy better than 80%. The Support 
Vector Machine (SVM) algorithm is utilized to classify 
biscuit into eight different groups [6] with accuracy ranged 
between 86.75% and 87.25%. Furthermore, SVM 
algorithm is capable to classify moving biscuits that are on 
conveyor belt at high speed of 9 meters per minute [7] with 
accuracy above 96%. 

Some advanced digital image processing techniques 
are applied in the purpose of more bread feature 
extraction. For example, a wavelet function is applied on 
biscuit image to extract four features of color, size, shape 
and texture [8] or the six threshold methods [9]-[10] are 
used to extract features on baked cookie and biscuit. 

Today, deep learning is an interesting algorithm to be 
applied on bread surface. A research [11] utilizes a simple 
neural network to classify surface color of baked bread 
with accuracy of 93%.  Current method uses a few 
convolutional layers and Inception-v3 module [12], 
trained with augmented images of small square pieces of 
bread crust, it is able to obtain training accuracy 98.8% 
after 200 training epochs. 

Utilizing CNN with small training dataset is a very 
active area of research and it can be implemented in the 
real-time manufacturing situation. Many works have been 
investigated and studied in wide area, such as defect 
detection in production line, etc. [13]-[17]. In this paper, 
some constraints that affect the training accuracy and loss 
of CNN model for bread browning stage classification are 
as follows: 

• Small training dataset of each browning stage. 

• Diversities of bread browning stages from 
different production batches. 

• Long training time consumption will affect 
uncomfortable working environment to the 
production workers, especially on the event of 
new product introduction. 

In order to get a very high accuracy model that is 
capable to deal with these constraints, the research 
proposes a model with the techniques of enhancing the 
numbers of training image with image augmentation, 
efficient feature extraction with the pretrained VGG-16 
model and weight improvement with fine-tuning 
technique. The expected training classification model 
should achieve production productivity acceptance level 
of 98% or above within 30 epochs with small training 
dataset. The detailed works are presented in the following 
sections. 
 

2. Related Deep Learning knowledge 
 
2.1. Image Augmentation 

 
Currently, image augmentation is a very popular 

simulation method to provide plenty of expected artificial 
images. Keras utilities provide the augmentation thru 
ImageDataGenerator function or Generative adversarial 
networks (GANs) algorithm that composes of generator 
and discriminator. The augmented data has been proven 
among pretrained CNN models in that training accuracy 
results are better than those without augmented data [18]-
[19]. 

Our chosen bread sample is the circular bun, then the 
selected geometric techniques are limited to rotation and 
horizontal flip only. Color shading are the crucial 
augmentation, thus changing in hue values, saturation and 
brightness are recommended for the experimentation.  
With the strategy, five artificial images out of an original 
image are generated.  

Rotation is the movement on a plane (x, y) in which 
its radius is constant. Its angle, 𝜃, starting with zero at a 
point at the end of radius. The transformed matrix, 𝑇, is 
defined as in Eq. (1) [20]: 

 

𝑇 = [
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃 0

−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 0
0 0 1

]                          (1) 

 
Image is treated as two dimensional array, then a pixel  

coordinate is (x, y, 1) in which its transformation is 
obtained from the dot product as shown in Eq. (2) and Eq. 
(3): 

 

𝐶𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑑 = [𝑥 𝑦 1] [
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃 0

−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 0
0 0 1

]          (2) 

 
𝐶𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑑 = [𝑥𝑐𝑜𝑠𝜃 − 𝑦𝑠𝑖𝑛𝜃 𝑥𝑐𝑜𝑠𝜃 + 𝑦𝑠𝑖𝑛𝜃 1]   (3) 
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The rotation with the angle θ is equal to 180°, it is called 
as horizontal flipping.  

Our research uses Keras ImageDataGenerator [21] to 
perform the rotation transformation and color shading by 
changing in brightness, saturation and hue of an original 
bread image. 
 
2.2. VGG-16 CNN-based Model 

 
K. Simonyan and A. Zisserman [22] introduce VGG-

16 as a large-scale image recognition model. It composes 
of five convolutional blocks with sixteen convolutional 
layers, as shown in Fig. 1, and has been trained with 
ImageNet dataset, composed more than fourteen million 
images belonging to thousand classes. Its uniform 
architecture consists of the following: 

• Input layer that accepts image size of 224×224.  

• Filters of size of 3×3 and stride, fixed to 1. 

• ReLU function that operate after convolution 
layer. 

• Max pooling layers that operate over a 2×2 pixel 
area with stride 2.  

• Fully-Connected (FC) layers. 

• softmax layer. 
 

 
 

Fig. 1. VGG-16 Architecture 
 
2.3. ReLU Function 
 

The rectifier linear unit activation (ReLU) function is 
an activation function that it maintains its positive value, 

𝑥 ≥ 0, whereas all negative values are declared to be zero 
[23]. Its mathematical form is given by  

 

𝑅𝑒𝐿𝑈(𝑥) = 𝑚𝑎𝑥{𝑥, 0} = {
0,   𝑖𝑓 𝑥 < 0
𝑥,   𝑖𝑓 𝑥 ≥ 0

                (4) 

 
 

2.4. Softmax Function 
 
The outputs from fully connected layers are flatten 

into a vector of numbers. In classification task, Softmax 
function convert the numbers to probabilities with total is 
equal to one. For a vector 𝑥 ∈ 𝑅𝑛, with 𝑛 components of 
real number, the 𝑛-probability values (z) is defined as [23]. 

 

𝑧𝑗 =
𝑒

𝑥𝑗

∑ 𝑒
𝑥𝑗𝑛

𝑖=1

 ;   𝑗 = 1, … , 𝑛                        (5) 

 
2.5. Transfer Learning 

 
Transfer learning is a technique that a model utilizes 

what other models have already learned. The other models 
can be pretrained CNN models, such as VGG, ResNet, 
Inception, MobileNet, etc., that have been trained with 
large dataset. The techniques has been widely used [24]-
[25] providing model with high accuracy percentage. 

There are many ways to use the pretrained models 
for transfer learning [26] as follows: 

• Use only classified block of chosen pretrained 
model. 

• Use some convolutional blocks for feature 
extraction of chosen pretrained model. 

• Use weight initialization from chosen pretrained 
model. 

 
2.6. Fine-tuning 

 
Fine-tuning is a technique that a model utilizes in 

order to make improvement in its weight by training. Thus, 
the technique normally is a subsequent step to transfer 
learning. For example, one can unfreezes the last two 
layers of a pretrained CNN model for training in that its 
weight can get update to new dataset. The technique has 
been widely use as in [27]-[29]. 

  
2.7. Dropout 

 
Dropout is a common technique to reduce 

overfitting phenomena that is usually occurred because of 
small training dataset. It randomly masks out some data 
points during forward processing. Typically, dropout 
fraction is ranged between 0.2 for input layer and 0.5 for 
hidden layers. 

 
2.8. Stochastic Gradient Descent (SGD) 

 
Stochastic Gradient Descent (SGD) is an algorithm 

that uses gradient, of both magnitude and direction, to 
adjust parameters that make the loss value converging to 
minima value. Its loss is the multi-class cross-entropy loss 
function which is used together with softmax function. Its 
mathematical combined form is as in Eq. (6) [30]. 
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𝐿(�̂�, 𝑦) = − ∑ 𝑦(𝑘)𝑙𝑜𝑔 (
𝑒�̂�(𝑘)

∑ 𝑒�̂�(𝑗)𝐾
𝑗−1

)𝐾
𝑘                (6) 

where: 

𝐿 is loss function. 

𝑦(𝑘) is the true value of class 𝑘, ranged between 0 

and 1. 

�̂�(𝑘)  is the predicted value of class 𝑘 , ranged 

between 0 and 1. 
SGD is used with a large training dataset because, in 

each epoch, it is trained from random data in minibatch 
and this makes variation in SGD performance but get 
faster training time than that of gradient descent. 
Momentum is the method that makes SGD move to 
minimum point in faster time. 

 
2.9. Confusion Matrix 

 
It is the method to measure performance between 

predicted value and test image data. The measured 
performance consists of: 

• Terms are defined as shown in Fig. 2. 

▪ True Positive (TP) 

▪ True Negative (TN) 

▪ False Positive (FP) 

▪ False Negative (FN) 
 

 
 

Fig. 2. Confusion matrix 
 

• Accuracy is the fraction of all predicted correctly. 
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                (7) 

 

• Precision is the fraction of predicted correctly 
and all predicted positively. 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                  (8) 

 

• Recall is the fraction of predicted correctly and 
all true positively. 

 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                  (9) 

 

• 𝐹1 score is the measure of recall and precision at 
the same time. 

 

𝐹1 =
2∗𝑟𝑒𝑐𝑎𝑙𝑙∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                  (10) 

3. Materials and Methods 
 
Our objective is to generate a model that can be 

implemented in production process under the constraints 
of small training dataset and less diversity. With small 
numbers of bread production lots, five steps are performs 
starting with the simple CNN model through the more 
sophisticated ones. 

 
3.1. Breads 

 
Bread quality criteria are classified into three classes as 

overbaked, underbaked and perfect or baked status, as 
shown in Fig. 3. Image dataset is chosen from a 
production batch which consists of 1,500 pieces with 500 
pieces in each criteria. 

 

 
 

Fig. 3. Three bread browning stage status. 
 

3.2. Image Acquisition 
 

With our self-developed experimental equipment, as 
shown in Fig. 4, we can protect the environmental light 
penetrated into the image area and with its black color 
background, the total of 1,500 images of all classes can be 
acquired with a good condition. Then, the images are 
cropped and resized into 150 × 150 pixels as the inputs 
for any classification model. 

 

 
 

Fig. 4. Self-developed image taken equipment. 
 

3.3. Simple CNN Model 
 

Our research started with the randomized dataset of 
900 training images with 300 of each class and 300 
validation images with 100 of each class. The input image 
dimension is (150, 150). 

As shown in Table 1, our simple CNN model 
composes of three convolutional layers, each with ReLU 
function and max pooling operation. The ReLU function 



DOI:10.4186/ej.2022.26.11.1 

ENGINEERING JOURNAL Volume 26 Issue 11, ISSN 0125-8281 (https://engj.org/) 5 

will let input of positive and zero values pass their values 
as outputs and otherwise are passed as zero. Then the 
feature maps will be pulled by max pooling operation with 
size reduction. 

The output of the 17×17 feature maps from the 3rd 
convolution layer are fed into a flatten layer which is used 
to flatten out the 128 feature maps to feed to the next two 
dense layers each getting along with dropout layers of 0.01 
fraction. After the last dense layer, softmax function is to 
predict probability distribution for the three browning 
classes. 

Categorical cross-entropy is used for loss function due 
to three classes of bread browning stage. Their true labels 
are one-hot encoded as overbaked: [1,0,0], under-baked: 
[0,1,0] and baked: [0,0,1]. Along with the loss function, 
stochastic gradient descent with momentum (SGDM) 
algorithm is chosen with parameters of momentum value 
of 0.9 and learning rate value of 0.0001. SGDM requires 
minibach in each training epoch which its size is 30 and 
the desired number of epoch is ranged between 30 and 50. 

 
Table 1. Simple CNN model summary. 

 

Layer 
(Type) 

Output Shape 
Para-

meters 
Activa-

tion 

Conv2D (𝑁𝑜𝑛𝑒, 148, 148, 16) 448 Relu 
Maxpool2D (𝑁𝑜𝑛𝑒, 74, 74, 16) 0 - 
Conv2D (𝑁𝑜𝑛𝑒, 72, 72, 64) 9280 Relu 
Maxpool2D (𝑁𝑜𝑛𝑒, 36, 36, 64) 0 - 
Conv2D (𝑁𝑜𝑛𝑒, 34, 34, 128) 73856 Relu 
Maxpool2D (𝑁𝑜𝑛𝑒, 17, 17, 128) 0 - 
Flatten (𝑁𝑜𝑛𝑒, 36992) 0 - 

Dense (𝑁𝑜𝑛𝑒, 512) 18940416 Relu 
Dropout (𝑁𝑜𝑛𝑒, 512) 0 - 
Dense (𝑁𝑜𝑛𝑒, 512) 262656 Relu 
Dropout (𝑁𝑜𝑛𝑒, 512) 0 - 
Dense (𝑁𝑜𝑛𝑒, 3) 1539 Softmax 

 
3.4. Simple CNN Model with Image Augmentation 

 
With the production constraints, small training 

dataset and less diversity among batches, more artificial 
images are synthesized to experiment with previous simple 
CNN model. 

 
3.4.1. Image Augmentation 

 
Keras utility function called ImageDataGenerator is 

an image augmented function. With our experimental 
bread properties of browning surface and rounded shape, 
the chosen augmented functions are rotation and 
horizontal flip for geometry and changing in hue, 
saturation and brightness for color shading.  With many 
experimental works, the found suitable criteria are rotation 
with value of 50, horizontal flip, hue changing value of 0.5, 
saturation ranged values from 0.9 to 1.15 and brightness 
ranged values from 0.85 to 1.2. An original bread image of 
each class is demonstrated with the resulted artificial 
images are shown in Fig. 5, 6 and 7. 

 
 

Fig. 5. Overbaked image augmentation. 
 

 
 

Fig. 6. Underbaked image augmentation. 
 

 
 

Fig. 7. Baked image augmentation. 
. 

3.4.2. Simple CNN Model with Image Augmentation 
 

In the scenario, the simple CNN model architecture, 
as shown in Table 1, and training parameters are still used 
with artificial images. For each epoch, the Keras generator 
randomly generates 30 artificial images. Our minibatch 
size is set at 30, thus 900 randomly artificial images are 
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trained in each epoch. Hence, for total epochs of 30, total 
number of artificial images is 18,000 utilized for training. 

Within the same epoch, the validation generator 
retrieves 20 original images. With validation minibatch at 
15, all 300 original images are utilized in each epoch. 

 
3.5. VGG-16 Transfer Learning  

 
Instead of using a few convolutional layers, VGG-16 

model is used for transfer learning as feature extractor. 
Thus all convolutional layers in Table 1 are replaced with 
more sophisticated VGG-16 convolutional blocks.  

In the scenario, all five convolutional blocks of 
VGG-16 are frozen from training. Thus their weights are 
not updated after receiving inputs of original images. The 
VGG-16 architecture summary is shown in Table 2. An 
example of the feature map of bread browning stages of 
the first layer is shown in Fig. 8. 
 
Table 2. Pretrained VGG-16 model summary. 
 

Layer (Type) Layer Name 
Layer 

Trainable 

Inputlayer Input_1 False 
Conv2D Block1_conv1 False 
Conv2D Block1_conv2 False 
Maxpool2D Block1_pool False 
Conv2D Block2_conv1 False 
Conv2D Block2_conv2 False 
Maxpool2D Block2_pool False 
Conv2D Block3_conv1 False 
Conv2D Block3_conv2 False 
Conv2D Block3_conv3 False 
Maxpool2D Block3_pool False 
Conv2D Block4_conv1 False 
Conv2D Block4_conv2 False 
Conv2D Block4_conv3 False 
Maxpool2D Block4_pool False 
Conv2D Block5_conv1 False 
Conv2D Block5_conv2 False 
Conv2D Block5_conv3 False 
Maxpool2D Block5_pool False 
Flatten Flatten False 

 

 
 

Fig. 8. Example of feature map from pretrained VGG-16. 

The extracted features from VGG-16 are passed as 
inputs into the classification layers in that are still the same 
as those of simple CNN model. The classification layers 
compose of three dense layers and two dropout layers as 
shown in Table 1, written below dash line. 

 
3.6. VGG-16 Transfer Learning with Image 

Augmentation 
 
Instead of utilize frozen VGG-16 as one time feature 

extractor, in the scenario, frozen VGG-16 is included into 
training process with artificial images. Then each epoch of 
training, weights are updated through frozen VGG-16 too. 
The model summary is as shown in Table 3. 
 
Table 3. VGG-16 transfer learning with image 
augmentation model summary. 

 

Layer (Type) Output Shape Parameters 

Model(VGG) (𝑁𝑜𝑛𝑒, 8192) 14714688 

Dense (𝑁𝑜𝑛𝑒, 512) 4194816 

Dropout (𝑁𝑜𝑛𝑒, 512) 0 

Dense (𝑁𝑜𝑛𝑒, 512) 262656 

Dropout (𝑁𝑜𝑛𝑒, 512) 0 

Dense (𝑁𝑜𝑛𝑒, 3) 1539 

 
In the training, ImageDataGenerator function is used 

to generate training artificial images as the same ways as of 
previous scenario, simple CNN model with image 
augmentation and other training parameters are utilized as 
the same as of simple CNN model. 

  
3.7. VGG-16 Transfer Learning and Fine-tuning with 

Image Augmentation 
 

As known, the upper convolutional layers of VGG-
16 learns small local patterns whereas the deeper 
convolutional layers will depend on the more complex and 
larger patterns. Then, the way to fine-tuning is to 
unfreezing some deeper blocks, block-4 and block-5 as 
shown in Table 4. Thus, their weights will get updated in 
each epoch during training. 

 
Table 4. Pretrained VGG-16 with last two trainable 
layers model summary. 
 

Layer (Type) Layer Name 
Layer 

Trainable 

Inputlayer Input_1 False 
Conv2D Block1_conv1 False 

     ⋮    ⋮                  ⋮ 
Maxpool2D Block3_pool False 

Conv2D Block4_conv1 True 

     ⋮    ⋮                      ⋮ 
Conv2D Block5_conv3 True 
Maxpool2D Block5_pool True 
Flatten Flatten True 

 
 



DOI:10.4186/ej.2022.26.11.1 

ENGINEERING JOURNAL Volume 26 Issue 11, ISSN 0125-8281 (https://engj.org/) 7 

Instead of utilizing frozen VGG-16, the scenario 
includes VGG-16 with fine-tuning of block-4 and block-
5 into training process with artificial images. Then each 
epoch of training, weights are updated through deeper 
layers of VGG-16 too. The model summary is the same as 
in Table 3. As in previous scenario, ImageDataGenerator 
function is used to generate training artificial images as in 
the same way as well as other training parameters do. 

 

4. Experimental Results 
 
As mentioned earlier, the experiment uses only one 

production batch of bread that contains small dataset of 
900 training images with 300 each class of overbaked, 
underbaked and perfected or baked and 300 validation 
images with 100 each class. 

 
4.1. Simple CNN Model 

 
As shown in Fig. 9, both training and validation 

accuracies approximately reach 90%, 96% at epoch 10 and 
20, respectively and move steadily to 96% at epoch 30. 
Both training and validation curves are closed together in 
which reflect no overfitting phenomena. This is because 
the images in a production batch have steady color 
shading and clear criteria for each class. However, 
production output  performance  level  should  be higher 

 

 

 
Fig. 9. Simple CNN model measured performance. 

than 98% or above. 
The simple CNN model loss in both training and 

validation are high approximately 86%, 30% at epoch 10 
and 20, respectively, and reduces sharply to 13% at epoch 
30. During the initial stage of training, loss percentage is 
still high and take several training epochs before going 
down. That is reflected to small amount of training dataset. 

 
4.2. Simple CNN model with Image Augmentation 

 
As shown in Fig. 10, the result of training accuracy is 

poorer than those of the simple CNN model with the 
original images whereas the loss performance are still 
remain the same. Accuracy percentages of both training 
and validation approximately reach 77% and 92% at the 
epoch of 10 and 20, respectively, and approximately stable 
95% at the epoch 30. This is because the training artificial 
images contain both the various physical and the color 
shading properties and much more amount of training 
images. Both training and validation curves are closed 
together that reflect no overfitting phenomena. 

 

 

 
Fig. 10. Simple CNN with image augmentation model 
measured performance. 

 
The loss performance of both the training and 

validation are still high approximately 87%, 35% at epoch 
of 10 and 20, respectively, and still approximately unstable 
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16% at epoch 30. The loss patterns are no different than 
those of simple CNN model. 

 
4.3. VGG-16 Transfer Learning 

 
As shown in Fig. 11, the result of training accuracy 

approximately reach 84%, 94% at epoch 10 and 20, 
respectively, and is approximately stable 95% at epoch 30. 
Compare the result to the training accuracy of simple 
CNN model, the VGG-16 transfer learning model 
provide similar training pattern in which rising sharply at 
beginning period. This is because of good quality of 
original images and clear quality criteria. However, the 
VGG-16 transfer learning curve provide more fluctuation 
along the training path, this is because of the feature 
extractor VGG-16 are capable to extract much more 
features than those of simple CNN model. 

 

 

 
 

Fig. 11. VGG-16 transfer learning model measured 
performance. 
 

However, there is an obvious improvement in the 
training loss. The VGG-16 transfer learning model loss 
both training and validation are approximately 59%, 38% 
at the epoch 10 and 20, respectively, and still 
approximately unstable 21% at epoch 30. During the 
initial stage of training, the loss is much more reduced than 
that of simple CNN model and it tends to continuously 

reducing with the increasing epochs. The obvious loss 
reduction during the initial stage of training comes from 
more extracted features contributed to the training model. 

 
4.4. VGG-16 Transfer Learning with Image 

Augmentation 
 

As shown in Fig. 12, the training accuracy curve is in 
the same pattern as of VGG-16 transfer learning model 
but its curve containing more fluctuation along the 
training path. This is because VGG-16 with all frozen 
layers is in training model in which training with artificial 
image. Accuracy percentage of both training and 
validation reach 85%, 89% at the epoch 10 and 20, 
respectively, and stable 92% at epoch 30. 

However, the model loss patterns are the same as 
those of VGG-16 transfer learning model. 

 

 

 
 

Fig. 12. VGG-16 transfer learning with image 
augmentation model accuracy and loss performance. 

 
4.5. VGG-16 Transfer Learning and Fine-tuning with 

Image Augmentation 
 
As shown in Fig. 13, the training accuracy curve is in 

the same pattern as of VGG-16 transfer learning model 
which is risen sharply at initial epochs. But its curve 
containing small fluctuation along the training path. This 
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is because VGG-16 with fine-tuning of unfrozen block-4 
and block-5 is capable to more updating on weights during 
training with artificial image. Accuracy percentage of both 
training and validation reach sharply about 95% and 97% 
at the epoch 5 and 10, respectively, and approximately 
stable 99% at epoch 30.  

 

 

 
 

Fig. 13. VGG-16 transfer learning and fine-tuning with 
image augmentation model accuracy and loss performance. 

 
There is also obvious improvement in the training loss 

during initial training period. The loss of both training and 
validation are down sharply 21% and 9% at epoch 5 and 
10, respectively, and still approximately stable 3% at epoch 
30.  

Among the training accuracy and loss performance of 
all five models, one can obviously conclude that the final 
model of VGG-16 transfer learning and fine-tuning with 
image augmentation can provide the best training accuracy 
and loss performance in small number of epochs of 
approximately 98.89% and 2.86%, respectively, at epoch 
30. 

 
4.6. Model Training Time 

 
The training time to achieve expected model accuracy 

is important in order to implement a model in real 
production process.  With a standard personal computer 

should be able to execute the algorithm in production 
operation. As shown in Table 5, all five models provide 
training times ranging between 0.19 minutes and 1.40 
minutes for average time per epoch and ranged between 
5.60 minutes and 42.13 minutes for 30 epochs. In the case 
of implementation in a production process, in which 
accuracy acceptance level should be above 98%, the final 
model, VGG-16 transfer learning and fine-tuning with 
image augmentation should be selected. This is because its 
training time is on the average of 1.4 minutes per epoch 
and 42.13 minutes per 30 epochs. 

 
Table 5. Comparison of model training times. 
 

Model 
Time per epoch 

(minutes) 
Time per 30 

epoch (minutes) 

Model-1 0.19 5.60 
Model-2 0.23 6.78 
Model-3 0.02 0.50 
Model-4 0.69 20.75 
Model-5 1.40 42.13 

 
4.7. Model Predicted Performance 

 
300 test images with 100 of each class are fed into each 

predictive model. Confusion matrices are used to measure 

classification performaces as summary in Table 6.  
 

Table 6. Measured performance report. 
 

Model Criteria Stages 

 
 Over 

baked 
Under 
baked 

Baked 

Model-1 Samples 100 100 100 
 Precision 0.90 1.00 0.98 
 Recall 0.98 1.00 0.89 
 F1 score 0.94 1.00 0.93 
 Accuracy   0.96 
Model-2 Samples 100 100 100 
 Precision 0.94 0.99 0.96 
 Recall 0.96 1.00 0.93 
 F1 score 0.95 1.00 0.94 
 Accuracy   0.96 
Model-3 Samples 100 100 100 
 Precision 0.99 0.98 0.96 
 Recall 0.98 0.98 0.97 
 F1 score 0.98 0.98 0.97 
 Accuracy   0.98 
Model-4 Samples 100 100 100 
 Precision 0.96 1.00 0.86 
 Recall 0.97 0.88 0.96 
 F1 score 0.97 0.94 0.91 
 Accuracy   0.94 
Model-5 Samples 100 100 100 
 Precision 1.00 1.00 1.00 
 Recall 1.00 1.00 1.00 
 F1 score 1.00 1.00 1.00 
 Accuracy   1.00 
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All models provide high classification accuracies 
above 94%. Model-5 or VGG-16 transfer learning and 
fine-tuning with image augmentation model can achieve 
both 100% classification accuracy and also other 
measured criteria. Its confusion matrix is shown in Fig. 14. 

 

 
 

Fig. 14. Confusion Matrix of final model: VGG-16 
transfer learning and fine-tuning with image augmentation. 

 
4.8. Consideration of Training Sample Size 

 
The final model of VGG-16 transfer learning and 

fine-tuning with image augmentation can provide the best 
training accuracy 98.89% and loss 2.86% at epoch 30 with 
its training sample size of 900 images. However, there is a 
curious question in that sample size can be less than 900 
images and what the size should be. Thus, with the final 
model, the training processes are experimented with 
various training sample sizes ranged from 360 to 900 
images, their training accuracies are compared as shown in 
Fig. 15. The more training sample sizes are, the more 
training accuracies increase and the more training loss 
decrease with less fluctuation. Both fluctuation in training 
accuracy and loss cause from small size of training images. 
At epoch 30, their training accuracies are 98.89%, 98.77%, 
98.96%, 99.32%, 98.39%, 98.22% and 95.83% with 
training sample sizes of 900, 810, 720, 630, 540, 450 and 
360 images, respectively. 

 

 
Fig. 15. Training accuracies with various sample sizes.  

As the final model can provide various best 
accuracies above 98%, two samples t-tests are performed 
with the best accuracy of 900 training sample size with 95% 
confidence for both data of epochs 21-30 and epochs 26-
30. Their p-values are shown in Table 7. There are two 
training sample sizes of 810 and 720 images that their p-
values are above 0.05. Thus, both sample sizes are able to 
provide average training accuracies as the same as of 900 
sample size with 95% confidence. 

 
Table 7. Two samples t-tests with the best accuracy of 
900 sample size with 95% confidence. 
 

Training 
sample 

size 

Data: 
epoch 21-30 

Data: 
epoch 26-30 

Average 
accuracy 

p-value 
Average 
accuracy 

p-value 

900 0.98789 - 0.99068 - 
810 0.98533 0.117 0.98620 0.077 
720 0.98593 0.181 0.98716 0.079 
630 0.98119 0.034 0.98320 0.137 
540 0.97982 0.003 0.97866 0.018 
450 0.97731 0.003 0.98132 0.007 
360 0.95000 0.000 0.94720 0.002 

 

5. Conclusion 
 
The paper presents the recognition and classification 

methods for bread browning stages with small dataset and 
less diversities of surface appearance. These two 
constraints and time consumption are always the obstacles 
to implement any network model in real operation on the 
production line. For the experiment, 1,500 pieces of 
breads are withdrawn from only one production batch 
with three classes of bread quality criteria as overbaked, 
underbaked and perfected or baked. 

In order to achieve a recognition and classification 
model of bread browning stage with high accuracy, the 
research breaks down tasks into five steps starting model 
with a few simple convolutional layers, adding image 
augmentation and utilizing pretrained VGG-16 model for 
transfer learning and fine-tuning. 

Image augmentation, thru the Keras 
ImageDataGenerator function, helps to generate a 
number from 900 original to 18,000 artificial images. The 
suitable parameters to simulate bread browning stages are 
rotation and horizontal flip to propagate surface texture in 
all angles and the color shading diversities by changing hue, 
saturation and brightness. With more training images, the 
training accuracy curve obtain fluctuation along its path. 

The pretrained VGG-16, frozen all convolutional 
layers, is used as feature extractor both external extraction, 
fed as inputs, and internal extraction during training 
iteration loops. Because of the frozen VGG-16 
architecture, more features are extracted providing higher 
accuracies and much more loss reduction especially in the 
initial epochs. 

Adding fine-tuning by unfrozen the last two 
convolutional blocks, block-4 and block-5, of VGG-16, 
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the weights can be updated with artificial images in each 
training epochs. Its accuracy pattern is much more smooth 
and rises sharply during initial epochs as well as loss 
pattern declines sharply too.  

VGG-16 transfer learning and fine-tuning with image 
augmentation is the best model that can achieve very high 
training accuracy approximately 98.89% and very low 
training loss 2.86% at a small number of epochs 30 of 
training bread size at 900 images. Its training time is 
average of 1.40 minutes per epoch and 42.13 minutes per 
30 epochs. Furthermore, its test or predicted classification 
accuracy is at 100%.  Based on its very high accuracy 
performance and small model training time, it is possible 
to implement the model on the production line. However, 
with two sample t-test, there are two more training sample 
sizes of 720 and 810 images that are able to provide the 
same training accuracy at 95% confidence. 

The type of bread, bun, is the basic shape and color 
that one can transfer the recognition and classification 
knowledge to other similar bread types, such as biscuit, 
cookies, etc., that utilize the bread browning stage for 
automated inspection. 
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