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ABSTRACT
This article shows how a hardware in the loop (HIL) simulation can be formulated in such a way
that the quality of the simulation can be assessed by evaluating the total energy residual (TER).
The validity of this approach was checked with the standard co-simulation to show that TER
can be used to compare non-iterative Jacobi and Gauss-Seidel co-simulation masters. The given
example with the known global error shows that the value of TER can correctly determine which
of the co-simulation masters is better. In the experimental part of the article, the example of a
HIL simulation with an engine test bench in the loop is presented. The experiments show that
such a quality assessment approach can be used to determine the speed controller parameters
for the engine test bench.
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1. Introduction

Hardware in the loop (HIL) simulations are used to test
and simplify the design of complex systems. Its utility
in the automotive area is covered in [1,2]. There are
reports of using engine test benches for virtual testing
[3,4,5,6]. In such a test, simulation models are con-
nected to the engine test bench in order to form a
HIL simulation. However, there is not a lot of work
which focuses on the quality of such a co-simulation.
The quality of the engine in the loop simulation can
be assessed using the data collected from the vehicle
[7]. In that case, the underlying model represents an
already existing vehicle and the data for its identifi-
cation is collected through an experiment. However,
such data is not available in the vehicle design phase
and can be expensive to obtain afterwards. This arti-
cle presents a quality criterion with which the quality
of a HIL simulation can be assessed without reference
data. The proposed quality criterion can be used to set
the test bench speed controller. Such a criterion can
be used to automatically configure the co-simulation
similar to [8].

This topic has been researched for power HIL sim-
ulations. In [9,10,11,12] methods for evaluating hard-
ware interfaces have been assessed. A dynamometer
with its control system presents a hardware interface
between the engine and a simulation on the engine
test bench. However, these methods evaluate the hard-
ware interface using test simulations or their frequency
responses. In a general nonlinear simulation, it is diffi-
cult to give guarantees based on such an analysis.

In this article, a hardware in the loop (HIL) simula-
tion is a network of co-simulation slaves. The hardware
co-simulation slave is an engine with the dynamometer,
and other slaves are co-simulation Functional Mock-
up Units (FMUs) according to Functional Mock-up
Interface (FMI) standard [13]. The use of the FMI stan-
dard enables the HIL simulation to run models that
have been exported from a variety of modelling tools
[14]. In this article, a co-simulation consisting of co-
simulation FMUs is referred to as a model in the loop
(MIL) simulation (Figure 1a). It is assumed that such
a co-simulation does not have real-time requirements
and could run on a simple office PC. A HIL simulation
(Figure 1b) introduces hardware into a co-simulation
loop and requires all slaves to run in real time. MIL and
HIL simulations are part of model based development
processes [15,16,17,18].

This article shows how an existing quality criterion
for the co-simulation evaluation [19] can be applied
to a HIL simulation. This criterion is based on the
calculation of power residual. It is applicable to com-
plex systems that connect two subsystems with a power
bond (Figure 2). Each bond in a bond graph consists
of two power variables that represent flow and effort.
Effort and flow are generalizations of voltage and cur-
rent, force and translational speed, or torque and rota-
tional speed, depending on the physical domain of a
bond graph [20]. The method used in this article can
be used on any system that can be modelled as a bond
graph. This makes the method generally applicable to a
variety of systems, including actuated systems such as
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Figure 1. This article suggests a technique that can be used to assess the co-simulation quality regardless of whether the hardware
is in the loop or not.

Figure 2. A power bond can be used to measure the consis-
tency of a connection between two co-simulation slaves. The
influenceof the automation system, its actuators and sensors on
power bonds can bemodelled with the help of power residuals.

engine test beds. The work in [19] shows that it can be
applied to MIL simulations. This article shows that the
method can be used to determine which non-iterative
co-simulation master is better.

An alternative that can be used to evaluate MIL and
HIL simulation can be found in [21]. The advantage
of the energy-based evaluation of the co-simulation
quality is that errors can easily be aggregated across
several power bonds. An energy control approach is
used in [22] to create a coupling element that con-
trols the error introduced in a single connection.
In [23] the authors suggest that for the presented

two-mass oscillator test problem, the energy error is a
better indication of the co-simulation quality than the
position error. Furthermore, the used criterion enables
the monitoring of simulation errors that are aggregated
over several power bonds.

There are additional methods for assessing the qual-
ity of the co-simulation. The introduction of an engine
test bench in the co-simulation loop, however, repre-
sents a significant limitation on the number of options.
A test bench cannot repeat a communication step. This
prevents the use of quality assessment criteria based
on the Richardson extrapolation [24,25] or any back-
wards differentiation techniques [26]. It also prevents
the usage of methods that rely on internal solver func-
tions of co-simulation slaves [27,28]. In addition, the
introduction of hardware prevents the step size from
changing during the simulation. In [19] the quality cri-
terion is used to vary the step size of co-simulation
slaves.

In the second section, the total energy residual
(TER) is presented and linked to the defect analysis of
the system of coupled ordinary differential and alge-
braic equations. The defect analysis provides a theoret-
ical justification for the co-simulation quality measure-
ment proposed in the article. In the next section, the
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TER is used to compare standard co-simulation mas-
ters when co-simulating a rotational oscillator with two
inertia. The example shows that such an evaluation can
show the same results as a global error. Publicly avail-
able FMUs are used to give a practical confirmation of
the proposed quality criterion. In the fourth section,
the structure of the HIL simulation with an engine
test bench is presented. The structure is visualized in
order to see how to apply the quality measurement to
the simulation with an engine test bench in the loop.
This shows how the same quality measurement can be
used to evaluate MIL and HIL simulations. The fifth
section describes an experimental approach for tun-
ing the speed controller for the engine test bench. This
approach is used to show how the quality measure-
ment can be applied to set up the simulation with an
engine test bench in the loop. The last section contains
conclusions and ideas for future work.

2. Co-simulation quality evaluation

This section is dedicated to introducing the power
residual and its usage to define the co-simulation qual-
ity criterion. It also shows the relationship between this
criterion and numerical defect analysis.

Suppose the model is defined as a system of coupled
ordinary differential and algebraic equations.

dxi
dt

(t) = f i(xi(t), ui(t))

yi(t) = gi(xi(t), ui(t))

uij(t) = yıj(t), (i, j) = L(i, j)

xi(0) = xi0 (1)

where

• i, ı are subsystem indices,
• xi(t), ui(t) and yi(t) are the state, input and output

signals of the ith subsystem, respectively,
• f i is the state transition function of the i

th subsystem,
• g i is the output function of the ith subsystem,
• xi0 is the initial state,
• j is the index of an input port,
• j is the index of an output port,
• and L is the connection function.

The connection function L describes connections
between subsystems. It takes the reference of a destina-
tion input port and returns the reference to the source
output port. The reference to the destination input port
is given by the subsystem index i and the input port
index j. The reference to the source input port is given
by the subsystem index i and the output port index
j. Suppose a numerical solution satisfies the following

system.

dx̃i
dt

(t) = f i(x̃i(t), ũi(t)) + δx̃i(t) (2a)

ỹi(t) = gi(x̃i(t), ũi(t)) + δỹi(t) (2b)

ũij(t) = ỹıj(t) + δũij(t), (i, j) = L(i, j) (2c)

x̃i(0) = xi0 (2d)

for each interval tk−1 < t ≤ tk where.

• x̃i(t) is the state signal of the ith subsystem found by
the numerical solution,

• ũi(t) is the input signal of the ith subsystem found by
the numerical solution,

• ỹi(t) is the output signal of the i
th subsystem found

by the numerical solution,
• δx̃i(t) is the integration defect of the ith subsystem,
• δỹi(t) is the output defect of the i

th subsystem,
• and δũij(t) is the connection defect on the jth port of

the ith subsystem.

The numerical defects introduced in (2) give an
indication of how closely the numerical solution cor-
responds to the underlying model it is trying to solve
(1). In [29,30] it is shown that global errors.

�x̃i(t) = x̃i(t) − xi(t),�ỹi(t) = ỹi(t) − yi(t),

�ũi(t) = ũi(t) − ui(t) (3)

are bounded if numerical defects are bounded.
Figure 2 shows a power bond and four related vari-

ables. The effort of a power bond in the modelled
system is equal to.

ε(t) = ui1j1(t) = yi2j1(t), (i2, j1) = L(i1, j1) (4)

and the flow is.

ϕ(t) = ui2j2(t) = yi1j2(t), (i1, j2) = L(i2, j2) (5)

The effort found by the numerical solution (2) is
equal to.

ε̃(t) = ũi1j1(t) = ỹi2j1(t) + δε̃(t), (i2, j1) = L(i1, j1)
(6)

where the effort defect δε̃(t) is the connection defect
introduced by solving the respective connection equa-
tion (2c). The flow found by the numerical solution (2)
is equal to.

ϕ̃(t) = ũi2j2(t) = ỹi1j2(t) + δϕ̃(t), (i1, j2) = L(i2, j2)
(7)

where the effort defect δϕ̃(t) is the connection
defect introduced by solving the respective connection
equation (2c)..

The power residual is the difference between the
power transferred between two slaves.

δP̃(t) = ũi1j1(t)ỹi1j2(t) − ũi2j2(t)ỹi2j1(t)
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= ε̃(t)[ϕ̃(t) − δϕ̃(t)] − [ε̃(t) − δε̃(t)]ϕ̃(t)

= δε̃(t)ϕ̃(t) − ε̃(t)δϕ̃(t) (8)

Expression (8) shows how the power residual is
related to connection defects of the effort (6) and flow
(7) signals. It shows that by minimizing the value of the
two connection defects the power residual should also
be minimized.

|δP̃(t)| ≤ |δε̃(t)||ϕ̃(t)| + |ε̃(t)||δϕ̃(t)| (9)

Minimizing the power residual may not be enough
to reduce the global co-simulation error, but it is
required. Since global error (3) is limited by numerical
defects [29,30], for a small global error the connection
defects should also be small. The flow and effort errors
in (9) are connection errors. Inequality (9) suggests that
the power residual is small when the corresponding
flow and effort defects are small. These are the reasons
why it is necessary to limit the power residual. This is
not enough because the flow and power signals can be
close to zero due to the simulated model and this could
limit the power residual (9). In addition, poor internal
FMU solvers can introduce integration errors that can
lead to increased global co-simulation errors.

An advantage of monitoring the power residual
instead of connection defects is that the power defect
can be intuitively normalized. The power residual has
a unit of measure for power and TER has a unit of
measure for energy. This makes it easy to aggregate the
measure across multiple power bonds. The next section
shows the applicability of such an approach to the MIL
simulation.

The previous analysis suggests that the total energy
residual (TER) can be used to evaluate a co-simulation
run.

δẼ(tend) =
∑
k∈N

tk≤tend

∫ tk

tk−1

|δP̃(t)|dt (10)

The symbol for TER includes the letter E to indi-
cate that it has a physical unit of energy. The prefix δ

is inserted to emphasize the connection to the power
residual. The argument tend means that the power resid-
ual is integrated until the end of the co-simulation.
This criterion can be evaluated after the co-simulation
run has ended, provided the corresponding input and
output signals are available. The criterion can also be
calculated during the run, which can possibly lead to
an error detection mechanism.

The variable k ∈ N is used to enumerate communi-
cation points of both connected slaves. In this article,
zero order hold is used to reconstruct input and output
signals and fixed step size co-simulation is used.

δẼ(tend) = h
∑
k∈N

kh≤tend

|δP̃(tk)| (11)

where h is the communication step size. It should be
possible to calculate the exact value of the criterion
(10) formulti-rate or variable step co-simulations using
higher order extrapolation techniques. This article uses
single rate co-simulation with zero order hold to ease
the application of the criterion.

3. Co-simulationmaster comparison

This section shows how TER (11) can be used to eval-
uate co-simulation masters. A test model for validating
such an evaluation is the co-simulation network shown
in Figure 3. The Python code used for the examples in
this section is available in [31]. The source code of the
example co-simulation slaves is available in [32]. The
slaves are co-simulation FMUs according to [13]. The
modelled system is a rotational oscillator with two iner-
tias. A similar oscillator is often used for benchmarking
co-simulation master algorithms [21,33,34,35,36,37].

The example in this section uses a rotational
mechanical interface that is similar to the engine test
bench interface presented in the next section. There are
two subsystems.

dx1
dt

(t) = A1x1(t) + B1u1(t),

dx2
dt

(t) = A2x2(t) + B2u2(t),

y1(t) = C1x1(t) + D1u1(t),

y2(t) = C2x2(t) + D2u2(t),

x1(0) = x10, x2(0) = x20 (12)

connected by.

u1(t) = y2(t), u2(t) = y1(t) (13)

where

y1(t) = [τ1(t)], u1(t) = [ω2(t)],

x1(t) = [
φ1(t) ω1(t) φ2(t)

]T ,
x10 = [

φ10(t) ω10(t) φ20(t)
]T ,

A1 =

⎡
⎢⎢⎣

0 1 0

−c1 + ck
J1

−d1 + dk
J1

ck
J1

0 0 0

⎤
⎥⎥⎦ ,

B1 =

⎡
⎢⎢⎣

0
dk
J1
1

⎤
⎥⎥⎦ ,

C1 = [
ck dk −ck

]
, D1 = [−dk] (14)

and.

y2(t) = [ω2(t)], u2(t) = [τ1(t)],
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Figure 3. A rotational oscillator with two inertias is used as a test system.

Figure 4. During the co-simulation, each subsystem is solved with an internal solver and the co-simulation master ensures that
samples of the connected signals are exchanged between subsystems. In themonolithic simulation, a solver solves the entire system
of equations.

x2(t) = [
φ2(t) ω2(t)

]T , x20 = [
φ20(t) ω20(t)

]T ,

A2 =
⎡
⎣ 0 1

−c2
J2

−d2
J2

⎤
⎦ , B2 =

[
0
1
J2

]
,

C2 = [
0 1

]
, D2 = [0] (15)

The system parameters are set to

J1 = 10 kgm2, c1 = 1
Nm
rad

,

d1 = 1
Nm s
rad

, ck = 1
Nm
rad

,

dk = 2
Nm s
rad

, φ10 = 0.1 rad,

ω10 = 0.1
rad
s
, J2 = 10 kgm2,

c2 = 1
Nm
rad

, d2 = 2
Nm s
rad

,

φ20 = 0.2 rad, ω20 = 0.1
rad
s

(16)

The system parameters are set to the same values as
the parameters of the two mass oscillator in [37]. Such
a system can be described in terms of bond graphs [20],
and this property connects it to a large group of physi-
cal models. The co-simulation slaves use CVODE [38]
solvers with a tight tolerance bound in order to pro-
vide a solution as close as possible to the exact one.
The absolute tolerance limit for all solvers used is set
to 10−8. This choice limits the local error so that it
is several orders of magnitude smaller than the tran-
sient response of the system (16). The two subsystems
shown in Figure 3 are implemented as co-simulation

FMUs,OscillatorOmega2Tau andOscillatorTau2Omega
(Figure 4a). A monolithic simulation of the two con-
nected subsystems is available as a co-simulation FMU
TwoMassRotationalOscillator (Figure 4b). The mono-
lithic simulation is created to calculate the global co-
simulation error. Since the selected solver has tight
tolerance bounds, it is used as a reference solution for
the co-simulation. Although the co-simulation slaves in
the example co-simulation use the same solver, the co-
simulation master introduces an error when exchang-
ing the connected signal samples (Figure 4). The source
of the example FMUs can be found in [32].

The test model in this section does not contain a
displacement in the interface between two subsystems.
A displacement is the integral of a flow. Flow and dis-
placement are translation speed and position in the
translational mechanical domain or rotational speed
and angle in the rotational mechanical domain. This is
the difference to the models used in [36] and [37]. The
reason for this change is that the subsystem interface is
similar to that used for the engine test bench presented
in the next section.

Gauss-Seidel and Jacobi masters are the standard
options for co-simulation masters that run at a sin-
gle rate [36,39]. Their execution policies are shown
in Figure 5 using the example of the co-simulation of
two slaves. A Gauss-Seidel co-simulation master is a
sequential co-simulationmaster. The assignment of the
input variables and the integration of the slaves take
place in the specified sequence.

In [36] it is suggested that the execution of FMUs
with direct output-input dependency should follow the
execution of FMUswithout such a dependency. For this
reason, the execution order of the Gauss-Seidel master
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Figure 5. The actions that are performed in non-iterative co-simulation masters for the example with two slaves. The dashed lines
represent the data exchange between slaves and the solid lines the integration of slaves.

Figure 6. The simulation response for the step sizeh = 1 s. The
plot shows the signals obtained from the subsystem outputs
shown in Figure 3.

is set to.

1 : OscillatorTau2Omega

2 : OscillatorOmega2Tau (17)

in the example.
A Jacobi co-simulation master updates the input

variables of all slaves independently of one another and
then integrates them. This allows slaves to be updated
in parallel if several processors are available. Figure 6
compares the response of two different non-iterative
co-simulation masters with the monolithic solution.
The plot was obtained using the procedure plot_signals
found in the file demo.py in [31].

In [36] a two-mass oscillator test system is analyzed
to find out which standard co-simulation master is bet-
ter. This section shows that the TER can be used for the
same purpose. The power signal.

p(t) = ϕ(t) ε(t) = ω2(t) τ1(t) (18)

is the basis for comparing co-simulation masters. In
the example presented in this section, the above power
signal is calculated using the monolithic simulation.
Its source is available in the repository [32]. The error

Figure 7. The TER (10) compared to the total error energy (20)
for standard co-simulation masters. In both plots, both axes
are logarithmic. The co-simulation masters are described in
Figure 5.

power is equal to

�p̃(t) = |p̃(t) − p(t)| (19)

The total error energy.

�Ẽ(tend) =
∑
k∈N

tk≤tend

∫ tk

tk−1

|�p̃(t)|

dt ≈ h
∑
k∈N

kh≤tend

|�p̃(tk)| (20)

is compared to the TER (11) in Figure 7. The figure
compares the Gauss-Seidel co-simulation master and
the Jacobi co-simulation master. The plot was obtained
using the procedure residual_analysis found in the file
demo.py in [31].

The plot shows that the total error energy is linear
with respect to the step size. This is expected because
zero order hold is used to extrapolate output and input
signals. In [29] it was shown that the global error is
bounded in terms of integration and algebraic defects.
If zero order hold is used for extrapolation, the output
defect (2b) is asymptotically linear with respect to the
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Figure 8. The engine test bench can be used to simulate how the rest of the vehicle interacts with a real engine.

step size. A connectionwith a delay in the transfer of the
signals (Figure 5) has the connection defect (2c) asymp-
totically linear with respect to the step size. In addition,
it was shown in [19] that the total energy residual (TER)
can be used to control the total error energy by varying
the communication step size.

However, themain purpose of Figure 7 is not to con-
firm the expected results. It shows an indication that
the TER can be used to compare two non-iterative co-
simulation masters (Figure 5). The total error energy
(20) shows that the Gauss-Seidel co-simulation master
(Figure 5b) is better than the Jacobi master (Figure 5a)
for the example system (16) shown in Figure 3. The
TER (11) shows the same result. This comparison
together with the analysis carried out in [19] sug-
gests that (11) can be used to evaluate a co-simulation
master. Ideally, the error would be used for that pur-
pose. In practice, however, an ideal reference solu-
tion is almost never available to enable global error
calculation.

4. Hardware in the loop simulation setup

This section describes how the TER (11) can be used
to evaluate the simulation with an engine test bench
in the loop (Figure 8). The tests were carried out on
an engine test bench with the automation system AVL
Puma Open 2 R5.4 [40] and the 200 kW dynamome-
ter AVL DynoForce ASM500 [41]. The engine used
in the experiments is a 4-cylinder, 1395 cc, 103 kW
(@4500 − 6000 rpm) gasoline engine. The speed was
measured with the rotary encoder ROD426—2048 [42]
and the torque with the torque converter HBM T12HP
[43]. The sensor data was transferred to the automa-
tion system via EtherCAT [44]. This section argues

Figure 9. The underlying model of the example system that is
simulated by the HIL simulation.

that control system, actuators and control system influ-
ence on the HIL simulation can be evaluated using
the TER.

The model of the system simulated with the engine
test bench is shown in Figure 9. The system consists of
the gasoline engine, the first order load subsystem.

J
dω
dt

(t) = τ(t) (21)

and the following percentage gasoline flow signal

α(t) =
{
100%, 1 ≤ t < 2
0, otherwise (22)

The load model (21) is a simple inertia that was set
to J = 1 kgm2 during the experiments in this section.

Figure 9 shows the underlying model of the sys-
tem that is simulated with HIL simulation. However,
the behaviour of such a simulation is not completely
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Figure 10. The TER measurement (11) is implemented in Simulink and deployed as a co-simulation FMU [13]. Coloured thick lines
correspond to the thick lineswith thematching colour in Figure 9. A reddashed line is added tohighlight thedifference in information
flow in the HIL simulation compared to the underlying model.

determined by that model. The results of the HIL sim-
ulation are influenced by the communication network,
the assignment of variables, controllers and actuators
(Figure 10). This article argues that the diagram in
Figure 10 corresponds to the numerical solution (2)
and the model in Figure 9 corresponds to the analyt-
ical solution (1). This analogy suggests that the TER
(10) can be used to compare different settings for a HIL
simulation.

There is another analogy between the example HIL
and the numerical simulation. The error in the con-
trolled engine speed corresponds to the numerical
defect of the flow signal (7). During the HIL simulation
(Figure 10), the controllers and dynamometer are used
to control engine speed. As a result, both the speed con-
trol error and the flow defect is equal to the difference
between the reference and measured engine speed.

δϕ̃(t) = δω̃(t) = ωref(t) − ωmeas(t) (23)

Figure 10 is a more detailed schematic representa-
tion of Figure 1b. It showswhich software and hardware
components are used in the data flow of the HIL sim-
ulation and how the TER is measured. Figure 9 shows
the underlying model that is simulated by the HIL sim-
ulation. TER can be viewed as a measure of the influ-
ence of software and hardware components on the ideal
underlying model.

The effort defect in the HIL simulation (Figure 10)
is equal to.

δε̃(t) = δτ̃ (t) = τmeas(t) − τsim(t) (24)

The power residual of the mechanical shaft in the
HIL simulation is

δP̃(t) = ωref(t) τsim(t) − ωmeas(t) τmeas(t) (25)

In the example HIL simulation, the zero order hold
is used for signal reconstruction. This enables the TER

Figure 11. The user interface of the PI speed controller in Puma
Open. The experiment in this section searches for the optimal
controller gain and integral time constant.

to be calculated using (11). The calculation is imple-
mented in a Simulink model and compiled as a co-
simulation FMU. Grey lines in Figure 10 point to the
FMU. This FMU runs with the fixed communication
step size of 0.1ms. The communication step size should
be small enough to capture all the changes in the con-
nected signals. The measurement signals are sampled
with the step size of 0.1ms and the inertia FMU is run-
ning with the communication step size of 1ms. This
setup is used in the next section to tune the parameters
of the speed controller.

5. Controller tuning

This section presents how the TER (11) can be used
to set the speed controller parameters (Figure 11).
In Section 3, the TER is used to compare two non-
iterative co-simulation masters, Jacobi and Gauss-
Seidel (Figure 5). Section 4 shows how the TER is cal-
culated for the HIL simulation using the engine test
bench. The HIL simulation setup can be optimized by
such a quality evaluation. The proportional gainKP and
the integral time constant TI of the speed controller are
varied in this section to adjust the HIL simulation.

The HIL simulation is described in Section 4 and
shown in Figure 10. The simulation experiments are
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Figure 12. The HIL simulation shown in Figure 10 is carried
out with various speed controller parameters. The image above
shows the heat mapwith the values of the TER at the end of the
simulation.

carried out for tend = 10 s. The speed controller param-
eters are varied in the range that is considered safe from
the practical commissioner’s experience. The parame-
ters of the speed controller vary in the range that has
been verified in practice for the engine test bench used.

KP ∈ {10, 11, . . . 25 },
TI ∈ {150 ms, 160 ms, . . . , 250 ms} (26)

A simulation experiment is performed for each com-
bination of controller parameters and the TER (11) is
recorded.

The results are presented in Figure 12 as a heat map.
The heat map is not perfectly smooth since each exper-
iment is performed only once and physical devices are
used in the simulation loop. However, it shows areas
with good controller parameters. The red area in the
lower left corner shows parameters with higher TER
values.

The results in Section 3 indicate that parameters in
red areas should result in a larger global error.1 This
indicates that the combination of the parameters KP =
10 and TI = 150ms should lead to a worse response
than the combination KP = 14 and TI = 220ms

KP = 10, TI = 150ms : δẼ(tend) = 13.5 kWs

KP = 14, TI = 220ms : δẼ(tend) = 9.0 kWs (27)

The output signals of the two experiments are shown
in Figure 13. The global error of this hardware in the
loop simulation is not known because the engine is a
physical system. This is the main reason to suggest the
TER for evaluating different experiments.

There is no guarantee that the controller parameters
will be robust to changing the simple inertiamodel. The
inertia model was replaced by a more complex vehicle
model (Figure 14) in the HIL simulation (Figure 10).
The vehicle model2 was developed in AVL Cruise 2020
R1 [45]. The gear box within the vehicle model was set

Figure 13. The speed and torque signals measured on the
engine shaft when running a simple inertia model (Figure 10)
with various controller parameters.

to first gear at the beginning of the simulation and to
second gear at t = 2 s. The second gear remains con-
stant until the end of the simulation. The throttle signal
was replaced by.

α(t) =

⎧⎪⎪⎨
⎪⎪⎩

15%, 1 ≤ t < 2
50%, 10 ≤ t < 13
60%, 23 ≤ t < 23
0, otherwise

(28)

in order to observe additional dynamics in the exper-
iment. The experiments were carried out for tend =
35 s.

The experiments have been performed with the two
combinations of controller parameters KP = 10, TI =
150ms and KP = 14, TI = 225ms

KP = 10, TI = 150ms : δẼ(tend) = 44.4 ± 1.1 kWs

KP = 14, TI = 225ms : δẼ(tend) = 48.3 ± 1.3 kWs
(29)

each combination 5 times. Samples of speed and torque
signals on the engine shaft are shown in Figure 15. The
presented results suggest two topics for future work.

Inequality (9) suggests that by minimizing torque
and speed signals the TER should be minimized.When
the torque and speed are minimized, the mechani-
cal power exchanged between the dynamometer and
the engine should also be minimized. One topic of
future work is the question of whether the minimiza-
tion of TER leads to a minimization of the mechanical
power on the shaft. Figure 15 shows a slight decrease
in the measured speed for KP = 10, TI = 150ms com-
pared to KP = 14, TI = 225ms in the small time win-
dow around the fifth second. At about the same time,
however, there is an increase in the torque oscil-
lations for KP = 10,TI = 150ms compared to KP =
14,TI = 225ms can be observed. These two observa-
tions do not allow any statement to be made as to
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Figure 14. An additional HIL simulation is developed by replacing the simple inertial model with a more complex vehicle model.
The vehicle model developed in AVL Cruise is a front-wheel drive car 1530 kg.

whether there is a connection betweenmechanical per-
formance and TER. In future work, the experiments
will be planned in such a way that this problem is
thoroughly addressed. If minimizing TER minimizes
the mechanical power transmitted through the shaft,
this can be beneficial for the longevity of the test
bench.

In this section, two sets of controller parameters
are evaluated in two different HIL simulations, which
are shown in Figure 10 and Figure 14. The respective
TER values are shown in (27) and (29). This was done
to see if a good combination of parameters accord-
ing to the heat map in Figure 12 is still good when
a more complex vehicle model is used. It can be seen
that one parameter set is better according to (27) and
the other is better according to (29). This is expected
because the dynamics of two HIL simulations are dif-
ferent. Even if the results in (27) and (29) are different,
the control parameters seem to deliver stable results in
both cases. This result suggests the possibility of build-
ing a HIL simulation with a simpler model. However,
to ensure that this is safe, a rigorous analysis of the

Figure 15. The speed and torque signals measured on the
engine shaft when running a complex vehiclemodel (Figure 14)
with various controller parameters.

approach will be carried out as part of future work.
It is a plan to analyze how the simple experiment can
be made most robust to the changes in the simulation
model.
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6. Conclusion and future work

This article shows an analogy between a standard
co-simulation and the HIL simulation. This analogy
enables the use of co-simulation quality measurements
such as TER (10). In [19] this criterionwas used to solve
a standard co-simulation with a variable communica-
tion step size. Section 3 of this article shows that the
proposed criterion can be used to compare standard
co-simulation masters. The criterion (10) is generally
applicable to variable step, multiple rate co-simulations
using higher order extrapolation techniques. In this
article, this criterion is used on a co-simulation system
with a small number of components runningwith a sin-
gle rate and zero order hold (11). In future work, the
system simulation should be divided into more subsys-
tems, which should lead to a multi-rate co-simulation.

Section 4 shows the structure of the HIL simulation
with an engine test bench and a simple inertia model
(Figure 10). This section presents the underlyingmodel
simulated by the HIL simulation in Figure 9. The HIL
simulation (Figure 10) corresponds to the numerical
solution (2) and the underlying model of the HIL sim-
ulation (Figure 9) corresponds to the analytical model
(1). This comparison makes it possible to measure with
the TER how much the results of the HIL simulation
differ from the ideal results of the underlying model.
Actuators, controllers, sensors, the communication sys-
tem and the co-simulation master can influence the
results and contribute to the TER. Figure 10 shows the
calculation of the TER with a Simulink model that was
compiled as an FMU.

Section 5 shows an experimental approach for tun-
ing the speed controller parameters of such aHIL simu-
lation. The approach consists of repeating experiments
with different parameters and evaluating them for the
simulation quality using TER. The approach repeats
experiments with different parameters and uses TER
to evaluate the simulation quality (Figure 12). Such an
approach can require a prohibitive number of experi-
ments, and there are methods for selecting controller
parameters [46,47] that can be more efficient. The pre-
sented experimental approach was used to demonstrate
the possibility of using TER to set up an engine test
bench. The main goal of Section 5 was to show that the
TER can be used to evaluate aHIL simulation setup and
not just a MIL simulation running on the office com-
puter. Such an approach could possibly be generalized
to other parts of the HIL simulation.

An example of a valuable benefit of such an approach
would be to evaluate the influence of a communica-
tion network (Figure 10). In the work described in this
article EtherCAT [44] is used to transfer power bond
signals between the test bench and the computer run-
ning the FMUs. This computer is usually physically
located next to the test bench. In practice it is interest-
ing to see if a personal computer dislocated in a office

building can be used for the same purpose. One of the
potential solutions for this problemwould be to replace
EtherCAT protocol with UDP. If power residual intro-
duced to a power bond transferred via communcation
network could be calculated, it would allow to assess
the impact of such a change on the HIL simulation
quality. The work presented in this paper suggests that
TER can be used in evaluating controllers. The topic
of future work is to confirm that such application can
be generalized to other parts of the HIL simulation
and see if repeated experimentation can be completely
avoided.

In Section 5 a simple inertia model (Figure 10) was
replaced by a more complex vehicle model (Figure 14).
Two pairs of parameters that were tested with the sim-
pler HIL simulation (27) were tested with the more
complex one (29). The TER analysis shows that in the
first case one pair is better, in the second case the
other. Such results are not surprising due to the different
dynamics of the simulated parts of the HIL simulation.
However, this approach gives a suggestion on how to
prepare an engine test bench for a complex simulation.
If the setup found with a simpler simulation is robust
to parameter changes in such a simulation, such a setup
could potentially be very useful. One topic of the future
work would be to rigorously define and analyze the
robustness of the HIL simulation with respect to the
TER.

The goal of this article is to enable the comparison of
two co-simulation setups without internal knowledge
of the simulation models. Such a quality evaluation
enables a commissioning engineer to set up the HIL
simulation without being familiar with the simulation
models. This enables a faster initial setup of a HIL sim-
ulation with an engine in the loop and reduces the time
and costs involved in preparing the experiments. This
article presents an initial attempt to use the total energy
residual (TER) for this purpose. The usefulness of such
a measure was demonstrated in this article using an
experimental approach. In the future, the robustness,
the influence on the power consumption and the pos-
sibility of tuning different parts of an engine test bench
will be investigated.

Notes

1. It is important to note that the integration error of the
co-simulation slaves is ignored in this section.

2. This is a vehicle model without an engine because a
physical engine is present during the HIL simulation.
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