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CHAPTER 1

INTRODUCTION

Secrecy and security are extremely important, especially in today’s modern age. Cryptog-

raphy is being used all around us, and has been for thousands of years. It has been used

in many significant events throughout history, including war and political struggles. For a

deep dive into the historical side of cryptography, read The Code Book, by Simon Singh

[18].

In a more modern sense, cryptography is used to make your internet searches secure

and keep your private information private, among other things. For example, if you open

up your internet search browser and look at the certificate, chances are you will see either

RSA or ECC in the certificate. These are examples of public key cryptosystems. We will

define public key cryptosystems, and other important notions, in the next chapter.

Most, if not all, processes in cryptography can be broken down into mathematical

operations, even if not explicitly stated as such. This includes encryption and decryption,

key generation, and digital signatures. Eventually however, deeper understanding of these

mathematical operations can be used to render some cryptosystems irrelevant. On the other

hand, these same mathematical operations can used in the creation of new cryptosystems or

the improvement of existing ones. For example, modular arithmetic can be understood and

implemented without any knowledge of group theory, but once group theory is understood,

the ideas used in modular arithmetic can be generalized and used in cryptography.

The main focus of this paper is to illustrate this by describing and comparing two

variants of the ElGamal cryptosystem. The first variant of ElGamal we will look at is the

original, that is, the process of using the group of units modulo a prime. The other variant

is using points on an elliptic curve. This paper also contains introductory chapters about

cryptography, group theory, and elliptic curves. Lastly, a comparison is drawn between the

different attacks used to try and solve the discrete logarithm problem.
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CHAPTER 2

INTRODUCTION TO CRYPTOGRAPHY

In this chapter we give an introduction to the basic terms used in and around cryptography.

It is intended for the readers that are new to the field of cryptography. The chapter also

provides some figures and examples to help understanding.

In cryptography, the plaintext is the message that we wish to send. While the plaintext

can be letters, letters will usually be converted to some other form like integers, hexadec-

imal, binary, etc. Before the plaintext is sent, it must be encrypted. Encryption is the

process of securing the plaintext by changing it in some way. After the plaintext is en-

crypted, it becomes the ciphertext, that is, the secured message. The person that receives

the ciphertext will then decrypt it. Decryption is the process of undoing the encryption

to bring the ciphertext back to the plaintext. The key is a combination of characters that

are used in the encryption and decryption process. A cipher is a pair of algorithms where

one is used for encryption and the other is used for decryption. A cipher will usually use

a predetermined key. In contrast, a cryptosystem is a set of algorithms in which a sep-

arate algorithm is used for encryption, decryption, and key generation. A cryptosystem

does not use a predetermined key since the key is created during the process of using the

cryptosystem.

Example 2.1. Our example will be a shift cipher, one of the most basic methods of encryp-

tion. Note that shift ciphers are not secure in any way, but it is being used to demonstrate the

vocabulary just mentioned. We are going to let this example take place in Z/26Z. Suppose

Alice wants to send a message to Bob. Let the message be “Thanks for reading”. Assume

a=0, b=1, and so on until z=25. Our plaintext will be 19,7,0,13,10,18,5,14,17,17,4,0,3,8,13,6.

Let the key be 3. Alice will add 3 to each number and make sure that it is in Z/26Z. Then

Alice has computed her ciphertext, 22,10,3,16,13,21,8,17,20,20,7,3,6,11,16,9. Which can

be kept in numerical form or transformed back to letters before being sent. This would
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be wkdqnviruuhdglqj. When Bob receives the ciphertext he uses the key to decrypt the ci-

phertext into the plaintext. This is done by subtracting 3 from the numerical values to get

19,7,0,13,10,18,5,14,17,17,4,0,3,8,13,6. Which brings back the plaintext thanksforreading,

or “Thanks for reading”.

An issue with a system like this is that both Alice and Bob would have to agree upon

a key ahead of time and also keep it secret. This problem was largely unaddressed until

1976 when Whitfield Diffie and Martin Hellman published their paper New Directions in

Cryptography [2]. The two men were also helped by Ralph Merkle [18]. These men

introduced public key cryptography.

Definition 1. Public key cryptography is a type of asymmetric key cryptography, meaning

that there exist both a public and private key for the two parties involved. An illustration of

how public key cryptography works, from [15], follows:

Public Encryption Key Private Decryption Key

Alice Ea Da

Bob Eb Db

Figure 2.1: Generalized Public Key

The security of public key cryptosystems lie in the creation and usage of one-way

functions.

Definition 2. A one-way function is a function that has the characteristic that it is easy to

compute the output given the input, but hard to find the input given the output.
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Some examples of one-way functions are multiplication of two large primes and mod-

ular exponentiation. For example, multiplying two large primes is relatively easy, but fac-

toring that very large number into two prime numbers is hard.
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CHAPTER 3

OVERVIEW OF GROUP THEORY

The purpose of this chapter is to give a brief introduction to the specific topics of group

theory that will be used throughout this thesis. In particular, the ElGamal cryptosystem

will be formulated in terms of cyclic groups. We will begin with a review of group theory

and provide the necessary background information. Then we will proceed with important

information regarding cyclic groups.

Definition 3. A group G is a set of elements with a binary operation, denoted ·, that

satisfies the following properties:

1. Closure: If a, b ∈ G, then a · b ∈ G.

2. Associativity: ∀ a, b, c ∈ G, we have (a · b) · c = a · (b · c).

3. Identity: ∃ i ∈ G ∀ a ∈ G such that i · a = a · i = a.

4. Inverse: ∀ a ∈ G ∃ a−1 such that a−1 · a = a · a−1 = i.

If a group also satisfies the commutative property, it is called an abelian group. The

commutative property states that for all a, b ∈ G, we have a · b = b · a. One of the most

recognizable abelian groups is the set of integers under addition, (Z,+).

Definition 4. A field is a set F with two operations called addition and multiplication that

has the following properties:

1. Closure under both addition and multiplication.

2. F is an abelian group under addition.

3. F ∖{0} is an abelian group under multiplication.

4. The distributive property holds.
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A field is said to be finite, denoted F, if it has a finite number of elements.

Definition 5. Let G be a group and g ∈ G. In multiplication notation, we call the following

the subgroup generated by g:

⟨g⟩ = {ga | a ∈ Z}.

In additive notation, this would be

⟨g⟩ = {ag | a ∈ Z}.

Having defined the terms above, we can now define a cyclic group, highlight its im-

portant properties, and give examples.

Definition 6. Let G be a group. A group is called a cyclic group if ∃ g ∈ G such that

G = ⟨g⟩. Then g is called a generator of G. Groups can have multiple generators.

The aforementioned example, (Z,+), is also cyclic. Indeed, one sees this since every

integer can be written as either 1 + 1 + 1 + 1 + ... or (−1) + (−1) + (−1) + (−1) + ....

Example 3.1. We can show that (Z/6Z,+) is cyclic. Besides the obvious generator of 1,

we can also show that 5 is a generator:

5 = 5, 5+5 = 4, 5+5+5 = 3, 5+5+5+5 = 2, 5+5+5+5+5 = 1, 5+5+5+5+5+5 = 0

The order of G is the number of elements in the set of G, also known as the cardinality

of the set. This is denoted |G|. When the order of the group is finite, we say G is a finite

group. The order of an element g ∈ G is the smallest positive integer a such that ga = i

or ga = i in multiplicative and additive notation, respectively.

Theorem 3.2. The Fundamental Theorem of Finite Abelian Groups: Every finite abelian

group can be written as the product of cyclic groups of prime powers.
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Example 3.3. Let the order of our finite abelian groups be 540 = 22 · 33 · 5. The following

are the cyclic group possibilities for our groups:

1. Z/2Z× Z/2Z× Z/3Z× Z/3Z× Z/3Z× Z/5Z;

2. Z/2Z× Z/2Z× Z/3Z× Z/9Z× Z/5Z;

3. Z/2Z× Z/2Z× Z/27Z× Z/5Z;

4. Z/4Z× Z/3Z× Z/3Z× Z/3Z× Z/5Z;

5. Z/4Z× Z/3Z× Z/9Z× Z/5Z;

6. Z/4Z× Z/27Z× Z/5Z.

The following example and propositions are crucial for the rest of the paper.

Example 3.4. Let p be a prime number. Then Z/pZ, also denoted Fp, is a finite field.

From this, one can show the following well know proposition.

Proposition 3.5. The group of units (Z/pZ) × where p is a prime is always cyclic.

It is important to note that this is not always true when p is not prime. In fact, it can

be shown that (Z/8Z) × is not cyclic.

Lastly, we will finish with two propositions, and a consequence of these propositions.

Proposition 3.6. Let G be a cyclic group and |G| = n. If n < ∞, then G ∼= (Z/nZ,+). If

n = ∞, then G ∼= Z.

Proposition 3.7. Cyclic groups with the same order are isomorphic.

It follows from Proposition 3.6 that (Z/pZ) × ∼= (Z/(p− 1)Z,+).
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CHAPTER 4

ELLIPTIC CURVES

The following chapter gives the reader an introduction to elliptic curves. A lot of the more

advanced topics regarding elliptic curves are glossed over, or omitted. This is because these

topics are either out of the scope of this paper or not pertinent to this paper.

4.1 WHAT ARE ELLIPTIC CURVES?

Let K be a field. An elliptic curve E over K, denoted E(K), is the set of points (x, y) with

x, y ∈ K that satisfy an equation of the form

y2 = x3 + ax+ b,

with a, b being constants, together with a point O called the “point at infinity”. The form

above is if the characteristic of K is greater than 3. We call this the Weierstrass form or

Weierstrass equation. There is a requirement that the discriminant 4a3 + 27b2 ̸= 0 to

ensure that the curve has distinct roots. This condition is also known as nonsingular.

If the characteristic of K = 2, the equation is written as either

y2 + cy = x3 + ax+ b

or

y2 + xy = x3 + ax2 + b,

again with a, b, c ∈ K and O.

Lastly, if K = 3, the equation is written in the form

y2 = x3 + ax2 + bx+ c,

with O.

Next we will describe the addition of points on an elliptic curve. Let P1 = (x1, y1) and



17

P2 = (x2, y2), be points on an elliptic curve. We define P3 = P1 + P2. Let P3 = (x3, y3).

The set of points on an elliptic curve form an abelian group under addition. However,

addition of points on an elliptic curve is not adding the x and y coordinates. Elliptic curve

point addition for the Weierstrass equation is as follows:

1. We treat O as the additive identity, that is, P +O = P .

2. If P1 ̸= P2, then P3 is found by drawing a line L through P1 and P2 to a point on

the curve we will call P ′
3. Then P

′
3 is reflected over the x−axis to obtain P3. This

is shown in figure 4.1 from [21]. This can be done algebraically by first finding the

slope m of L. Do not forget that, when dealing with modular arithmetic, “division”

is actually multiplication by the inverse. Then x3 and y3 can be calculated using the

following formulas found in [21]:

x3 = m2 − x1 − x2, y3 = m(x1 − x3)− y1.

This is under the assumption that x1 ̸= x2. If x1 = x2 and y1 ̸= y2, then L is vertical

and the sum = O. This case will be excluded for the purposes as this paper.

3. If P1 = P2, then P3 is found by drawing the tangent line L to the curve at P1. The

slope this time is found by using implicit differentiation of the Weierstrass equation.

Thus we get [21]:

m =
dy

dx
=

3(x1)
2 + a

2y1
.

If y1 = 0, then L is vertical and O appears again. Thus, we will assume that y1 ̸= 0.

Then, similar to above, we obtain the following formulas [21]:

x3 = m2 − 2x1, y3 = m(x1 − x3)− y1.

It can be shown that point addition is also commutative and associative.
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Figure 4.1: Elliptic Curve Point Addition

Example 4.1. Let our curve be y2 = x3+3x+7 in Z/13Z. We have a point P = (5, 2). We

want to calculate 3P . We must first calculate 2P . In order to calculate 2P , we do P + P .

We begin by 2 above.

m =
3 · 52 + 3

2 · 2
=

78

4
= 78 · 4−1 = 0 · 10 = 0.

Then we get

x3 = 02 − 2 · 5 = −10 ≡ 3, y3 = 0(5− 3)− 2 = −2 = 11.

Thus P +P = 2P = (3, 11). Now we use 1 to do P +2P = 3P . First note P = (x1, y1) =

(5, 2) and 2P = (x2, y2) = (3, 11). Note that

m =
9

−2
= 9 · (−2)−1 = 9 · 6 = 54 ≡ 2.

Next we use the formulas in 1 to get

x3 = 22 − 5− 3 = −4 = 9 y3 = 2(5− 9)− 2 = −10 = 3.

Thus 3P = (9, 3).
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It is useful to note that point subtraction for P1 ̸= P2 is similar to point addition, how-

ever the y2 coordinate of P2 is negated, i.e. P1 − P2 = (x1, y1) + (x2,−y2). When dealing

with finite fields, the negative y2 coordinate should be taken to its positive equivalent in the

field. Then do point addition as in 2.

Scalar multiplication of points is not multiplying the (x, y) coordinate by the scalar

n. Instead, it is adding the point to itself n times. There is another way to do this besides

adding P n times. The most common way is known as “double and add”. Suppose we have

a point P = (x, y). To calculate 151P we would first split 151 into 27 + 24 + 22 + 21 + 20.

Then we calculate

2P = P+P, 2P+2P = 22P = 4P, 4P+4P = 23P = 8P, 8P+8P = 24P = 16P,

16P + 16P = 25P = 32P, 32P + 32P = 26P = 64P, 64P + 64P = 27P = 128P,

151P = 27P + 24P + 22P + 2P + P.

If the elliptic curve was over a finite field, the x and y value for every point would have to

be kept as an element in the field.

As mentioned earlier, the points on an elliptic curve form an abelian group under

addition. The requirement of closure is satisfied by how elliptic curve point addition is

defined. Similarly, we defined the point at infinity as the additive identity. If P = (x, y),

then −P = (x,−y) is the additive inverse since P + −P = O. There is not an easy

explanation for associativity. For a proof of associativity, see [16]. Finally, the proof of

commutativity is easiest to understand in a geometric sense. Elliptic curve point addition

begins by drawing a line between two points. No matter the order you add the points, the

same line is drawn between them, thus P +Q = Q+ P .
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CHAPTER 5

ELGAMAL

The following chapter will introduce the ElGamal cryptosystem along with the driving

force behind the security of the ElGamal system.

5.1 WHAT IS ELGAMAL?

The ElGamal cryptosystem was introduced in 1985 by Taher Elgamal1 in his paper “A

Public Key Cryptosystem and a Signature Scheme Based on Discrete Logarithms” [3]. As

the title of his paper suggests, ElGamal is a public key cryptosystem based on the discrete

logarithm problem.

5.2 THE DISCRETE LOGARITHM PROBLEM

The ElGamal cryptosystem bases its security on undoing a specific one-way function on

(Z/pZ) ×. Undoing this one-way function is called the discrete logarithm problem, (which

will be shorted to DLP). The DLP can be generalized to any finite abelian group. Let G

be a group with G = ⟨g⟩ and β ∈ G. Then if β = gx, we would say that x is the discrete

logarithm of β.

In (Z/pZ) ×, the DLP is trying to find an integer x that satisfies the congruence β ≡

gx (mod p) where p is prime and g is a primitive root modulo p. The exponent x is called

the discrete logarithm of β with base g mod p and is denoted by x = Lg(β).

For example, in (Z/479Z) × with the congruence 13x ≡ 17 (mod 479), x is the discrete

logarithm of 17 with base 13 modulo 479; that is, x = L13(17). In this case, x = 237.

1Taher Elgamal spells his name with a lowercase g and the ElGamal cryptosystem with an uppercase G

to distinguish the two [7]
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5.3 HOW DOES IT WORK?

Let us suppose Alice wants to send a message to Bob. We assume that the message has to

be converted to an integer m0 and that integer has been mapped to G as m. The following

is the process of the ElGamal cryptosystem using a general cyclic group G:

1. Bob selects a generator g of G, a random integer r such that 2 < r < |G|, and

calculates h = gr ∈ G. Bob sends his public key, (G, g, h), to Alice, while keeping

his private key r a secret. The lower bound 2 above is chosen for security reasons.

2. Alice selects a random integer s such that 2 < s < |G|. Then Alice calculates

ℓ = gs ∈ G and c = mhs ∈ G. Alice sends her public key (ℓ, c) to Bob and keeps

her private key s a secret.

3. Bob gets m by calculating (c)(ℓ)−r = mhs(gs)−r = m(grs(g−sr)) = m.

Example 5.1. (Note this example is pulled from [15]). Suppose Alice wants to encrypt

and send the message “Math is fun!” to Bob. Let p = 738733242911497, g = 13, and

r = 45691. Then observe that h ≡ 1345691 (mod 738733242911497); thus,

h = 175778470844015. Then Bob sends (738733242911497, 13, 175778470844015) to Al-

ice. Then let s = 607512. Then observe that ℓ ≡ 13607512 (mod 738733242911497); thus,

ℓ = 348425674930505. Alice then turns the phrase “Math is fun!” into blocks of numerical

values, mi, using figure 5.1. “Math” = 7797116104 = m1, “ is ” = 3210511532 = m2

(note that the space before and after “is” is included), “fun!” = 10211711033 = m3. Then

observe the following encryption of the plaintext, m, to ciphertext, c.

c1 = 15303114233367 ≡ 7797116104 · 175778470844015607512 (mod 738733242911497)

c2 = 110496918609746 ≡ 3210511532 · 175778470844015607512 (mod 738733242911497)

c3 = 372322954090376 ≡ 10211711033 · 175778470844015607512 (mod 738733242911497)
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Then the values of ℓ, c1, c2, c3 are sent to Bob.

Bob then takes those values and decrypts them as follows:

m1 = 7797116104 ≡ 15303114233367 · 348425674930505−45691 (mod 738733242911497)

m2 = 3210511532 ≡ 110496918609746 · 348425674930505−45691 (mod 738733242911497)

m3 = 10211711033 ≡ 372322954090376 · 348425674930505−45691 (mod 738733242911497)

Then using the table, the numerical values of m are transformed back into the plaintext.

Figure 5.1: ASCII Table
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5.4 ELGAMAL ELLIPTIC CURVE CRYPTOGRAPHY

While generalized elliptic curve cryptography was first introduced in 1985 by Victor S.

Miller [13], the first mention of using the ElGamal cryptosystem modified with elliptic

curves was by Neal Koblitz in 1987 [8]. While ElGamal elliptic curve cryptography is not

the most popular, it is what this paper will focus on because it is a good analog to the general

group ElGamal cryptosystem. The honor of most popular elliptic curve cryptosystems

belong to Elliptic Curve Digital Signature Algorithm (ECDSA) and Elliptic Curve Diffie-

Hellman Key Exchanges (ECDHE) [5][20].

Before we can get into the process of ElGamal elliptic curve cryptography, we have to

note that the message m must first be embedded as a the x coordinate of a point P = (x, y)

on the elliptic curve. This will be expanded upon later in the chapter.

Let us suppose Alice wants to send a message to Bob. The following is the process of the

ElGamal elliptic curve cryptosystem using a general finite field F:

1. An elliptic curve E over F is selected by Bob. He also selects a point B ∈ E and a

positive integer a. Then Bob calculates β = aB and sends (B, β) to Alice. Note that

a is Bob’s private key and (B, β) is Bob’s public key.

2. Alice chooses a positive integer k and uses the encoded message P to calculate y1 =

kB and y2 = P + kβ. She then sends (y1, y2) to Bob. Note that k is Alice’s private

key and (y1, y2) is Alice’s public key.

3. Lastly, Bob computes y2 − ay1 = x+ kβ − akB = x+ kaB − akB = P . Then he

extracts its x−coordinate.

Here is an example.

Example 5.2. Bob has an elliptic curve E that is y2 = x3 + 7x + 1 over the field F101.

He has a point (28, 38) ∈ E(F101) and a positive integer a = 6. Bob first calculates
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6(28, 38) = (40, 34) = β. Bob’s private key is 6, while his public key is ((28, 38), (40, 34)).

He sends his public key to Alice. Alice chooses a positive integer k = 15 and calculates

15(28, 38) = (62, 10). Now suppose Alice used the method described below to encode

her message to the point (16, 13). She now calculates (16, 13) + 15(40, 34) = (16, 13) +

(1, 3) = (62, 91). Note that Alice’s private key is 15 and public key ((62, 10), (62, 91)).

Alice then sends ((62, 10), (62, 91)) to Bob. Lastly, Bob computes (62, 91) − 6(62, 10) =

(62, 91) − (1, 3) = (62, 91) + (1, 98) = (16, 13). Then Bob can use the method below to

take (16, 13) and get the original message Alice sent.

As mentioned earlier, our message must be mapped to points on our elliptic curve. We

will be using Koblitz’s method in [9]. However, there are other proposed methods that can

be found online, including other methods proposed by Koblitz [8]. This explanation will

take place in the finite field Fp where p is a prime. We start by choosing an integer κ such

that we are satisfied with 1/2κ being our probability that the message cannot be mapped to

our curve. Usually κ = 30 suffices. Then fix an integer M such that our message m is an

integer with 0 ≤ m < M . Finally, we choose a p such that p > Mκ.

We now take the set of integers of the form {mκ + j} with 1 ≤ j < κ. Then our

embedded point x is defined as x := min {mκ + j} such that ∃ y ∈ Fp that satisfies

y2 = x3 + ax+ b. If no such x value exists, then repeat the process with a new field.

For the recipient to take the embedded value and turn it back to the original integer

value, we get m = ⌊(x − 1)/k⌋. If we were to use Fq with q = pr, we would have to first

set up a one-to-one correspondence between the elements of {mκ+ j} and elements in Fq.

In order to explain this process in its simplest form, we will stick to Fp instead of Fq.
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CHAPTER 6

DLP ATTACK COMPARISON

6.1 INTRODUCTION

Despite the discrete logarithm problem being the driving force of security for multiple

cryptosystems like ElGamal, Diffie-Hellman Key Exchange, and Digital Signature Algo-

rithm, there are still attacks that exist against the DLP. The discrete logarithm problem can

be attacked with two different types of algorithms, generic and non-generic. A generic

algorithm is an algorithm that works for any group. A non-generic algorithm is one that

only works for specific groups. The generic algorithm we will focus on in this chapter is

called the “baby-step giant-step” algorithm. The non-generic algorithm is know as index

calculus. One of the reasons that elliptic curve cryptography is used is that there are few

attacks against the ECDLP, each working to varying success and time.

We will also discuss the implementation of baby-step giant-step to elliptic curves and

explain why index calculus does not have a useful implementation for elliptic curves. Both

baby-step giant-step and index calculus spawn a family of other DLP algorithms. There are

other algorithms that are modifications or improvements of baby-step giant-step and index

calculus. However, those will not be discussed here.

6.2 BABY-STEP GIANT-STEP

Baby-step giant-step is a generic algorithm that works for every finite cyclic group. It is

also a space-time trade-off algorithm. This means that as the space, or computer storage,

increases, the time it takes to compute the algorithm decreases.

Let G be a finite cyclic group with |G| = n. Fix g to be a generator of G and β ∈ G.

Recall in the DLP we want to find x in gx = β. Let α be an integer such that α = ⌈n 1
2 ⌉. The

baby-step of the algorithm is to compute gi, with i = 0, 1, ..., α − 1, and then store these
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values in a table or list. The giant-step begins by calculating β(g−α)j with j = 0, 1, ..., α−

1. After each calculation, check β(g−α)j against gi in the stored baby list or table. When

β(g−α)j = gi, then we have now found x = i+ αj.

Now for the baby-step giant-step algorithm for an elliptic curve E over a finite field

Fp. Select a point P ∈ E(Fp) with order n, and a point Q in the subgroup generated by P .

The DLP on elliptic curves is to find k such that Q = kP with 0 ≤ k ≤ n− 1. We say that

k is the discrete logarithm of Q. The process begins by letting α = ⌈n 1
2 ⌉ and computing

αP . The baby-steps portion of the algorithm is to calculate iP with i = 0, 1, ..., α − 1

and store it as points (iP, i). Again, this can be a list or a table. The giant-step follows by

calculating Q− j(αP ) for j = 0, 1, ..., α− 1 until there is a match between the calculated

value, Q − j(αP ), and one of the stored values, iP . Then once the matching values are

found, k can be calculated by k = i+ jα (mod n).

The following is an overview of the steps for the elliptic curve variation of baby-step

giant-step when we are given an elliptic curve E(Fp), a point P ∈ E with order n, and a

point Q ∈ ⟨P ⟩.

Step up: Fix an integer α = ⌈n 1
2 ⌉ and compute αP .

Baby-step: Calculate iP for i = 0, 1, ..., α− 1 and store the value of each i and iP as a

point (iP, i).

Giant-step: Calculate Q− j(αP ) for j = 0, 1, ..., α− 1 until Q− j(αP ) = iP , for

some iP from the baby-step.

Final step: Take i, j, and α and calculate k = i+ jα (mod n)

Table 6.1: Elliptic Curve Baby-Step Giant-Step

Example 6.1. The following is an example of the baby-step giant-step algorithm for the

elliptic curve E which is y2 = x3+7x+1 over the field F101. We have the points P = (0, 1),

Q = (2, 15), and want to find k such that Q = kP . The order of E is 116. Thus, α = 11.
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Next 11P is calculated. We get 11P = (11, 55). Next the baby-step, iP ∀i = 0, 1, ..., α−1,

will be computed and put into the following list:

{[O, 0]; [(0, 1), 1]; [(88, 95), 2]; [(36, 34), 3]; [(96, 12), 4]; [(26, 36), 5]; [(42, 59), 6];

[(79, 39), 7]; [(35, 87), 8]; [(60, 68), 9]; [(65, 19), 10]}.

Then the giant-step, Q− j(αP ) ∀ j = 0, 1, ..., α− 1 until Q− j(αP ) = iP is found. That

is,

For j = 0 : (2, 15)− 0(11, 55) = (2, 15)−O = (2, 15),

For j = 1 : (2, 15)− 1(11, 55) = (2, 15) + (11,−55) = (2, 15) + (11, 46) = (45, 95),

For j = 2 : (2, 15)− 2(11, 55) = (2, 15) + (1,−98) = (2, 15) + (1, 3) = (40, 34),

For j = 3 : (2, 15)− 3(11, 55) = (2, 15) + (58,−36) = (2, 15) + (58, 65) = (36, 34).

Thus, we have j = 3, i = 3. Then k = 3 + 11(3) = 36. So, Q = 36P .

While this may seem simple on its surface, in practice much, much larger numbers are

chosen.

6.3 INDEX CALCULUS

The next type of attack is index calculus. The following description of index calculus is an

interpretation of [6]. We will consider the simplest case that is Fp, with p a prime. Index

calculus is a non-generic algorithm, unlike baby-step giant-step. The reason that Index

calculus is not a generic algorithm will be discussed later.

First we will fix a generator g of F×
p . Choose an element β ∈ Fp. We want to find

the discrete logarithm of β with respect to g i.e. β = gx (mod p). Note that throughout

the rest of the chapter, elements or calculations being (mod p) will not be stated. Since

we are in Fp, it should be understood unless stated otherwise. Now we choose a factor

base consisting of prime numbers and our generator, denoted B := {g, p1, p2, ..., pr}. The
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amount of numbers in our factor base should be relatively small compared to the size of the

field. Next we will find powers of the generator that factor completely into powers of the

elements in our factor base and lifting it to Z. That gives us a unique prime factorization,

by the fundamental theorem of arithmetic. That is,

gki ≡ pei11 · pei22 · ... · peirr mod p, for 1 ≤ i ≤ j.

Note that j needs to be large enough to solve for a system of linear equations, at least r

linearly independent relations. In practice j = 2r will usually suffice. A smooth relation

is a congruence that linearly relates logarithms of the elements of the factor base. A number

is not smooth if its unique prime factorization contains primes outside of our factor base.

Then we take the logg of both sides and apply basic logarithm rules to get

ki ≡ ei1 logg p1 + ei2 logg p2 + ...+ eir logg pr.

Next we turn this into a series of matrices to solve a system of equations for the logg p’s.

That is, 

e11 e12 ... e1r

e21 e22 ... e2r
...

ej1 ej2 ... ejr





logg p1

logg p2
...

logg pr


=



k1

k2
...

kj


mod p− 1.

Note that if we have r linearly independent relations, we should get a unique solution for

the system modulo p − 1. If we run into trouble while solving for the system of linear

equations, we may need to factor p− 1 and then use the Chinese remainder theorem. Next,

we take β and multiply it by gc. Take c to be a random integer 1 ≤ c ≤ p− 2. If x = βgc

does not have a prime factorization of primes from our factor base, we choose another c

and try again. When x has a prime factorization of primes from our factor base, we take

logg of both sides and perform other simplification to get,

x = loggβ ≡ s1 logg p1 + s2 logg p2 + ...+ sr logg pr − c.
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Below is a table that outlines the steps taken in this process. We are given Fp with prime p,

a generator g of F×
p , and β ∈ Fp. We want to find x such that β = gx.

Step 1: Choose a factor base B := {g, p1, p2, ..., pr}

Step 2: Calculate gki (mod p) ≡ pei11 · pei22 · ... · peirr , for 1 ≤ i ≤ j

Step 3: Set up system of equations ki ≡ ei1 logg p1 + ei2 logg p2 + ...+ eir logg pr

Step 4: Solve for logg p’s.

e11 e12 ... e1r

e21 e22 ... e2r
...

ej1 ej2 ... ejr





logg p1

logg p2
...

logg pr


=



k1

k2
...

kj


mod p− 1.

Step 5: Calculate x = βgc (mod p) for random 1 ≤ c ≤ p− 2. Stop when

x = ps11 · ps22 · ... · psrr .

Step 6: x = loggβ ≡ s1 logg p1 + s2 logg p2 + ...+ sr logg pr − c (mod p).

Table 6.2: Index Calculus

To demonstrate the complexity of this algorithm, we will do just steps 1 and 2. Sup-

pose we have F7727 with g = 5 a generator of (F7727)
×, and 1522 = β. Note that 7727 is

prime. We want to find x such that 1522 = 5x ∈ F7727. We select our factor base to be

B = {2, 3, 5, 7, 11, 13, 17}. Now we will raise 5 to different powers until we get numbers

whose prime factors are only those of our factor base. After calculating 56 to 560, the only

powers of 5 that were found to satisfy this were the following:

524 = 4896 = 25 · 32 · 17; 528 = 108 = 22 · 33; 529 = 540 = 22 · 33 · 5;

530 = 2700 = 22 · 33 · 52; 545 = 5824 = 26 · 7 · 13; 552 = 3332 = 22 · 72 · 17;

559 = 5324 = 22 · 113.
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However, note that 528, 529, 530 are not linearly independent, so we only have 4 linearly

independent relations. More smooth numbers need to be found to create a solvable system

of linear equations. To fix this, the amount of prime numbers in the factor base needs to be

reduced. If the amount of prime numbers in the factor base is reduced, then it will be easier

to solve the system of equations, but it will be harder to find smooth numbers. We could

also try to increase the factor base size, that way we find more smooth numbers. However,

it becomes harder to solve the system of equations. To find a full example of index calculus,

see [6].

The reason that this index calculus method is not generic, and thus does not have a

general elliptic curve analog, is that there are no smooth numbers in elliptic curves. That

is, there is no way for a power our our generator to be written as a linear combination

of prime factors because there is no defined concept of a prime point. In a prime field,

say Fp, a number is smooth if it can be written as a product of powers of small primes.

Since Fp
∼= Z/pZ, we have the homomorphism Z → Z/pZ, which allows the lifting of

the elements in Fp to the integers so that they can be broken into prime divisors [19]. This

allows for the existence of smooth numbers in Fp, as defined earlier. This existence of

smooth numbers means we can use index calculus. However, for elliptic curves, there is no

such homomorphism for lifting, and thus no factor base consisting of small prime points

(hence no smooth numbers). Therefore, there is no step 2. Some have suggested lifting

points from E(Fp) to E(Q). However, both [17] and [13] explain in depth why using

E(Q) and index calculus in general to solve ECDLP will not work.

There are special elliptic curves where index calculus does work and smooth does have

a definition. The most common special curve is hyperelliptic curves, where smoothness is

defined in terms of prime divisors as polynomials of certain degrees, see [4].
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6.4 RSA VS ECC

As mentioned very early on in this paper, RSA is a public key cryptosystem created in 1977

by Ron Rivest, Adi Shamir, and Leonard Adleman [18], and published in their excellent

paper “A Method for Obtaining Digital Signatures and Public-Key Cryptosystems” [14].

While RSA is not the focus of this paper, it is important to note that there are multiple

papers that compare the RSA to elliptic curve cryptography (shortened to ECC). There

are virtually no comparisons to elliptic curve ElGamal, so elliptic curve cryptography in

general is used here. The research shows that ECC outperforms RSA in most categories

[10] [11] [1] [12]. This is because ECC uses smaller key lengths, and thus can perform

tasks faster, as well as requiring less computer power or space.
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CHAPTER 7

CONCLUSION

While cryptography and mathematics have both been around for centuries, the inclusion

of mathematics to cryptography revolutionized the subject. It is important to note that

number theory was most likely the first mathematical idea used in cryptography and has a

lot of applications in current and past cryptosystems [15]. However, taking the systems that

use number theory, like the ElGamal cryptosystem, and looking at them trough the lens of

group theory has revealed new insights. This is how the elliptic curve adaptation of the

ElGamal system was formed.

In this paper, we over viewed important topics in group theory and elliptic curves.

Then we showed that group theory was used to improve upon the ElGamal cryptosystem.

Lastly, we answered if elliptic curve cryptography was an improvement upon other number

theoretic cryptosystems, and why that answer is yes. We could then ask whether or not

ECC could be improved up if used with other groups. Based on the sources cited in this

research, among many others, it seems that there is a high probability the answer is no.

This leads us to wonder if more can be done to improve the the field of cryptography. The

answer to this question seems to be pointing in the direction of computer science. And

while this may be true, this research has shown that pure mathematics still holds a lot of

the keys to unlocking these cryptographic mysteries.
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